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We present numerical solutions of the semiclassical Boltzmann-Vlasov equation for fermion particle-

antiparticle production by strong electric fields in boost-invariant coordinates in (1þ 1) and (3þ 1)

dimensional QED. We compare the Boltzmann-Vlasov results with those of recent quantum field theory

calculations and find good agreement. We conclude that extending the Boltzmann-Vlasov approach to the

case of QCD should allow us to do a thorough investigation of how backreaction affects recent results on

the dependence of the transverse momentum distribution of quarks and antiquarks on a second Casimir

invariant of color SU(3).
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I. INTRODUCTION

In recent papers, we have presented numerical quantum
field theory calculations of the dynamics of fermion pair
production by strong electric fields with backreaction in
boost-invariant coordinates in (1þ 1) and (3þ 1) dimen-
sions [1,2]. The purpose of the present paper is to compare
these calculations with the results of numerical calcula-
tions using a semiclassical Boltzmann-Vlasov (BV) equa-
tion with a Schwinger source term for particle pair
creation. We find that in (3þ 1) dimensions this semiclas-
sical transport approximation works even better than it did
in (1þ 1) dimensions. With the confidence that this model
is working well for (3þ 1) dimensional quantum electro-
dynamics (QED), our program is to extend this calculation
to quantum chromodynamics (QCD), where recently it has
been shown that the WKB source term used by previous
studies of pair production using the BVequation neglected
an important term which depends on the second Casimir
invariant of SU(3) [3,4]. The BVequation is much quicker
to implement than the full field theory calculation and will
let us explore the parameter space quickly before we
perform more computer-intensive field theory calculations.

The model we are using for the production of the parti-
cles following a heavy ion collision is the so-called color
flux tube model. The color flux tube model assumes that
when two relativistic heavy ions collide multiple gluons
are exchanged which leads to the formation of a strong
color electric field. This model was studied extensively in
the 1980s by several authors. These include Bialas et al.
[5–10] and by Kajantie and Matsui [11]. The idea of using
a boost-invariant Bolzmann-Vlasov equation to study the
time evolution of the plasma formed by the produced

quarks and gluons was first put forward by Bialis and
Czyz [5] and this was then generalized to include a
Schwinger source term by Gatoff, Kerman, and Matsui
[12]. At that time the validity of the BV approach was
not known. However, once field theory calculations of this
process were done in the 1990s [13], it was clear that
solving the BV equations with a Schwinger source term
was a reasonable approximation. In the original work on
QCD, the source term used was a WKB source term
proposed by Casher, Neuberger, and Nussinov [14], which
recently has been shown to be incorrect by Nayak and
collaborators [3,4]. For constant chromoelectric fields the
dependence on the second Casimir invariant can affect the
transverse distribution of produced particles by as much as
15% [15] which is a reason to correctly formulate the
transport approach for the QCD plasma evolution and
compare it to the field theory calculation.
Our discussion of the BV equation in boost-invariant

coordinates for (3þ 1) dimensional QED follows closely
in spirit work by Kluger et al. [16,17] and by Cooper et al.
[13]. We follow the method of solution used in these
previous papers. In Sec. II, we discuss the classical theory
for the boost-invariant coordinate system which we use in
this paper and develop the equations needed for solutions
of the BV equation. Numerical methods and results are
discussed in Sec. III, and conclusions given in Sec. IV.

II. CLASSICAL THEORY

We wish to describe the dynamics of a relativistic par-
ticle of mass M and charge e interacting with an electro-
magnetic field in an arbitrary coordinate system. Let x�ðsÞ
be the trajectory of a particle in space-time described
parametrically by the arc-length ds, defined by

ðdsÞ2 ¼ g�;�ðxÞdx�dx�: (2.1)

*john.dawson@unh.edu
†bmihaila@lanl.gov
‡ cooper@santafe.edu

PHYSICAL REVIEW D 80, 014011 (2009)

1550-7998=2009=80(1)=014011(11) 014011-1 � 2009 The American Physical Society

http://dx.doi.org/10.1103/PhysRevD.80.014011


The velocity four-vector u�ðsÞ along the trajectory curve is
given by

u�ðsÞ � dx�ðsÞ
ds

; u�ðsÞu�ðsÞ ¼ 1; (2.2)

and the Lagrangian is

L ½x�; u�� ¼ 1

2
Mu�ðsÞu�ðsÞ þ eu�ðsÞA�ðxÞ: (2.3)

The canonical momenta p�ðsÞ are given by

p�ðsÞ � @L
@u�

¼ k�ðsÞ þ eA�ðxÞ; (2.4)

where k�ðsÞ ¼ Mu�ðsÞ is the kinetic momentum. In terms

of the kinetic momentum, Lagrange’s equation gives

M
dk�ðsÞ
ds

¼ eF��ðxÞk�ðsÞ; (2.5)

where F��ðxÞ ¼ @�A�ðxÞ � @�A�ðxÞ is the field tensor,

which satisfies the Maxwell equations,

1ffiffiffiffiffiffiffi�g
p @�½ ffiffiffiffiffiffiffi�g

p
F��ðxÞ� ¼ J�ðxÞ; (2.6)

where the current is the sum of convective and polarization
currents. The classical convective current is given by

Jcon�ðxÞ ¼ e
XZ

dsu�ðsÞ�4½x� xðsÞ�; (2.7)

where xðsÞ is a solution of the equations of motion, and the
sum goes over all species, particles, antiparticles, and
spins. The energy-momentum tensor densities for the par-
ticles t��ðxÞ and field ���ðxÞ are given by

t��ðxÞ ¼ XZ
dsu�ðsÞk�ðsÞ�4½x� xðsÞ�; (2.8a)

���ðxÞ ¼ 1

4
g��F

��F�� þ F��g
��F��: (2.8b)

The field energy-momentum tensor density satisfies

1ffiffiffiffiffiffiffi�g
p @�½ ffiffiffiffiffiffiffi�g

p
���ðxÞ� ¼ �F��ðxÞJ�ðxÞ: (2.9)

A. Trajectory solutions

We next find trajectory solutions to the equations of
motion in boost-invariant coordinates. The Cartesian set
of coordinates is designated by Roman letters: xa ¼
ðt; x; y; zÞ, with the metric �ab ¼ diagð1;�1;�1;�1Þ.
Boost-invariant variables are designated by Greek letters:
x� ¼ ð�; 	; 
; �Þ, where

t ¼ � cosh�; z ¼ � sinh�;

x ¼ 	 cos
; y ¼ 	 sin
;
(2.10)

with the metric

g��ðxÞ ¼ diagð1;�1;�	2;��2Þ:
The kinetic momentum in boost-invariant coordinates is
then given by

k� ¼ ðk�; k	; k
; k�Þ ¼ M
dx�ðsÞ
ds

¼ Mð�0; 	0; 
0; �0Þ:
(2.11)

Here a primed quantity means a derivative with respect to
s. The mass shell restriction requires

k�k� ¼ k2� � k2? � ½k�=��2 ¼ M2;

where we have defined k? by

k2? ¼ k2	 þ ½k
=	�2 ¼ M2½	02 þ 	2
02�:
So k� ¼ !k?;k�ð�Þ, where

!k?;k�ð�Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2? þ ½k�=��2 þM2

q
: (2.12)

We restrict the vector potential and electric fields to be in
the � direction and depend only on �, i.e.: A�ðxÞ ¼
ð0; 0; 0; A�ð�ÞÞ. Then the only nonvanishing components

of the field tensor are given by

F�;�ðxÞ ¼ �F�;�ðxÞ ¼ @�A�ð�Þ ¼ ��Eð�Þ: (2.13)

Here we have defined Eð�Þ ¼ �½@�A�ð�Þ�=�. So then the

Newton equations (2.5) become

M
dk�ðsÞ
ds

¼ eEð�Þk�ðsÞ=�; (2.14a)

M
dk�ðsÞ
ds

¼ e�Eð�Þk�ðsÞ; (2.14b)

with k	 and k
 constants of the motion. Using the fact that

k�ðsÞ ¼ Md�=ds, Eq. (2.14b) becomes

d

d�
½k�ð�Þ þ eA�ð�Þ� ¼ 0; (2.15)

from which we conclude that p� ¼ k�ð�Þ þ eA�ð�Þ is a

constant of the motion. We can also define x and y compo-
nents of the transverse momentum by

kx � k	 cos
� 	k
 sin
 ¼ M½	0 cos
� 	
0 sin
�
� Mx0; (2.16)

ky � k	 sin
þ 	k
 cos
 ¼ M½	0 sin
þ 	
0 cos
�
� My0: (2.17)

In cylindrical coordinates,

kx ¼ k? cos�; ky ¼ k? sin�; (2.18)

which defines the angle �. By computing the Jacobians of
these transformations, we show that volume elements are
related by
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dkxdky ¼ k?dk?d� ¼ dk	dk


	
: (2.19)

B. Rapidity variables

It will be useful to define rapidity momentum variables
ðr; yÞ. These variables are defined by

kt ¼ r coshy; kz ¼ r sinhy; (2.20)

which can be related to our boost-invariant set ðk�; k�Þ by

k� ¼ M
dx�
ds

¼ @x�
@xa

ka; (2.21)

from which we find

k� ¼ r coshð�� yÞ; (2.22a)

k�=� ¼ r sinhð�� yÞ: (2.22b)

On the mass shell, we have

k2� � k2? � ½k�=��2 ¼ r2 � k2? ¼ M2; (2.23)

so on the mass shell, r ¼ M? �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2? þM2

q
. The Jacobian

for this transformation is given by

j @k�=@r; @k�=@y
@k�=@r; @k�=@y

j ¼ �r; (2.24)

so

dk�ðdk�=�Þ ¼ rdrdy: (2.25)

We note that on the mass shell, we have

E ¼ M? coshy; kz ¼ M? sinhy; tanhy ¼ kz=E:

(2.26)

We will use this result in Sec. II C below.

C. The Boltzmann-Vlasov equation

We define a particle distribution function fðx; kÞ such
that the particle current density is given by (see, for ex-
ample, Calzetta and Hu [18])

N�ðxÞ ¼
Z

Dkk�fðx; kÞ; (2.27)

and the particle energy-momentum density tensor is given
by

t��ðxÞ ¼
Z

Dkk�k�fðx; kÞ; (2.28)

where

D k ¼ 2R�ðk0Þ�ðk2 �M2Þd4k
ð2�Þ3 ffiffiffiffiffiffiffi�g

p ; (2.29)

with R a degeneracy factor. For a single species of fermions
in (3þ 1) dimensions, counting particles, antiparticles,
and spin, R ¼ 4. In a general coordinate system, the BV

equation is given by (see, for example, Cooper et al. [13] or
Gatoff et al. [12])

k�
�
@

@x�
� eF��ðxÞ @

@k�

�
fðx; kÞ ¼ k0Cðx; kÞ; (2.30)

where Cðx; kÞ is a source term. Multiplying (2.30) by
ffiffiffiffiffiffiffi�g

p
and integrating over Dk gives

1ffiffiffiffiffiffiffi�g
p @�½ ffiffiffiffiffiffiffi�g

p
N�ðxÞ� ¼ CðxÞ; (2.31)

where

CðxÞ ¼
Z

Dkk0Cðx; kÞ: (2.32)

So if Cðx; kÞ ¼ 0, particle number is conserved.
Multiplying (2.30) by k�

ffiffiffiffiffiffiffi�g
p

and integrating over Dk
gives

1ffiffiffiffiffiffiffi�g
p @�½ ffiffiffiffiffiffiffi�g

p
t��ðxÞ� � F��ðxÞJ�ðxÞ ¼ C�ðxÞ; (2.33)

where

C�ðxÞ ¼
Z

Dkk0k�Cðx; kÞ; (2.34)

and J�ðxÞ ¼ eN�ðxÞ. So if Cðx; kÞ ¼ 0, combining Eqs.
(2.9) and (2.33), we see that with no source term, the total
energy-momentum tensor density,

T��ðxÞ ¼ t��ðxÞ þ���ðxÞ; (2.35)

satisfies a conservation law, T��
;�ðxÞ ¼ 0. For our case,

the source of particles is creation of particle-hole pairs via
the Schwinger mechanism, so the particle number is not
conserved and the energy-momentum tensor, using only
convective currents, is also not conserved.
In boost-invariant coordinates, we assume that the dis-

tribution function is a function of fð�; k?; k�Þ only. So

choosing a surface element in the direction of constant �,
we have d� ¼ �d2x?d� where d2x? ¼ 	d	d
 is the
perpendicular area, and

N�ð�Þ ¼ R

ð2�Þ3
ZZ

d2k?
Z þ1

�1
dk�

k�fð�; k?; k�Þ
�!k?;k�ð�Þ

;

(2.36)

where d2k? ¼ k?dk?d� and !k?;k�ð�Þ is given by

Eq. (2.12). The � ¼ 0 component of (2.36) gives the
number of particles per unit ‘‘volume’’ in boost-invariant
coordinates:

d3Nð�Þ
d2x?d�

¼ �N0ð�Þ

¼ R

ð2�Þ3
ZZ

d2k?
Z þ1

�1
dk�fð�; k?; k�Þ:

(2.37)
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In terms of rapidity variables, Eq. (2.37) becomes

d6N ¼ R

ð2�Þ3 ½�d
2x?d��½d2k?dy�

Z rdr2�ðrÞ
2r

� �ðr�M?Þk�fð�; k?; k�Þ
¼ R

ð2�Þ3 ½�d
2x?d��½d2k?dy�!k?;k�fð�; k?; k�Þ:

(2.38)

So the momentum distribution in rapidity variables is given
by

d5N

d2x?d2k?dy
¼ R�

ð2�Þ3
Z þ1

�1
d�!k?;k�fð�; k?; k�Þ

¼ R�

ð2�Þ3
Z þ1

�1
dk�

��������
@�

@k�

��������!k?;k�fð�; k?; k�Þ:

(2.39)

But the only � dependence is through k�. Evaluating

Eqs. (2.22) on the mass shell, we find

!k?;k� ¼ M? coshð�� yÞ; k� ¼ �M? sinhð�� yÞ;
(2.40)

so that for fixed y and k?, we find

@k�
@�

¼ �!k?;k� ; (2.41)

and (2.39) becomes

d5N

d2x?d2k?dy
¼ R

ð2�Þ3
Z þ1

�1
dk�fð�; k?; k�Þ; (2.42)

and is independent of rapidity.
Adding a Schwinger source term to the BV equation, in

boost-invariant coordinates the only nonvanishing compo-
nents of F��ðxÞ in our case are given in Eq. (2.13), so that

Eq. (2.30) becomes
�
@

@�
� e

@Að�Þ
@�

@

@k�

�
fð�; k?; k�Þ ¼ Cð�; k?; k�Þ; (2.43)

where the source term is given by

Cð�; k?; k�Þ ¼ Pð�; k?ÞjeEð�ÞjSð�; k?Þ�ðk�=�Þ; (2.44)

with Pð�; k?Þ a Pauli suppression factor evaluated at k� ¼
0,

Pð�; k?Þ ¼ 1� 2fð�; k?; 0Þ; (2.45)

and Sð�; k?Þ is the Schwinger pair creation factor

Sð�; k?Þ ¼ � ln½1� e��ðk2?þM2Þ=jeEð�Þj�: (2.46)

We solve Eq. (2.43) for fð�; k?; k�Þ using the method of

characteristics. In Sec. II A, we found the particle trajecto-
ries and we showed that k�ð�Þ ¼ p� � eA�ð�Þ, where p�

is a constant of the motion. So the total derivative of

f½�; k?; k�ð�Þ� with respect to � is given by

df½�; k?; k�ð�Þ�
d�

¼ @f½�; k?; k�ð�Þ�
@�

� e
@A�ð�Þ
@�

� @f½�; k?; k�ð�Þ�
@k�

:

Assuming that fð�0; k?; k�Þ ¼ 0, we then have

fð�; k?; k�Þ ¼
Z �

�0

d�0�0Pð�0; k?ÞjeEð�0ÞjSð�0; k?Þ

� �½k� þ eA�ð�Þ � eA�ð�0Þ�; (2.47)

which can be integrated to give

fð�; k?; k�Þ ¼
X
n

½1� 2fð�n; k?; 0Þ�

� Sð�n; k?Þ�ð�n � �0Þ�ð�� �nÞ: (2.48)

Here �n are solutions of the equation

k� þ e½Að�Þ � Að�nÞ� ¼ 0; for �0 < �n � �: (2.49)

In order to step out fð�; k?; k�Þ as a function of �, we first

solve (2.48) at k� ¼ 0,

fð�; k?; 0Þ ¼
X
n

½1� 2fð�n; k?; 0Þ�Sð�n; k?Þ

��ð�n � �0Þ�ð�� �nÞ; (2.50)

where now �n is a solution of the equation Að�nÞ ¼ Að�Þ,
for �0<�n��. One such solution is for �n ¼ �. Selecting
out this case, and setting �ð0Þ ¼ 1=2, Eq. (2.50) becomes

fð�; k?; 0Þ ¼
Sð�; k?Þ=2þ P

�n<�
Pð�n; k?ÞSð�n; k?Þ

1þ Sð�; k?Þ :

(2.51)

With fð�; k?; 0Þ now known, we can solve Eq. (2.48) for
the full fð�; k?; k�Þ. We show plots of slices of the distri-

bution function in Fig. 1 for a typical case. We see that
pairs of particles are created immediately at k� ¼ 0. Then

the field causes these particles to move in the positive k�
direction, until the field drops to zero and reverses itself.
The oscillating structure of fð�; k?; 0Þ, shown in Fig. 1(a)
is a result of excursions of the distribution function
fð�; 0; k�Þ in the k� direction, shown in Fig. 1(b), so that

at certain times, no particles are present at k� ¼ 0. The

initial electric field can be thought of as being produced by
positive and negative parallel plates far apart in the z
direction. Once particles are produced they try to neutralize
the electric field by moving in the appropriate direction.
This leads to a series of oscillations in both the electric field
and the current, which have increasing periods between
oscillations as the amplitude of the field decreases. This
also leads to an oscillation in the k� particle distribution
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function. See Ref. [19] for an animation of the time evo-
lution of the particle distribution function, fð�; k?; k�Þ.

D. Maxwell’s equations

The only nonvanishing components of F�� are given in

Eq. (2.13), so Maxwell’s equation (2.6) in boost-invariant
coordinates is given by

@�Eð�Þ ¼ �J�ð�Þ ¼ �J�ð�Þ=�; (2.52)

with Eð�Þ ¼ �½@�Að�Þ�=�. There are two types of currents,
convection currents arising from the flow of particles and
vacuum polarization currents,

J�ð�Þ ¼ Jcon� ð�Þ þ J
pol
� ð�Þ: (2.53)

In a general frame, the convective current is given by the
charge e times the � component of the particle current N�

given in Eq. (2.27),

Jcon� ð�Þ ¼ eN�ð�Þ ¼ e
Z

Dkk�fð�; k?; k�Þ: (2.54)

Inserting the result for fð�; k?; k�Þ from Eq. (2.47) and

integrating over k� gives

Jcon� ð�Þ=� ¼ eR

ð2�Þ2
Z 1

0
k?dk?

Z �

�0

d�0
½k�ð�0; �Þ=��
!k?ð�0; �Þ

�
�
�0

�

�
Pð�0; k?ÞjEð�0ÞjSð�0; k?Þ; (2.55)

where we have put

k�ð�0; �Þ ¼ e½Að�0Þ � Að�Þ�; !k?ð�0; �Þ
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2? þ ½kð�0; �Þ=��2 þM2

q
: (2.56)

The polarization current is determined by finding the ap-
propriate current which, when added to the convection
current, gives energy conservation. In Sec. II F below, we
found this current to be

J
pol
� ð�Þ=� ¼ sgn½Eð�Þ� eR

ð2�Þ2

�
Z 1

0
k?dk?!k?;0ð�ÞPð�; k?ÞSð�; k?Þ;

(2.57)

in agreement with Eq. (5.8) in Cooper et al. [13].

E. Particle creation

The density of particles plus antiparticles at time � is
given by Eq. (2.37). Substituting our solution (2.47) into
this equation gives

�N0ð�Þ ¼ R

ð2�Þ2
Z 1

0
k?dk?

Z þ1

�1
dk�fð�; k?; k�Þ

¼ eR

ð2�Þ2
Z 1

0
k?dk?

Z �

�0

d�0�0Pð�0; k?Þ

� jEð�0ÞjSð�0; k?Þ: (2.58)

The rate of production of particles plus antiparticles can be
obtained by differentiating (2.58) with respect to � and
using the BV equation (2.43). This gives

d½�N0ð�Þ�
�d�

¼ eRjEð�Þj
ð2�Þ2

Z 1

0
k?dk?Pð�; k?ÞSð�; k?Þ:

(2.59)

The particle production in terms of rapidity variables is
obtained by substituting (2.47) into (2.42). This gives

d5N

d2x?d2k?dy
¼ eR

ð2�Þ3
Z �

�0

d�0�0Pð�0; k?ÞjEð�0ÞjSð�0; k?Þ:
(2.60)

A picture of this distribution is shown in Fig. 8 as a
function of �. Integrating (2.60) over k? gives

(b)

(a)

FIG. 1 (color online). Evolution of the distribution functions
fð�; k?; 0Þ and fð�; 0; k�Þ for a typical case with M ¼ 1, e ¼ 1,

Að�0Þ ¼ 0, and Eð�0Þ ¼ 4.
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1

A?
dN

dy
� �N0ð�Þ

¼ eR

ð2�Þ2
Z 1

0
k?dk?

Z �

�0

d�0�0Pð�0; k?Þ

� jEð�0ÞjSð�0; k?Þ; (2.61)

where A? is the perpendicular collision area.
Using the fact that dN=dy and dN=d� are constant for

boost-invariant kinematics we can also reconstruct dN=dkz
by transforming variables using Eq. (2.26).

F. Energy-momentum tensor

The field energy-momentum tensor density is given by
(2.8b). For our case in boost-invariant coordinates, it is
diagonal and given by

��� ¼ 1

2
diagðE2; E2; 	2E2;��2E2Þ: (2.62)

The matter energy-momentum tensor is given by (2.28)
which we write here as

t��ð�Þ ¼
Z

Dkk�k�fð�; k?; k�Þ (2.63)

� diagð
; p	; 	
2p
; �

2p�Þ: (2.64)

So in the boost-invariant system, the matter energy and
pressures are given by


 ¼
Z

Dk!2
k?;k�fð�; k?; k�Þ; (2.65a)

p	 ¼
Z

Dkk2	fð�; k?; k�Þ; (2.65b)

p
 ¼
Z

Dkðk
=	Þ2fð�; k?; k�Þ; (2.65c)

pk ¼
Z

Dkðk�=�Þ2fð�; k?; k�Þ: (2.65d)

Inserting the result for fð�; k?; k�Þ from Eq. (2.47) and

integrating over k� gives, for (2.65a) and (2.65d),


 ¼ eR

ð2�Þ2
Z þ1

0
k?dk?

Z �

�0

d�0!k?ð�0; �Þ
�
�0

�

�

� Pð�0; k?ÞjEð�0ÞjSð�0; k?Þ; (2.66a)

pk ¼ eR

ð2�Þ2
Z þ1

0
k?dk?

Z �

�0

d�0
½k�ð�0; �Þ=��2
!k?ð�0; �Þ

�
�0

�

�

� Pð�0; k?ÞjEð�0ÞjSð�0; k?Þ: (2.66b)

where k�ð�0; �Þ and !k?ð�0; �Þ are given in Eqs. (2.56).

Multiplying the BV equation (2.43) by !2
k?;k� , and in-

tegrating over Dk, gives

R

ð2�Þ2
Z 1

0
k?dk?

Z þ1

�1
dk�

�!k?;k�ð�Þ
�

@fð�; k?; k�Þ
@�

þ eEð�Þ!k?;k�ð�Þ
@fð�; k?; k�Þ

@k�

�

¼ RjeEð�Þj
ð2�Þ2

Z 1

0
k?dk?!k?;0ð�ÞPð�; k?ÞSð�; k?Þ:

(2.67)

For the first term in (2.67), we integrate by parts and note
that

�
@

@�

�!k?;k�ð�Þ
�

�
¼ �!k?;k�ð�Þ

�
þ @!k?;k�ð�Þ

@�

¼ �!k?;k�ð�Þ
�

� ðk�=�Þ2
�!k?;k�ð�Þ

: (2.68)

So the first term becomes simply

@


@�
þ 
þ pk

�
: (2.69)

For the second term in (2.67), we integrate by parts over k�
and get

� e
Eð�Þ
�

Z
Dkk�fð�; k?; k�Þ ¼ �Eð�ÞJcon� ð�Þ

�
; (2.70)

where the convective current is given by (2.54). The last
term in Eq. (2.67) can be written as

Eð�ÞJpol� ð�Þ=�; (2.71)

where the polarization current Jpol� ð�Þ is given by

J
pol
� ð�Þ=� ¼ sgn½Eð�Þ� eR

ð2�Þ2

�
Z 1

0
k?dk?!k?;0ð�ÞPð�; k?ÞSð�; k?Þ;

(2.72)

which is what we quoted in Eq. (2.57) in Sec. II D.
Combining the results in Eqs. (2.69), (2.70), and (2.71),

and noting that the total current is given by J�ð�Þ ¼
Jcon� ð�Þ þ Jpol� ð�Þ, the energy density and longitudinal pres-
sure conservation equation reads

@


@�
þ 
þ pk

�
¼ Eð�ÞJ�ð�Þ

�
¼ �@½E2=2�

@�
; (2.73)

where we have used Maxwell’s equation (2.52). The total
energy density and longitudinal pressure is given by

E ¼ 
þ E2=2; P k ¼ pk � E2=2: (2.74)

Multiplying Eq. (2.73) by � gives an equation of state:

@�ð�EÞ þ P k ¼ 0: (2.75)

JOHN F. DAWSON, BOGDAN MIHAILA, AND FRED COOPER PHYSICAL REVIEW D 80, 014011 (2009)

014011-6



The p	ð�Þ and p
ð�Þ pressures are equal. We can prove

this by introducing the integration variables �k
 ¼ k
=	 and
�k� ¼ k�=�, and putting

Z
Dk ¼ R

Z þ1

0

k?dk?
2�

Z þ1

�1
dk�

2�

1

�!k?;k�

¼ R
ZZZ þ1�1

dk	dk
dk�

ð2�Þ3
1

�	!k	; �k
;k�

¼ R
ZZZ þ1�1

dk	d �k
d �k�

ð2�Þ3
1

!k	; �k
; �k�

; (2.76)

where now

!k	; �k
; �k�
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2	 þ �k2
 þ �k2� þM2

q
: (2.77)

From (2.65b) and (2.65c), we find for the pressures

p	ð�Þ ¼ R
ZZZ þ1�1

dk	d �k
d �k�

ð2�Þ3
k2	fð�; k	; �k
; �k�Þ

!k	; �k
; �k�

;

p
ð�Þ ¼ R
ZZZ þ1�1

dk	d �k
d �k�

ð2�Þ3
�k2
fð�; k	; �k
; �k�Þ

!k	; �k
; �k�

;

so p	ð�Þ ¼ p
ð�Þ, as we claimed. Including the field pres-

sure, we see that the total pressures also satisfy the relation
P 	ð�Þ ¼ P 
ð�Þ, as required by conservation of the energy-
pressure tensor.

For the transverse pressure, we have

p?ð�Þ ¼ p	ð�Þ þ p
ð�Þ ¼
Z

Dkk2?fð�; k?; k�Þ

¼ eR

ð2�Þ2
Z þ1

0
k?dk?

Z �

�0

d�0
k2?

!k?ð�0; �Þ

�
�
�0

�

�
Pð�0; k?ÞjEð�0ÞjSð�0; k?Þ: (2.78)

The shear pressure vanishes. In the next section, we com-
pare results of solving the BV equation with a quantum
field theory calculation in both (1þ 1) and (3þ 1)
dimensions.

III. NUMERICAL METHODS AND RESULTS

The numerical procedure is as follows: we set R ¼ 2 and
R ¼ 4 for (1þ 1) and (3þ 1) dimensions, respectively,
and choose units such that @ ¼ 1. We setM ¼ 1 and e ¼ 1,
and take �0 ¼ 1=M ¼ 1. Then we set Að�0Þ ¼ 0, and
choose a value of E0. We set up a grid of values of k?
between 0 and kk? max, and compute initial values for

J�ð�0Þ and fð�0; k?; 0Þ. We also compute a value for

dJ�=d� at �0. We can then take a fourth-order Runge-

Kutta step in � to find new values for Að�Þ and Eð�Þ, using
a linear interpolator for values of J�ð�Þ. We then compute

values for fð�; k?; 0Þ from Eq. (2.50), J�ð�Þ using

Eq. (2.55), and dJ�=d� at the new value of �, and proceed

in this way until we reach the final value of �. This method
does not require computation of the full function
fð�; k?; k�Þ at the expense of an additional integral over

�; however fð�; k?; k�Þ can be computed at any point along

the way.
We consider the case when E0 ¼ 4, and compare the

Boltzmann-Vlasov (BV) results with two sets of recent
quantum field theory (QFT) calculations done by us in
(1þ 1) and (3þ 1) dimensional QED [1,2].
Comparisons for (1þ 1) dimensional QED are shown in
Fig. 2 for Að�Þ, Eð�Þ, and Jð�Þ, and in Fig. 3 for compo-
nents of the energy-momentum tensor. The BV calculation
misses the fine structure noticed in the oscillations of the
QFT electric current calculation, which has some features
of quantum tunneling in a two-well potential (see
Ref. [20]), but otherwise is close in magnitude. The two
calculations get out of phase for large times, but this does
not affect the calculation of the particle production which
is dominated by the early-time dynamics. The BV calcu-
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)
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BV 1+1
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-4

-2
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FIG. 2 (color online). Proper-time evolution of the electromag-
netic fields Að�Þ and Eð�Þ and the electric current J�ð�Þ for

boost-invariant coordinates in (1þ 1) dimensions. Solutions of
the BV equation are compared with results from the quantum
field theory (QFT) calculation discussed in Ref. [1]. Here we
choose M ¼ 1, e ¼ 1, Að�0Þ ¼ 0, and Eð�0Þ ¼ 4.
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lation predicts larger energy density and longitudinal pres-
sure, but about the same ratios of energy density to
pressure.

In Figs. 4 and 5 we compare the BV results to the QFT
results for (3þ 1) dimensional QED. We note that the
fields, currents, energy density, and pressures all track
very well together. The agreement between the BV and
QFT calculations is better in (3þ 1) than in (1þ 1) di-
mensions, suggesting that the extra degrees of freedom
perform some smoothing. In (3þ 1) dimensions we do
not observe dephasing between the BV and QFT results
at late times, at least as far as our calculations were carried
out. Again, the BV calculation predicts larger values for
the energy density and longitudinal pressure, but the trans-
verse pressure for both calculations are fairly close to each
other. There is no fine structure present in the (3þ 1) QFT
results for the electric current, as discussed in Ref. [2].

In Fig. 6, we show the particle plus antiparticle produc-
tion per unit rapidity for the two calculations. In (1þ 1)
dimensions, the particle plus antiparticle productions per
unit rapidity for both calculations are very close, aside

from the fine structure. In (3þ 1) dimensions, the BV
calculation predicts a slightly larger production than in
the QFT results, which is consistent with the fact that the
BVelectric current depicted in Fig. 4 is slightly larger than
the QFT current. Just, as in QFT, particles are being created
corresponding to the field gradients, with the major con-
tribution coming from the initial field gradient. Subsequent
smaller step increases are observed before the particle
density saturates.
Comparison of the late time (� ¼ 200) transverse parti-

cle plus antiparticle distributions for the BV and QFT
calculations are shown in Fig. 7. The results are very close.
Finally, in Fig. 8, we show the BV calculation for the entire
time evolution of the transverse particle plus antiparticle
distribution, which are very similar to the one reported in
Ref. [2], except for an approximate 5–10% difference in
magnitude. For � greater than about 80, there is no appre-
ciable change in the shape of the distribution function, as
expected, since by that time all particles have been pro-

p

0

5

10

15

20

25

0

5

10

15

20

-0.2

0.0

0.2

0.4

0.6

0.8
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BV 1+1

FIG. 3 (color online). Proper-time evolution of the energy-
momentum tensor (matter energy and longitudinal pressure)
for boost-invariant coordinates in (1þ 1) dimensions.
Parameters are the same as in Fig. 2.
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FIG. 4 (color online). Time evolution of the electromagnetic
fields Að�Þ=� and Eð�Þ and the electric current J�ð�Þ for boost-
invariant coordinates in (3þ 1) dimensions. Solutions of the BV
equation are compared with results from the quantum field
theory (QFT) calculation discussed in Ref. [2]. Here we choose
M ¼ 1, e ¼ 1, Að�0Þ ¼ 0, and Eð�0Þ ¼ 4.
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duced by the field. See Ref. [19] for an animation of the
complete distribution function for this case fð�; k?; k�Þ.

IV. CONCLUSIONS

We have presented here results of a nonequilibrium BV
calculation of the time evolution of the quasiparticle dis-
tribution function for quarks in the presence of a proper-
time evolving electric field with a Schwinger pair creation
term in boost-invariant coordinates in (1þ 1) and (3þ 1)
dimensions. We have then compared these results with
recent QFT calculations. Our one-dimensional results
agree with previous results in Ref. [13] and give reasonable
agreement with the field theory calculations when short
time scales are averaged over. What is initially surprising is
that in (3þ 1) dimensions, the short time scale fluctuations

yd/)
(

Nd
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6
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BV 1+1
QFT 1+1

BV 3+1
QFT 3+1

0
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15

20

FIG. 6 (color online). Time evolution of the particle plus
antiparticle density distribution function for boost-invariant co-
ordinates in (1þ 1) dimensions, dNð�Þ=dy, and in (3þ 1)
dimensions, ð1=A?ÞdNð�Þ=dy, respectively. In (3þ 1) dimen-
sions, the BV calculation predicts slightly more particle produc-
tion.
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FIG. 7 (color online). Long proper-time (� ¼ 200) transverse
particle plus antiparticle distribution function, ð1=A?Þd3Nð� ¼
200Þ=d2k?dy, for boost-invariant coordinates in (3þ 1) dimen-
sions.
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FIG. 5 (color online). Time evolution of the matter energy (
),
longitudinal pressure (pk), and transverse pressure (p?) for

boost-invariant coordinates in (3þ 1) dimensions, with the
same parameters as in Fig. 4.

FIG. 8 (color online). Time evolution of the transverse particle
plus antiparticle distribution function, d3Nð�Þ=d2k?dy, for
boost-invariant coordinates in (3þ 1) dimensions.
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are not present in the field theory calculations so that
agreement between the exact and the BV approximation
for many macroscopic variables such as the time evolution
of the electric field and the effective energy density and
pressures are quite good. The two methods differ in the
particle production rate by about 5–10%, mostly at low
momentum transfers.

It is at first quite surprising that the BV results are so
close to the QFT results. A first-principles approach to
deriving a BV-like equation for the exact field theory
equations in scalar electrodynamics in (1þ 1) dimension
has been given in Ref. [21] where obtaining a local Vlasov
source term from the nonlocal equation for the adiabatic
number operator seemed to follow from phase decoherence
of the quantum density matrix. In (3þ 1) dimensions we
would imagine that this phase decoherence would occur
more quickly than in (1þ 1) dimensions, which would
make the quantum to classical transition quite rapid. This
would then be the reason why the semiclassical approach
presented here works better in (3þ 1) than in (1þ 1)
dimensions.

The fact that the BV calculations are computationally
much faster than solving the field theory equations makes
them a good candidate for extending this work to the case
of QCD, where the computer time required for a full QFT
calculation can become prohibitive for an exhaustive in-
vestigation of the two SU(3) Casimir invariants parameter
space. If the BV approach with the correct Schwinger
source term proves to be as accurate in QCD as in QED
then it would be very helpful in exploring parameter space
so that the Casimirs dependence for the transverse distri-
bution function can be better understood for the case when
backreaction is included. We intend to explore this possi-
bility in a subsequent publication.

In obtaining our solution we have assumed we are in a
longitudinal boost-invariant regime (see, for example,
Bjorken [22]). This happens when we can neglect any
longitudinal sizes initially because of extreme Lorentz
contraction in the longitudinal direction. This means that
the electric field is independent of the fluid rapidity �, with

the longitudinal fluid velocity given by vz ¼ z=t. So,
breaking this symmetry would greatly complicate the cal-
culation. For the constant field case, Martin and Vautherin
[23] studied the effects of both a transverse radial cutoff on
the electric field as well as a finite longitudinal size for the
electric field using a Balian-Bloch expansion of the Green
functions. This of course ignored backreaction effects.
Maintaining boost invariance, in the sense that physical

quantities are independent of the fluid rapidity �, it is still
possible to explore the consequences of having the electric
field initially confined to a particular radius, namely, the
transverse size of the ion. This was studied in a local-
equilibrium electrohydrodynamic approximation by
Gatoff, Kerman, and Matsui [12]. In this case, all physical

quantities become functions of both 	 ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ y2

p
and �,

but are independent of �. One also generates an angular
component B� of the magnetic field as a result of

Maxwell’s equations. One then finds that both the plasma
and background fields undergo transverse expansion. In
this electrohydrodynamic limit, Gatoff et al. chose an

initial profile for the electric field given by E ¼ E0½1�
ð	=RÞ2�1=2, where R is the radius of the nuclei in a head-on
collision, and vanishing initial magnetic field. Their calcu-
lations showed that transverse collective flows were small
compared to the large amount of kinetic energy in the
longitudinal motion. Repeating this calculation for the
initial nonequilibrium conditions we have studied here is
something we intend to undertake in the future. Another
important ingredient for making this calculation relevant to
experimentalists is to convert the single particle parton
distribution functions into semi-inclusive distribution func-
tions for hadrons, which requires an afterburner using
experimentally determined fragmentation functions.
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