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Using the reaction z+d -pP (MM) at 2.13 GeV/c with photons from the final-state z 's de-
tected by tantalum plates in the 30-in. ANL bubble chamber, a 2x mass spectrum has been
obtained in several ways. This spectrum is found to be in good agreement with phase-space
expectations and presents no evidence for the production of a "narrow" e (I &200 MeV). The
2x cross section for 6 &15@ is 386+80 pb. zx production and scattering angular distribu-
tions are presented. Good agreement with the one-pion-exchange model is noted. Assuming
that the ratios of peripheral pion-production cross sections are equal to their pole values, a
new method for extracting 7t7t scattering parameters is discussed. Using this method the
I = 0 s-. wave phase shift is uniquely determined from threshold to 1 GeV/c and found to be
similar to the so-called UP-DOWN solutions of s-p wave interference analyses. In addition,
the ratios of I = 0 to I = 2 s-wave scattering phase shifts and scattering lengths are found to
be equal to -(3.2+& 0) near 7tvr threshold. Using a dispersion sum rule, the x7t. scattering
lengths are found to be ao= +(0.15+0.08)p and a2= -(0.05+ 0.01)p,

I. INTRODUCTION

This experiment was performed at the Argonne
National Laboratory by exposing the 30-in. bubble
chamber (B.C.) filled with deuterium to a sepa-
rated m' beam of three incident momenta around
2.2 GeV/c. ' Tantalum plates were installed in the
chamber to act as photon converters. In this
paper events with two final-state protons, identi-
fied by ionization, and their associated photons
are used to analyze the reaction

7r'n-Pr'r'

Motivation for studying (1) centers on interest in
the s-wave interaction of the reaction

W ~ 7J 7T (2)

which is of great theoretical importance as one of
the simplest and most basic examples of the strong
interaction. Bose statistics restrict the 27t' system
to even orbital angular momentum states. Reac-
tion (2) should, therefore, be very suitable for
studying the s-wave interaction, at least in the
energy range where higher partial waves can
safely be ignored. This is especially true since
complications due to the p-wave resonance, the
p, cannot arise. Since free pion targets are un-
fortunately not available, information about (2)
must be inferred from data on (1), usually via the
one-pion exchange (OPE) model. ' This indirect
approach vastly complicates the problem. It was
the primary purpose of this investigation to pro-
vide data which might be useful for the study of
reaction (2).

To extract the 2w' final state from the experi-

mentally observed reaction

v'd -pp(MM),

three techniques have been used:
1. Events with very small momentum transfer t

have been selected. t is the momentum transfer
from target neutron to final-state proton in units
of pion masses squared. '

2. The contribution from the production of g, co,

q', Sm', and b, '(1236) has been subtracted.
3. The sample with two or more y rays has been

used to kinematically fit to a 2m' hypothesis.
Section II deals with certain preliminaries such

as data reduction, the deuteron target, Monte
Carlo simulation, and the method used to obtain
cross sections. Section III describes the tech-
niques used in obtaining the 2n' spectrum and
Sec. IV contains our experimental results. In Sec.
V we describe our method for deducing phase-
shift information on reaction (2) and present our
results.

II ~ PRELIMINARIES

A. Beam and Target

Table I shows the beam momentum distribution
resulting from the three magnet settings. From
beam profile curves and by counting 5 rays the
proton contamination was judged to be less than
1%. A scale schematic diagram of the target
bubble chamber showing the location of the tanta-
lum plates is given in Fig. 1.

B. Scanning and Measuring

The film was scanned for those topologies con-
taining either one or two final-state protons,
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TABLE I. Experimental information. TABLE II. Yields after kinematic fitting.

Beam (GeV/c)
No. of pictures
No. of tracks/frame

Mean beam value (GeV/c)
c.m, energy (GeV)
Radiation length of 1 Ta plate
B field in B.C. (kG)
D2 density (g/cm )
B.C. interaction length (cm)

Reference 4.

1st setting 2nd setting 3rd setting

2.04+ 0.011 2.17+ 0.011 2.33+ 0.014
75 000 40 000 31 000
18.1 14.9 18.1

2.13
2.21 + 0,09

0.76
32.53
0.135

55

&y 1y 2y 3y 4y Total

1-prong events, no editing 1039 1402 843 233 68 3585

2-prong events, after editing 613 1055 860 250 95 2873

consin image-plane digitizers (one-prong events)
and film-plane microscopes (two-prong events).

C. Fitting

identified by ionization. In addition, for each
event a search was made for associated photons
converted in the Ta plates. To reject unassociated
y's, an event vertex had to be within a cone +4'
about the bisector of a symmetric pair of conver-
sion electrons. Templates and pointers were used
to assist the scanners in proton identification and
y-vertex association. Finally, one person edited
the entire 2-prong scan, making sure all y's were
found and properly associated and only definitely
identified protons appeared in the final state. The
shorter or darker of the protons in the 2-prong
sample was defined as the spectator proton. The
effective recoil-proton momentum cutoff (scan
cutoff) was determined by comparing the 3- and
4-prong data in this film' with those of Ref. 6. It
is -1.25 GeV/c.

The resulting events were measured on the Wis-

Tantalum Plates

All events were passed through the Wisconsin
reconstruction-fitting program DIANA-HASH. " A

fiducial volume was imposed essentially restrict-
ing event vertices to the volume starting 3 cm up-
stream of the first Ta plate. In addition, in the
2-prong sample, the spectator had to have a mo-
mentum less than 0.3,GeV/c. A 2-constraint
(2-C) fit to the 2y sample revealed no significant
correlation between the photon energy obtained
from the fitting program and that found in the scan.
Thus, the possibility of using the scan y-energy
estimates as input to our fitting programs was
rejected. The events for all three beam momenta
were lumped together and are distributed among
the different topologies as shown in Table II. Fig-
ures 2 and 3 show the Chew-I. ow plot and mass
proj ections for the two-prong events.

Events with two or more y's were then processed
by TQGP-SQUAW'" to test the special 2m' hypotheses
to be discussed shortly. The resolution turned out
to be so poor for the one-prong events that very
little information could be gained from that sample.
All results to be presented wil. l, therefore, be
based on the two-prong events.

CHEW-LOW SCATTER PLOT
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FIG. 1. 30-in. bubble-chamber scale schematic
diagram.

FIG. 2. Chew-Low plot of (missing mass) vs t for
~'I -p + (MM).
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decay angular distributj. vns shown in Fig. 4'
and Ref. 14.

Programs were added to FAKE to determine if
(1)ay was detected geometrically, (2) ay converted
in the plates, and (3) the resultant electron-posi-
tron pair emerged from the plates. To answer (2)
and (3), the shower curves of Crawford and Messel"
shown in Fig. 4(c) were used. The average num-
ber of e' emerging after an F.-QeV photon tra-
verses x radiation lengths of tantalum was assumed
to be proportional to the photon detection efficiency.
The normalization was provided by assuming that
above 1 QeV the detection efficiency is given by the

120.
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FIG. 3. Raw missing-mass-squared distributions,
with (shaded) and without t cuts, for (a) all two-prong
events and (b)-(f) broken down into Oy-4p samples. t
refers to the momentum transfer from target neutron to
final-state proton in units of pion mass squared (p ).
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In order to obtain an enriched 2m' sample and
to permit background estimates and the determina-
tion of w'm' angular distributions, events with two
or more y's were fitted to the 2w final-state hypoth-
esis. For the 4y sample this implies a straightfor-
ward 2-C fit. The minimum-opening-angle approx-
imation is necessary to fit the 2y and 3y sam-
ples. 'd' Two cases are possible in the 2y case.
First, both visible y's originate from the same w',

and, second, one y from each m' is detected. The
above procedure, checked and tuned with Monte
Carlo ealeulations, made it possible to cut down
the 3n' background by a factor of -2 and to obtain
an independent estimate of b, '(1236) production.
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D. Monte Carlo Simulation

In order to study background and obtain detec-
tion and fitting efficiencies the program FAKE'
was used to generate events of the following types:

m'+n pJ,
X- m', rP, &u', g'(960), 2v', 3w',

v'n m6'(123-6)

These events received spatial and beam momen-
tum distributions to simulate the vertex and c.m.
energy distributions of the actual events. The
various reactions were given the production and

I 2 5 4 5
THICKNESS (r I )

0 0.4 0.8 I.2 I.6 2.0
E), (GeV)

FIG. 4. {a) FAKE input for 6+ production (Ref. 11).
More sharply peaked distribution is momentum transfer
calculated from target nucleon to final-state 6+ (1236).
Broader distribution was obtained by calculating t to the
proton resulting from ~+n —6+7( P n. 7r . (b) Momentum-
transfer distributions used as input for FAKE. The 2x and
3~0 distributions were assumed to be equal to those for
n+m and x+m 7r from Ref. 5. The others came from Refs.
10 and 13. (c) Shower curves for lead (Ref. 12). (d)
Probability that a photon of energy E& is detected after
traversing one of tantalum plates in the bubble chamber.
Upper curve is pair-production probability; data points
are from Ref. Sa.
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FIG. 5. FAKE f-detection efficiencies for (a) Oy-4 '}/

rays from the 37r final state; (b) same as (a) for 2m .

pair-production probability. The resulting effi-
ciency for one plate is shown in Fig. 4(d}, where
we also indicate Morse' s' results obtained from
an experimental study of electrons incident on a
Ta plate of the same thickness. Our procedure
was checked against the experimentally observed
charge-exchange detection efficiencies obtained
from the v' peaks of Figs. 3(a)-3(d). The agree-
ment was excellent. In Fig. 5 are shown the re-
sulting 2m' and Sm' detection efficiencies.

Finally, FAKE assigned errors to the kinematic
variables previously generated. The distributions
of these errors, as well as of the kinematic vari-
ables themselves, closely matched the experi-
mental ones. FAKE events were then processed
by the same AQUA fitting program used for the
real events to enable us to study the fitting effi-
ciencies for the various 27t' hypotheses. The
stretch and confidence-level distributions for real
charge-exchange fits were used as checks on the
FAKE results. Again, the agreement was good.

E. Cross-Section Determination

The cross sections in this experiment were ob-
tained by normalizing to the charge-exchange
channel. Since we are interested in "free" neutron
cross sections, we would like a stationary neutron
target. %e actually observe interactions with
bound neutrons. This leads to distortions of the
observed production angular distributions due to

Fermi statistics at low t and the Fermi motion of
the target at high t. Detailed model calculations
are necessary to correct for these effects. The
following procedure obviates the need for such
detailed calculations.

Since the charge-exchange reaction

@~AT n (4)

in hydrogen is charge-symmetric to the reaction

m'n-r'P (5)

on a "free" neutron, and charge symmetry is a
valid conservation law for strong interactions, the
cross sections for reactions (4} and (5) are the
same. In this experiment we observe the charge-
exchange reaction

7T d~ 7T PP (6)

which is interpreted, using the spectator model,
which was found to be valid, ' as the interaction
of a m' with a bound neutron. A comparison of the
experimental results for reaction (6) with pub-
lished results for (4) thus provides a method for
extracting "free" neutron cross sections from the
observed channels in reaction (3).

In Fig. 6(a} the t distributions are shown for
reactions (4) and (6) with our data normalized to
those jn hydrogen ' jn the interval 5p, '& t&40p,
where the cross sections are believed to be the
same. This normalization yields a pathlength P
=1.74+0.11 events/pb. Since the scattering am-
plitudes depend only on t and s, the total c.m.
energy, scaling our data points by the factor in
Fig. 6(c) maps the charge-exchange cross section
in deuterium into that in hydrogen. Furthermore,
since the different channels in reaction (3) are
similarly affected by target motion to first order, "
their "free'" neutron cross sections can be simi-
larly determined. Thus, the differential cross
section do for any n-y channel in reaction (3) can
be written as

CRX4 66

N,

where dv4 = differential cross section for reaction
(4}, N=number of ny events observed in the chan-
nel of interest, N, =number of ny events observed
in channel (6), e, = efficiency for detecting n pho-
tons in channel (6), and e = efficiency for detecting
n photons in the channel under consideration. Of
course, the e's are equal to unity if all y samples
are lumped together. If a momentum-transfer
selection is made, Eq. (7) is integrated. In that
case v4/N, is given by Fig. 6(b).

Similar procedures have been successfully used
elsewhere. "'" In our case, it is possible to auto-
matically correct for scanning losses at low and
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NORMALIZATlON METHOD obtained P = 1.81 + 0.20 events/pb, in good agree-
ment with the other method.
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III. METHOD

After a preliminary consideration of the data'
we extracted the 27t' spectrum in three ways.
First, we fitted our experimental (MM)' distribu-
tions to a model incorporating resonance, 2m',

and 3w' production. Secondly, we performed a
detailed background subtraction using background
estimates obtained in several independent ways.
Finally, we used our y information by kinemati-
cally fitting the sample with two or more observed
photons to a 27t' hypothesis.

A. Mode1 Fitting

20—
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l0
I I
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Z
I I
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Vfe have fitted" our mass spectra to a model
of the form

FIG. 6. (a) Charge-exchange momentum-transfer
distribution. Obtained by counting events in 7I. peak
sym. metrically. Curve represents charge-exchange
cross section in hydrogen from Refs. 13 and 15 averaged
over our c.m. energy and normalized to 5p & t &40p .
(b} Normalization factor o4/Nt, for momentum-transfer
selections. Point X is factor used when no t cut is
made (scan cutoff). (c) Scaling factor. Obtained by
dividing curve by data points in (a).

high recoil-proton momenta, Pauli-exclusion-
principle effects, and losses due to momentum
transfers resulting in zero-range protons. ' Fur-
thermore, the use" of absolute detection and
scanning efficiencies is avoided. Finally, consis-
tent results obtained from three independent sam-
ples (Oy, ly, and 2y events) greatly fortify this
approach.

Systematic errors are possible if spectator cuts
are made" and backgrounds exist such that N and N,
in Eq. (7) are affected differently. We made no
such cuts. Further study' of other possible system-
atic errors led to the conclusion that under rea-
sonable assumptions"' " "those errors should be
cumulatively less than 10%.

As a cheek on our results, we calculated our
pathlength using the formula I = &Apl.N, where
A =Avogadro's number, p =deuterium density,
I.=interaction length, and N=number of beam
tracks. " The data in Table I then yield 5.62
events/gb for the exposure as a whole. For com-
parison, Moore, looking for strange particles in
the same film, obtained 5.33 events/pb. Correct-
ing for unseen spectators (2.33 +0.1S) and using a
2-prong scan-measuring efficiency of 75%, 'd we

& ~& (fsw)w+&q(fsw)q+& (fsw)

+ +,.(fPS),.+ +s.(fPS)...
where N, is the number of events in the ith mass
bin, and N„N„, N, N„, and N„are the num-
bers of w', g, (d, 2m', and 3m"s in each plot to be
obtained from the fit. fsw is a simple Breit-
Vfigner shape of the form

(fsw4 I(MM)2 M 2]2 ~ (1P )2 t

TABLE IH. Bl"elt-%1gnex' (8%) shape parameters,

M2 t(aeV/c)2j

0.0182 + 0.0027

0.305 + 0.004

0.605 ~0.012

2
I' (GeV/c )

0.0323 + 0.0025

0.0418 + 0.0072

0.0537+ 0.036

and fps is.the appropriate phase space obtained
from FAKE. Vfe find+ that a Breit-signer shape
better approximates our resolution function than
a Gaussian. Tables III and IV give the input and
output parameters for these fits.

%'e have also attempted fits to the spectrum
assuming (1) only 2w' phase space, and (2) only
3w' phase space. The resulting X' values were
about 3-4 times greater than those in Table IV.
This is unacceptably high.

%e conclude from the excellent fits obtained that
our model provides a good representation of our
data. The rather low 3w background indicated in
Table IV (23% for t &15'') confirms the indications
of the preliminary examination of the data. '
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TABLE IV. Model-fitting results (No. of events).

Cuts N„o X2/d

t &15p2

cos8 & 0.8
445+ 23 153+ 26

434+ 23 140 + 25

70+23 574+ 72

54 +23 564+ 80

176+43

178+45

688+ 32 417+45 172+39 995+ 127 450+ 79 77/61

57/61

65/61

Degrees of freedom.

Z. P s»pg

The g and cu subtractions could not be done on an
event-by-event basis because the film was only
partially scanned for multiprong events. We used
our 3- and 4-prong samples' to obtain the ratio
of q/~ production, the published ~-production
cros s sectjon3 10 21 22 and branching rat jos 23 and
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FIG. 7. I11ustration of subtraction method showing
background subtractions. Shaded area represents g,
~, and rf subtractions. Curve on left shows 7r sub-0

traction. The 3~0 and b+ background levels are a1so
indicated. t is the momentum transfer in units of p, .2

B. Background Subtraction

We have also made independent estimates for
each of the background channels in reaction (8) and
subtracted them to obtain a clean 2m' spectrum.
This method has been used by Smith and Manning"
in a missing-mass experiment also in deuterium.
We discuss each background estimate in turn and
display the result in Fig. 7.

1.n'n- m'P

Because of the rather poor experimental resolu-
tion, the m' tail extends into the 2m' threshold re-
gion. Examination of the data suggested that the
wings of the resolution function at the m' mass is
best represented by a shape 50% Breit-Wigner and

50% Gaussian. ' Such a shape was used to estimate
the m' tail.

our pathlength (1.74 events/p, b) to obtain these
estimates. We also used the angular distributions
from our 3- and 4-prong events. '

Z. v+n -Pg'(958)

A simple estimate was made using Rader's"
results. His cross section of 104+ 24 pb is in
agreement with our own determination of 121+59
pb based on the neutral mode. '

4. m+g- p3m'

The 3m' cross section was measured by Crouch
et al."in hydrogen. They obtained a value for the
ratio

(10)

of 0.20 over the entire Chew-Low plane. Here N
is the number of Sv (2v') events excluding ri- Sv'
(but including L production). However, since we
observe only part of the Chew-Low plane, we re-
garded that result as merely a useful guide to the
general 3w background level, and expended some
effort to obtain independent values for r,„, espe-
cially for low t. Three techniques were used.
The first estimate was obtained from the model-
fitting results. Next, relative detection efficien-
cies were used. Finally, we were able to estimate

from the kinematic fitting procedure sketched3%'

previously and to be discussed further in Sec.
III C. Our values for r,„and the values actually
used are summarized in Table V.

S. w'n-v'Z'(1286)

Our last source of contamination, that due to
dipions originating from a'(1226) production, was
investigated in the following three ways. ' First,
the results of previous studies'4 ~ and charge
independence suggest r~c 20%. Second, the highly
peripheral nature of the 6' production mechanism
should be reflected in a sharp peaking of the 2y
opening angle distribution at small angles if L'
production is large. No such peaking is observed.
Finally, our 2m' fits give the ~' production level
indicated on Fig. S. We used the values given in
Table VI. These numbers are in disagreement
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TABLE V. 3n background estimates.

Model fitting net. eff. Mean

no cut
t &15@

0.31+ 0.06
0.23 + 0.06

0.25 + 0.23
0.07 + 0.23

0.37 + 0.12
0.12 + 0.15

0.30 + 0.14
0.14+ 0.14

0.30 + 0.05
0.17+0.05

with those obtained" from Corbett et al. 's data
(rz ——0.4 for both cases), but are consistent with
Bensinger's'8 (s10%%u~).

C. y Fitting

The third technique used to extract an enriched
sample of 2m' events from our data made direct
use of the y information contained in our 2-, 3-,
and 4-y samples by fitting those events to 2m'

hypotheses. All results presented here are based
on fits to the 2y sample.

The confidence-level distributions for events
fitting either of the 2m' hypotheses are shown in
Figs. 9(c) and 9(d). Since the constraint class is
determined on the basis of minimum-opening-angle
considerations, the meaning of these distributions
is not clear. They differ considerably from the

(7r p) EFFECTIVE
MASS

both combinations

(
30—

O
20-

generally flat distributions we observe for our nor-
mal 1-C and 2-C fits. To interpret these distribu-
tions, we processed, separately, FAKE 2m"s and
Smo's with the same fitting program In F. igs. 9(a)
and 9(b) we present the F&KE confidence-level
distributions. 2m" s from 6' production look like
"pure" 2w"s. Noting the different character of
these distributions for 2m"s and Sw"s, we conclude
that a confidence-level cut of -0.2 should consider-
ably suppress the 3m' channel. Next, we fitted
these curves to our data. Assuming that only 2n"s
and 3m"s remain, the results of these least-squares
fits —the curves in Figs. 9(c) and 9(d) —allowed us
to obtain the Sm' background estimates mentioned
above.

Accepting only those events with confidence
levels )0.2, we estimate, after small w, g, and
&u subtractions (-15/&&), that the resulting sample
is 16/p contaminated with Sv"s. The last number
is 9'%%uo for t(15','. The 2m' distributions resulting
from this technique are presented in Sec. IV.

To convince ourselves of the efficacy of this
procedure, we plotted Fig. 10. Here the 2y sample
is divided into two classes: "Fits" are events
with confidence level )0.2 and "nonfits" include
everything else above the g mass. The excellent
agreement of both mass and momentum-transfer
distributions with FAKE predictions proves that
this method works.

1- io-t

oj
O

(b)20-

0 j I I I I I

I.O I.2 l.4 I.6 I.8 2.0
M ( p w ) {Gev/c )

FIG. 8. ~OP effective mass plots showing ~+ (1236)
contribution to 2~ final state. The 2p sample was fit
to 2m hypotheses based on minimum-opening-angle
considerations. (a) No t cut. Upper (lower) curve was
obtained from FAKE 2& (+ ) events run through sQUA.

Events above dashed line were used in 4+ background
estimate. (b) Same as (a) but for t &15, in units of p2.

IV. RESULTS

TABLE Vl. 4+ background estimates.

Not cut

0.18+ 0.05

t &15@

0.16+ 0.05

We now summarize the pertinent results of the
above approaches, making comparison with data
available from other 2m' experiments whenever
possible. Vfe point out that our final cross sections
are reduced relative to our previously reported"
results which were based on the statistically small-
er 2y sample.

A. Production Cross Sections

Cross sections for reaction (1), obtained from
the three methods discussed above, are displayed
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in Table VII. The results are seen to be quite
consistent.

For comparison, we present in Table VIII the
results of some other 2m' experiments. "'"'"' ~
The center-of-mass energy is -2.2 GeV/c' in each
case.

B. Mass Spectra

The results of Sec. III are shown in Figs. 11-14.
These mass plots are consistent in both shape and
magnitude.

In Fig. 15 we compare our 2m' spectrum with
those of other experiments. ' ' The most im-
portant feature of this plot is that all four experi-
ments yield similar shapes for the 2m spectrum
consistent with phase space and with no evidence
for any relatively narrow resonances. ' There is
disagreement in magnitude with the results of Ref.
28.

C. Other Distributions

In Fig. 16 we compare our t distribution with
that of Bensinger" and note good agreement. We

FIG. 9. Confidence-level distributions from sgUAw

for 2y events. (a) For FAKE-generated 27) and 3r
events best fitting the 2x hypothesis where both y's
come from one x; (b) same as (a) but for events best
fitting the 2~ hypothesis for mhich one p comes from
each 7)' . (c) For experimental data mith (dashed) and
without t cut, t &15@, for type-2 2x hypothesis. Curve
is best fit of shapes in (b) to uncut data. (d) Same as (c)
but for type-1 2~ hypothesis.

50

MM (GeV/c ) t (p, )

also indicate the corresponding distribution from
the w'm data of West et al. '4 normalized to our
peak (t& 10''). The close agreement of these plots
suggests similarities in the two production pro-
cesses.

We define the mm scattering angle as the angle
in the dipion center of mass between a m' and the
beam particle. In Fig. 17 we show the distribution
of the cosine of this angle for some mass ranges
for "2m' fits" from the 2y sample. No corrections
for residual background have been applied. These
distributions are consistent with isotropy indicat-
ing dominant s-wave decay of the 2m' system and
a small amount of d wave in the upper mass range,
in agreement with Bensinger's results. "

TABLE VII. Cross sections for x+n pm 7(' in pb.

(1) (2) (3)
Model Subtraction y fits Mean

Scan cut 708 + 96 629+ 70 616+ 78 651 + 47

t & 15@ 411+ 56 380+42 368 + 55 386+ 30

cosa & 0.8 421 + 64 400+ 44 384+ 55 402 + 32

FIG. 10. Results of p-fitting procedure, showing
that this procedure is useful in suppressing 3m back-
ground. (a) and (b) are MM and t distributions for events
best fitting either one of the 2m hypotheses with a con-
fidence level ~ 0.2. (c) and (d) are for events not ac-
cepted as 2x fits by the program. The 2x and 3r
curves mere obtained from FAKE events.
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ef. 17 18 28
This
exp t

None

Scan cut

E & 15@

cos8& 0.8 293.6+ 30

825*101 1290+ 80 590+ 90

570*67b 651 ~47 c

379+ 46 386~ 30

116+ 14 402 + 32

' &(1236) included.
p &1 GeV/c.

'p &1,25 Gev/c.

TABI.E VIII. Comparisons of 2m" cross sections in pb. IOO-
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50—
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40 8.0 I.2

According to OPE, do/dMdt should fall as 1/P'
with increasing beam momentum. Qur results con-
firm that dependence. This is shown in Fig. 18
where we have added our data points to those of
Sonderegger and Bonamy. "

100-
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I I I I
' i I I
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V. 7I7r INTERACTIONS M ~ ~ (6ev/c')

Assuming that a Feynman OPE diagram repre-
sents the dominant process contributing to reac-

FIG. 12. Subtraction-method-derived 2~ mass
spectra for each sample and a11 combined, without t cut.
Each phase-space curve has the same area. No g (960)
corrections have been made.
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tion (1), we are then able to show that only one
set of s-wave phase shifts, the so-called up-down
solution, explains our and similar data below M,
= 1 GeV/c'. As usual, only elastic s- and P-wave
scattering is considered.
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FIG. 11. Fits of mode1 to MM2 distributions. (a) No
cuts. (b) t &15. t is momentum transfer in units of p2.
p, is pion mass. (c) c.m. production cosine cos(0) & 0.8.

M~o~o (GeV/c')

FIG. 13. Same as Fig. 12 except that t &15. t is in
units of p2.
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MM FOR 2m FITS
t. &I54O- (o)

20—
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FIG. 14. 2~ kinematic fitting results. Missing-
mass distribution for (a) Events accepted as 2m fits,
momentum transfer t &15, in units of p2. (b) Same as
(a) for no t cut. No cut has been made to exclude 4+
production.
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FIG. 16. Momentum-transfer distributions compared.
West's (Ref. 24) data are for ~ p n+n' n, normalized
to our peak (t & 10).

A. Total-Cross-Section Determination

{mt' N~ ~ ) From Different Experiments

e

60—
4)

o 40

20—

b~ 0.2

cos e &o.e This Experiment

Manning

) Corbett et al.

) Bensinger it & IB)

I.O l.2

M~~ {QeVlc )

FIG. 15. Comparison of our 2mo mass plot from sub-
traction method with those of Refs. 17, 18, and 28.
Bensinger's (Ref. 18) result is for momentum transfers
t & 15 LL(,2.

The Chew-Low formula relates the total mm cross
section a and the differential pion-production cross
section d'o/dMdt. so Various approaches are pos-
sible in reaching the limit of that equation. We

t &15

20-
0.9 & M & I. I

IO—
I

o gg xx r' ia'Wl
N
O

20—

IO0
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LLI
cn
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IO—

0

0.3& M& 0.5

PXZZE/ri~~~
0.5

cos(e )

PIG. 17. 7r~ scattering-angle distributions as a func-
tion of dipion mass.
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have applied the extrapolation" and form-factor
techniques" to our data and obtained agreement
within error. Qur results are compared to some
other experiments in Fig. 19."'"'"

40-
cr(w'~ m m' )

COMPA R I SON

35-

50-
iment

ger etal.
al.

FIG. 18. do/dMdt for the 2x channel as a function of
the beam momentum [taken from Sonderegger and
Bonamy (Ref. 29)]. Our data points are for 0.3& M2~p
& 0.6 and 0.6 &M2„p & 0.9 GeV/c .

GD

V)

0.02—
C3

0.0 I
I i I i i I

0.55 0.95
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FIG. 20. Experimental ratios R~, R2, and Rs for t
&20 vs xx effective mass.

B. 5p Determination

Ambiguities in 6„ the dipion s-wave I=O scatter-
ing phase, and the relative sensitivity of the s-P
wave interference analyses to absorptive correc-
tions leads one to consider other ways of analyzing
the data. The measurement of the m'n- Pm w'

cross section has made possible the combination
of pion-production data in such a way as to provide
a unique determination of 5, and other mm scatter-
ing parameters with minimal assumptions.

Our method consists of forming three indepen-
dent ratios of four single-pion production cross

~ 20-„
IO.O— I.O q&

l5—

IO-

C)
I.O—

K
O. I—

I i I i I

0.2 0.4 0.6 0.8 I.O

w m MASS (GeV/c )

FIG. 19. 7t'7(' cross sections from different experiments
(Ref. 18, 29, 32).

D-U

0 I~ I I I ) .I iOOI i I & I i:.I.. '

0.45 0.65 0.85 0.45 0.65 0.85

M~ ~ ( GeV/c )

FIG. 23.. t omparison of experimentally determined
R& and R2 with predictions of Malamud and Schlein's
analysis (Ref. 31).
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sections and relating the resulting ratios to the mm scattering phase shifts via the Chew-Low formula. Thus,
if pion exchange dominates at low momentum transfers to the final-state nucleon, we have'

do
( «) do' (. ..

)
1 sin', +sin'5, -2sin5, sin5, cos(5, —5,)

R, =d d
()r P-w s n) (m p-7r w'np O

1 sin'5, + sin'5, —2sin5, sin5, cos(5, —5~)
2 sin'5, + —,

' sin'5, + sin5, sin5, cos(5, —5,) + s44 Xsin'5, '

4 sin35O+ sin~5, —2sin5osin5~cos(5o —5,)
9 sin'e, + 3Xsin'O,

where 0, and 6, are the I= 2, 3=0 and I= 1, /= 1
phase shifts. The factor X is included to describe
relative deviations of s- and p-wave scattering
from the on-shell case. Absorbing X into the P-
wave phase shift, R» R» and R, then represent
three equations to be solved for three unknowns.
Qur experimental ratios are shown in Fig. 20.

In Fig. 21"we compare our experimentally de-
termined R, and R, with the predictions of the
moment analysis of Malamud and Schlein. " The

DETERMINATION OF

8,'&8,'

6 —0.30& M~~ & 0.40

R(—„)oo

up-down solution is clearly preferred by the data. "
Thus, our experimental ratios resolve the four-
fold ambiguity of other analyses. Also, the fact
that the same set of phase shifts describes both
independent pieces of data reasonably well provides
support for the OPE model.

Regarding the nm threshold region, we showed
earlier" how R, and R, may be used to obtain the
ratios r = 5~/5, =a,/a„where the a's are the s-
wave nm scattering lengths. We have redone that
analysis using additional data. ' Our final solution
is shown in Fig. 22 which yields the results

5,/5, = a,/a, = -(8.2+', )

in good agreement with our earlier results and
other determinations. " Using Qlsson's calcula-
tion, "2a, -5a, =(0.52+0.05)i(, ', we then obtain

a, =+(0.15+0.08) p ~,

a, =-(0.05+0.01)p, '.
ap is consistent with the measurement of Maung
et al. ,

"

0—

I I

6 4
I I I

2 0 -2

I
I

I I

Ld
160—

hl

C9 120-
I-

SO—x
40

////////////////////////

r =SIN (8, )

/SIN�

(8,)

FIG. 22. Determination of the average value of 5()/6&
(denoted 6()/kg in the figure) in the threshold region. The
dashed (full) curve is the theoretical value of R& (R&)
as a function of ~=DO/6& for 5& =-6' and 5& =0.8'. The
values of r allowed by the experimental R's for t &20@~

are shown by the rectangles along the abscissa. The
dotted curve shows R& for 5& =3 and indicates the effect
of absorption.

o
0.5 0.5 0.7

MASS (68Vrc'i

I

0.9

FIG. 23. Determination of I =0 s-wave x~ phase shift
from this experiment using the three independent cross-
section ratios R&, R&, and RG given in Fig. 20.
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current-algebra predictions, " and preliminary
indications from the recent K«data. "

Finally, we used Eqs. (11) to obtain 6, for M„
&1 GeV/c'. ' Since 5, is fairly well known, we

used an average of available data in our analysis.
That implies three transcendental equations to be
solved for two unknowns. We made a graphical
analysis similar to that used in Fig. 22 to deter-
mine a consistent set of 5,. Using the fact that
most other analyses agree that Op+60'in the range
0.7 &M„, & 1 GeV/c', we obtained the I=0, l=0
phase shifts shown in Fig. 23. In an attempt to
interpret the factor X in Eqs. (1b) and (lc), we

used a P-wave Breit-Wigner shape for 6, (M~=765,
1'~=150). The resulting behavior of X was found

to be entirely consistent with that indicated by the
absorption-model calculations of Bander et gl. '4
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In a counter experiment at the Lawrence Berkeley Laboratory Bevatron we have searched
for the process K+ n+vv in the kinetic energy interval 60 & T„&105 MeV and have found no ex-
amples of this decay mode. Combining our data with those of Klems, Hildebrand, and Stiening
for the interval 117 &T„&127MeV, we obtain the limit I'(K+ -7t+vP) &5.6 &10 7 I'(X+ -all),
assuming a (vector) pion spectrum like that for K+ 7toe+v. Limits are presented for other
assumed spectra.

I. INTRODUCTION

Klems, Hildebrand, and Stiening' have reported
a search for the process

usingapparatus sensitive to a' near the kinematic
limit (T,+=127 MeV). We report here an extension
of the search to the region 60&T„+&105MeV.
Neither experiment has given evidence for this
decay mode. Both may be used to establish a limit
for the branching ratio.

Both experiments have used the stopping K' beam
of the LBL Bevatron, and in both counter tech-

niques have been used to identify K'-m'-p. '-e'
decays, measure the m' range, and exclude events
with other charged particles or y rays.

In the second experiment a lead-glass y detector
completely surrounded the kaon stopper. This
arrangement allowed us to look for examples of
process (1) at pion energies below that for

(2)

(T,+ = 108 MeV) without errors due to simulation
of (1) by (2) when the w' range and the w'-wo angl. e
were reduced by scattering. The new apparatus
and its calibration are described in our report on
a concurrent experiment on K'-p. 'vvv. '


