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Lagrangian densities are introduced for nonlocal field theories, which make the application of the
action principle possible. The action principle is then applied to classical and quantum nonlocal field
theories. General formulas for conserved densities are derived by use of a generalized variation method,
under the assumption of ¢ -number variations. These formulas are also applied to a particular model
due to Kristensen and Mdller. The charge and energy-momentum vector are, thereby, shown to be
equal to the expressions given by Pauli, which he derived by other means. This model is also quantized
by use of the Yang-Feldman method. But as this method leads to a noncanonical quantization, the
above derived quantities are in general no longer conserved. This is due to the fact that the assumption
of ¢-number variations essentially restricts the quantization to a canonical one. The action principle
with g -number variations is therefore considered. Thus new integral conserved quantities are derivable.
However, one also gets a general consistency condition for the above model as well as for all other
similar models. The fulfilment of this condition is required by (i) stationarity of the total action and
(ii) uniqueness of the integral conserved quantities. It is also a necessary condition for the existence of
a unitary S operator. The Kristensen-Mdller model is shown to violate the above condition, and is
therefore not consistent.

INTRODUCTION

Twenty years ago there was considerable inter -
est in nonlocal field theories. Yukawa! was led to
a nonlocal theory by use of the reciprocity princi-
ple, and Kristensen and Mgller 2 proposed a non-
local model for the nucleon-meson interaction.
The aim of these theories was to get convergent
perturbation expansions. However, this was not
easily established in a satisfactory way,® which is
one of the reasons why the whole idea was aban-
doned at that time.

There are several reasons why nonlocal field
theories may be of interest today. Evidently the
most important physical reason is the fact that
there has been little success so far in the efforts
to apply local field theories to weak and especially
strong interactions. Nonlocal theories can here
perhaps provide the extra structure necessary in
order to fit the experimental data. Furthermore,
from a mathematical point of view, local field
theories are not quite satisfactory. The field op-
erators are distributions which are difficult to
handle, and one has only been able to prove the
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existence of free fields. Note also that, as prod-
ucts of distributions in general do not exist, one
has to, in some way, introduce nonlocality (regu-
larizations) in order to be able to handle the per-
turbation expansions in a rigorous manner. The
hope is that a nonlocal field theory would over-
come these difficulties.

In this paper we shall consider nonlocal theories
of the Kristensen-Mdller type. The action func-
tional for such theories may be written

W=f"'f A o diw iy, ..., %),

where w (x,, ..., %) is the action integrand, which
may contain terms like F(x,, ..., %,)¢ (x,) -

¢ (xy), where ¢ (x;) are the field operators and
F(x,, ..., xy) is an arbitrary function called the
form function. Poincaré invariance, macroscopic
causality, convergence, etc. will strongly re-
strict the class of possible form functions. A
functional variation of the above action gives equa-
tions of motion which are integro-differential
equations, a typical feature of this kind of theor-
ies. We shall in particular investigate the explic-
it form and properties of conserved quantities.
This will be done by a direct use of the action
principle,* which here is made applicable to non-
local field theories. When one first considered
this problem,?:>% one thought that there did not
exist any conserved quantities in the ordinary
sense for nonlocal theories. One thought that one
could only have collision invariance. By this, one
meant that the conserved quantities were strictly
conserved only over infinitely large time inter-
vals, i.e., they kept the same value in the limits
t- —o and - +%, but were not constant in be-
tween. Pauli,” however, pointed out the following:
“It has been correctly emphasized by A. S. Wight-
man that the invariance of a quantized theory with
respect to any continuous group must necessarily
be connected with the existence of corresponding
integrals (constants in time) of the field equations
(equations of motion) and that these integrals also
determine the variations of the field quantities
(observables) of the theory for an infinitesimal
transformation of this group.” Pauli then actually
calculated the conserved energy-momentum vec-
tor and charge operator (noncovariant expres-
sions) for the Kristensen-Mgller theory. This he
did in a straightforward manner by use of the
equations of motion. He also showed that there
may exist a conserved energy-momentum tensor
and current density as well. Such quantities (only
gnergy-momentum tensors) were also derived by
Ono ® by use of a particular variation technique.
But the connection between the action principle
and conserved quantities in the case of nonlocal

field theories has not been investigated before,
and this is the main object of the present paper.

In Sec. I we will show how one may define the
Lagrangian density necessary for the application
of Schwinger’s action principle. It is thereby
shown that there exist an infinity of different pos-
sible Lagrangian densities to any given set of
equations of motion. In Sec. II we will then apply
the action principle by use of a generalized varia-
tion method presented in detail. The variation
method to be generalized is that for higher-order
Lagrangians, which is briefly presented in Appen-
dix A. In Sec. ITA are general formulas for con-
served densities derived under the assumption of
c-number variations. In Sec. II B we apply these
formulas to the Kristensen-Mgller model and take
a closer look at the resulting conserved quantities.
In Appendix B we apply the generalized variation
method to nonlocal terms containing derivatives
of the field operators, which essentially completes
our derivations. In Sec. III we show that the pos-
sible set of Lagrangian densities is even larger
than indicated in Sec. I, which has consequences
even for local field theories. In Sec. IV we quan-
tize the Kristensen-Mgller model by use of the
Yang-Feldman method, which leads to a noncanoni-
cal quantization of the fields. Because of this, the
energy-momentum tensor (and vector) given in
Sec. II B is no longer conserved. It is, however,
shown that the action principle with g -number
variations yields new integral conserved quan-
tities, but they are shown not to be unique. Still
it is made plausible and checked up to the third
order in the perturbation expansions that they
have the right generator properties, though in dif-
ferent senses. Finally, in Sec. V we briefly sum-
marize our results and make some further com-
ments.

I. FORMULATION OF THE ACTION PRINCIPLE AND
DEFINITION OF A LAGRANGIAN DENSITY

An action of the type
W=f'°'fd4x1°--d4wa(x1,...,xN), N=2

(1.1)

is generally only a part of the total action. Usual-
ly one lets the interaction part be of the above
type and the free part an integral of the ordinary
free local Lagrangian. Such theories are called
field theories with nonlocal interaction. The great
advantage with these theories is that one can use
the Yang-Feldman ® formalism for quantization
and for calculation of the S matrix (explicitly up
to second order so far°).

Consider now the following rather general ex-
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pression of the action integrand in (1.1) [for sim-
plicity we exclude derivatives of field operators;
note, however, that the introduction of derivatives
of the fields in the action integrand offers no new
problems (see Appendix B)]:

“ xN)¢OL1 (xl) ot ¢aM(xp)3
(1.2)

WKy, .., Xy) =Ea1,,,aM(x1, ..

where E%.,,aM(xl, ..., %) is the form function,
which is assumed among other things to provide
convergence. «;, ¢=1,...,N, denote spinor,
vector indices, etc. N =p, which means that the
form function may contain more points than the
polynomial field expression. M is the number of
fields involved (not necessarily different). Fur-
thermore, M >p, i.e., some of the fields may be
taken at one and the same point.

For simplicity we shall restrict the form func-
tion to the following form:

Lo Xy)=F,, . s

(1.3)

Egerea, b1, - e Xy,

where A...q, is a constant matrix. (The follow-
ing results and methods can, however, be ex-
tended to more general form functions.)

Poincaré invariance implies thatw (x,, ..., xy)
shall transform like a scalar. This in turn im-
plies that the form function F(v,, ..., xy) also
must transform like a scalar under Poincaré
transformations. Thus F(x,, ..., x,) may be rep-
resented by the following Fourier expression:

1
F(xl,...,xN)=E§;5m)-

xff A, A, 8% +++ - +1y)

XG(1,, ..

i (Iyxqtece +lyxy)
"ZN)e‘(lxl NEND,

(1.4)

where G(l,, ..., 1) is a Lorentz-invariant func-
tion of the four-vectors /;. The & function pro-
vides translation invariance.

Let us consider the interesting case of a non-
local interaction. There the free part of the total
action is written as W, = [d% £,(x), where £,(x) is
the usual free Lagrangian density. The total ac-
tion is then Wit =W, +W;, where W, is given by
(1.1). The equations of motion are derived by
putting the functional derivatives of Wy, equal to
zero. Let, e.g., the field ¢®r in (1.2) be asso-
ciated with the point x,, and let it furthermore be
a boson field. W, /5¢%(x)=0 then gives explicitly
[for simplicity the action integrand (1.2) is as-
sumed to be linear in ¢°k in this example]

@ +m?)Pa, ()
=f...fd4 Lo din,_d%, e dx,
XF(xl; .. '!xs-l’x;x.ﬂu . ":xN)
XAG‘]_'“ aM(b%_ cee ¢°‘R_1¢°‘R+1 0o ¢)°‘M (xp)9
(1.5)

which is a typical equation of motion for theories
with nonlocal interaction. Note that (1.5) is an
integro-differential equation.

In order to formulate the action principle in the
usual way,? one needs a Lagrangian density. The
problem is now to define it. Obviously, in the
above example the Lagrangian £(x)=£,(r)

+ @R (x) fo (x) gives the equation of motion (1.5),
if faR(x) is equal to the right-hand side of (1.5).
The derivation of this Lagrangian density may be
put in words as follows: In the action integrand
w(x,,...,xy), one fixes the point with the field
¢°r, and integrates over all the other points.
Thereby one extracts the contribution from all the
other fields to the point x,. Then one identifies
the point x; with the point x in the free Lagran-
gian £,(x).

We may now generalize the above procedure to
derive Lagrangian densities to the general case.
To get a Lagrangian £ (x) one has to fix a point x
in some way related to the points x,, ..., x, in the
action integrand (1.2). The most arbitrary choice,
if one requires that a translation x¥{ - x} +a" im-
ply x* —x* +at, is x*=3 Y a,x¥, where a; are
real constants such that ), ,a; =1.

Thus we see that out of a given action like (1.1),
one may define an infinity of different Lagrangian
densities, all of which give the same equations of
motion; this because of the simple fact that they
give one and the same action functional. However,
this nonuniqueness implies a corresponding non-
uniqueness of the conserved quantities and is
therefore unsatisfactory. Of course, if nonlocal
models are formulated in terms of Lagrangian
densities, one will no longer have any uniqueness
problems.

We shall now give explicit expressions for the
Lagrangian densities. It will thereby and later be
shown convenient to introduce relative coordinates
defined by

§ii=%;=%;. (1.6)
These coordinates have the following properties:

=0,

§ip==8ri» 1.

Ein+&pi=8i5 -
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As we will only consider Poincaré-invariant ac-
tions, the form functions will be translation-in-
variant. This implies that F(x,, ..., x,) only de-
pends on the differences between coordinates, or
equivalently it depends only on the relative co-
ordinates £;;. We may therefore define N new
functions F,, k=1,...,N with the following rela-
tion to F(x,,...,xy) [see (1.4)]:

Fly, ooy xy)=F (s ..oy Ey)y k=1,...,N.

(1.8)
By use of (1.6) and (1.7) one gets

xh=x"+ 2 a8k, k=1,...,N (1.9)

i=1
where x¥= 33V a; xb.
The action integrand (1.2) may now be written

Wyy ooy X)) =FyEpys ey gkN)Aocl--vcxM

X% (x+g‘llai5n>~ .. ¢>°‘M(x+i§Nl a,.g,.a ,
(1.10)

any k< {1, ...,N}. Out of this action integrand we
may define a Lagrangian density by simply inte-
grating over the relative coordinates §,;:

L£x)= f : J‘ Ayt A%y 1@ ey Ay Fy s - - ;gkN)Aal---uMd)al (0 + &y +0p) "+ QUK + &,y +Dy),

where -p, =77iL,a;:8,; .
ever set of relative coordinates &,,, §,,, ..

(1.11)

Use has been made of (1.7) and ) ¥ ,a;=1. Note that we get the same £ (x) what-
., &y (B=1,..., N) we are integrating over.

The action functional is W = f d*x £(x), which may be checked by simply changing the integration varia-
bles in (1.1). Now let the field ¢°® have the argument x as before. Then a functional derivation of W
with respect to ¢°r gives [6¢% (9)/80% (x) =8,,6%(x —y)]

oW

5¢“R(x) =f' : .f d4£k1. : 'd4gk k—1d4£kk+1' ’ ‘d4§kNFk(€k1, ey gkN)A"“l""“M

X(I)“l(x +§k1 - g’:ks) ese ¢°‘R-1¢°‘R+1 s ¢°‘M(x + gkp - gks) y

which is independent of p,, and as §,, —£,,=§,

a change of integration variables shows that (1.12)
is equal to the right-hand side of (1.5), as it
should be. Notice that the assumption that (1.2) is
linear in ¢°r in this example is no restriction. A
functional derivation in the nonlinear case yields
simply a sum of terms like the one in (1.12).

We may summarize our results so far as fol-
lows: To every action integrand of the type (1.2)
(containing derivatives of fields or not) we may
define a Lagrangian £(x). This £(x), is, however,
not uniquely defined, but all the different Lagran-
gians associated with a given action integrand give
the same equations of motion. £(x) is explicitly
given by the convenient expression (1.11), where
the nonuniqueness is expressed by the real pa-
rameters a;, ¢=1,...,N. In contradistinction to
local field theory, the fields are no longer asso-
ciated just with the peint x in £ (x), but a space-
time domain around x. It is then the form function
that determines how large this domain is.

The question is now how a particular Lagrangian
should be chosen, for even if the condition that
£ (¥) has to be Hermitian will restrict the possible
choices somewhat, one requires much stronger
conditions to get a unique £(x) out ¢  given action
integrand. Of course, one can let cueself be

(1.12)

T

guided by simplicity here, but a particular choice
£ (x) seems also to be a dynamical assumption as

it will be reflected into a corresponding choice of,
e.g., currents, which in turn might have a physi-

cal meaning. The last remark then suggests that

if different current densities have different physi-
cal interpretations, then we have a real means of
selecting the Lagrangian.

As soon as we have chosen a particular Lagran-
gian density £ (v), the formulation of the action
principle offers no problems. The action with
boundaries will look as usual:

O2
W, =f A% £(x),
1

as well as the action principle

OWyy =F[0,] = F[0,], (1.13)

where & is an infinitesimal variation and F[o] the
corresponding infinitesimal generator. (If and in
what way F[o] is a generator in the nonlocal case
is not a priori clear. However, in Sec. IV we
shall make it plausible that F[o] has the expected
generator property in consistency with the Yang-
Feldman quantization.)

Looking on the action functional (1.1), one sees
that the introduction of boundaries in one of the
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integrations, e.g.,

W21=[d41---f d4,---~j d%,
o oy e 00

XWXy, ouyXy),

is equivalent to defining a Lagrangian where x =x;.
This is in sharp contrast to an earlier approach!*
to the formulation of the action principle for non-
local field theories. There one used an action with
boundaries introduced in every integration, i.e.,

92 G2
= 2... 4y vugt
W21_f f d, s rdbywlxy, ..., %) .
01 Oy

Such an action does not have the usual additivity
property W,, =W,, +W,, , and a variation of the ac-
tion functional does not give any infinitesimal gen-
erator F[o] (without doing any unjustifiable inter-
mediate redefinition). Consequently, one was not
able to derive any conserved quantities in a
straightforward way.

II. APPLICATION OF THE ACTION PRINCIPLE
A. General Formulas

Even if we are now able to define a Lagrangian
density, the application of the action principle is
not a straightforward matter. The technique to be
used here is to expand the different fields in the
chosen Lagrangian successively around the point
x in a Taylor expansion. The resulting Lagran-
gian will be of infinite order, which means that it
contains field operators and derivatives thereof
up to infinite order. We then make use of the re-
sults from the application of the action principle
to higher-order Iagrangians, generalized to in-
finite order.

Even if this method is mathematically justifiable,
it is here only considered as a formal technique, as
one is always able to transform the expression in-
to a closed form.

The action principle for higher-order ILagran-
gians is reviewed in Appendix A. The useful for-
mulas, generalized to infinite-order Lagrangians,
are given below (c-number variations are assumed
here).

The action functional is

O2
Wy, = f d% £(x), @.1)
01
where £ (x) partly may look like (1.11). Consider
first functional variations §, of the action (2.1).

J
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The action principle [see (1.13) or (A2)]
92
60W21=f d*x 6,8 (x)
1
=F[01] —F[0'2]

gives (for simplicity, the index on @, which
identifies the fields in £(x), is suppressed in this
subsection as well as in the appendixes; notice
that repeated a means also a summation over this
index, except when the index is explicitly written
out )

(1) the equations of motion [see (A7)]

0 i a£ ~ .
2, ' 5 0

(2) the infinitesimal generator [see (A4) and

@a5)]

(2.2)

F[o] =..j 40,35 00, see 8, 0f
(o] s$=0

X 5,(8 )% 2.3
aau(ay)s(a)\)l(PCl 0( y)(‘r/> b ( )
where we have used the notation (0,)°=8, -9, .
(Such a formula has in fact been given by Ono.®
However, he did not give any derivation of it.)
Note that we could have used the formula (2.2)
equally well as the functional derivatives in Sec.
1.

The coordinate variation induced by the infini-
tesimal Poincaré transformation x, - x, +0x,,
where dx, =€, +€,x”, gives via the action princi-

p=Cu
ple the infinitesimal generator [see (A13)]

Flo]=- [ d"ﬂ(‘”"“iwz”v"%ayav;--ay;b“)
g

§=0
(2.4)
where
bpd, * " 0,,P%w) ==0x 948, * -8, $%(x)
+ie,, Dhghiliilen, <o b, B(x).
(2.5)

Zphillls is the same matrix that occurs in (A16).
The explicit expression for this matrix may easily
be derived by making use of (A11) and the fact

B, 8, PU() =0, + 8, [~0x,0"%(x) +3€,, 58 0° )]

==0x,8Y0, *+* 8, ¢%(x) +3€,,2H0, *

that 0, commutes with the derivatives 9, . One
finds
. 8 “ee
ays(p (x) - S€ yysauayl ays_1¢a(x) . (2'6)
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Equation (2.4) may now be written

F|o] :f do—u 1:(__ kD) 11'2”1"'”38"3,,1' . .3vs¢oc> ox,
(<]

§$=0

0
e, 2 [T DID, ¢ 0, 0P 4 (VLTG0 i -0 Yp , e, <z>°‘]] @.7)
$=0

Identification of (2.7) with F[o]=¢, P*[0]+3¢€,,J"[0], P?[0] =fo do, T4, and J*[0] =fo do,ML™ gives the
canonical energy-momentum tensor [cf. (A15)]

Tgv: _£guu+2 11’(‘,"1"””88”3,,1" . aysq)a

$=0
14 i a£ v S A0
= - g“ +§‘Z;) )\) 63 a )s(a ) ¢a8 (ap) ¢ (2'8)

and the corresponding angular momentum tensor [cf. (A16)]

M;cwp_—_xﬁTgU_qu;cip _g[ﬁgl---uszggayl.“avsd)ﬂ +S(ﬂ‘&”“l"‘”s-lap—77%’”1"'“5-18”)8”1 Vs- ¢’aJ @2.9)
One may also define a symmetric energy-momentum tensor as follows: Call the last term in (2.9)
—AMP(x) then define the tensor [see (A17)]

SHP =3 (AP L APVE L AVPRY (2.10)
which has the properties
U = fURD L (FHVP  fHPY) = AR 2.11)

Using then the fact that €,,=9,0x1 and assuming that 5x oS W approaches zero sufficiently rapidly at in-
finitely remote points on o so that f do,8,(0x, f*°) =0, one finds the symmetric or Belinfante energy-mo-
mentum tensor

Ty =T +0, fPH . (2.12)
The corresponding angular momentum tensor in turn is given by
MM =T Fx¥ =T f'x" . 2.13)

We shall now apply these formulas to a Lagrangian whose interaction part looks like

£,0)= [ d% fo, b, £} (x4 £)

- [t o 02 Eitomen, @.14)

where f%(x, £) contains the form function and the other fields involved. This Lagrangian comprises all
nonlocal field theories with nonlocal interaction and nonderivative coupling.
Equation 2.2) now gives

Z( -0 sy = e re-g 0. 2.15)

A calculation of the interaction part of the infinitesimal current in (2.3) yields

]I(x)"" Z; 33 (a )3(3 )¢a( )6o(ay)s¢a(x)
203 4 ;’:U i S H O
-—Z;f 0% e (~£0)' Fal, £)6,(60)°9°) 2.16)

where we use the notation (£3)= £"9,. j% has the property that

0,74 = [ A Fule = & £)0,9%(x) = Fuli, E)0,9%0x +£)]. @.17)
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One may show in a straightforward manner that (2.16) may be written as
. sinzi (68
b = _f di g —1——————51.2(5(:) L foe -3, £)5,9%(x +3£). 2.18)
This is done by writing
inki(£d 1 _ .
SINCED). = bt 05,80 +58) = s (L — e ) f o, )€ 08,0°()] ,
31 (£9) (¢9)
then expanding ¢ *9 as an infinite power series and changing summation variables, and then making use of

= 1 B
;(—1) SIE=s)s +E+1) G+k+1)1

The integrand on the right-hand side of (2.18) may be expressed by a convolution integral:

bW == [ ateer [awD -, 36)ful -3, £)0,0°6+38), 2.19)
where
D, a)= (-2—74 [ate ws(‘;‘p(‘)lp)
1[9(t+a)—9(t— a,)]6 <x-a-oa\ 2.20)

if a,#0, and similar expressions if a,=0 and & #0 .
D (x,a) may be said to be a smeared & function as
lim D (x, a)=58%x). 2.21)
"u -0
Note also that D (x, @) has support along a line, i.e., D(x,a)+0 if and only if x*=ca”, where c is any real
constant fulfilling |¢| s 1
Furthermore, D (x, a) has the important property

a*8,D (x, a) =3[0%x +a) - 8%(x —a)]. (2.22)

As a simple check, one may take the divergence of (2.19) and use the property (2.22) to see that one gets
2.17).

Equation (2.18) is a frequently occurring expression. It occurs in all currents, in the energy-momentum
tensors, and in the angular momentum tensors. The only other kind of expression that occurs is the last
one in the canonical angular momentum tensor (2.9), namely

f} swg"”x“"’s—xapaul- .. 8”.9—1¢a_ v—p). (2.23)

Applying the first term above to the Lagrangian (2.14) one gets

Y e [ e e fu, 0000 0. (2.24)
§=0 0

The divergence is easily calculated to be
0, BUP= [ A% £ Folic, )P0 +£) - Jasg e [awp o —x, 30) 1o =58, 00920700 +30), (2.25)

from which one may show that the symmetrical energy-momentum tensor contains the same kinds of ex-
pressions as the canonical one.
Some calculations show that (2.24) may be written as

vl Sin%i(ga) ' 1 a 1 Sinii(ga) L o 3
23 fateerei 1 -HEE ) b, oo b0 HHED oot 30|, 0.20)

which in turn may be transformed into
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f as E“&”%f d*¥'[Dlx =", 3E) fol' = 3£)8"°9%(x' +5€) +D (x —x', 3 &) o6’ =5 £)0"P0%(x" + 38)],

where we have introduced the function

1 sin(@p)
i(ap) <1 T (@) >
£ 2

ARt RU(C

0
if a,#0, and similar expressions if a,=0 and
a+0. Evidently, D(x, @) has support only for those
x values which fulfill x*#0 and x*=ca*, where c
is any real constant such that |c| <1.
Note that D(x, a) in distinction from D (x, @) is not
a kind of smeared 6 function as

D(x, a) = @TIr_)“ fd“p eixt

- L th
“2a,°%"a, 1~

|
f

)

lim D(x, a)=0. 2.29)
au d

A useful property is
aks D(x,a)=8*x) =D (x,a). (2.30)

By use of (2.22) and (2.30) one may easily check
that (2.27) satisfies (2.25).

As the Lagrangian (2.14) is a typical nonlocal
Lagrangian, one knows that the application of the
action principle to axy nonlocal field theory with
nonlocal interaction and nonderivative coupling
gives rise to expressions of the above type. (In
Appendix B we have extended the application of the
action principle to a nonlocal Lagrangian contain-
ing derivatives of the field operators.) An unex-
pected feature of these expressions is the frequent
occurrence of the function D (x, a), (2.20), a fea-
ture one would not have guessed in advance.

A comment on the derivation of 7" and M*” is
necessary here. A fact not mentioned before is
that the infinitesimal Poincaré transformation
x* - xH+0x*, where 6x'=€el+e*x,, implies an in-
finitesimal transformation of the relative coordi-
nate £ as well, namely

EH ~EH+0EH, o&l=elE, . @2.31)

A coordinate variation of the action functional
will thereby contain new ingredients not considered
before. Take, e.g., the action W,=f2 d* £, (x),
where £,(x) is the Lagrangian (2.14).1 A coordi-
nate variation of W, will then contain at least two
boundary variations, namely

B(PW,:fo2 8(d*x)L,(x)
o1
of s fo@eyam 6% o).

[If fo(x, &) contains integrals over other relative
coordinates, we have boundary variations of these

- t,>
X-—3
a

(2.27)

(2.28)

0

T

as well.]

We shall always require that the boundary varia-
tions of integrals over relative coordinates van-
ish. This requirement leads to the condition that
the form functions in the Lagrangians have to
vanish with a sufficient rapidity for infinite values
of the relative coordinates.

Another implication of (2.31) is that [cf. (A11)]

Op P06 +£) == (0x* +06£4)9,0%x + &)
+3€,,ZH P (v +£).

But making use of (2.6) we get

2.32)

B0 +£) =3 £ 008, 145, %)
8$=0 *
= =8xH8,0%(x + £) +§euv2§l§¢ﬂ(x +£)

v %K)

0
EViees ks
—E —2—s€,, "0 +++d
= s! Hvs vy 's-1

== 6xH+ 5&“)8u¢°‘(x +&)
+3€,, DE0R (x +£) . @.33)

Thus the technique with formal Taylor expansions
takes account of (2.31) in the variation of the
fields. Note that the term (2.23) comes from
(2.31).

B. Appiication to a Particular Model

In order to get a better understanding of the de-
rived formulas, we shall consider a particular
nonlocal field-theory model. We choose the
Kristensen-Mgller ' model, because it is one of
the better-known nonlocal models considered in
the literature. Kristensen and M¢ller proposed
the following action functional for nuclear inter-

action:
W=W,+W,, @.34)

where
W0=J'd4x£0(x),

£0() =} 0,009 - u*6?) +i3T¥ B, ~mTy,

and
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le_ffj A%, d%%,d%, F %y, %5, X5)

X gy )iysd (6,0 (xg) -

¢ represents the proton and ¢ the neutral pion.
(For simplicity we do not consider the full isospin-
invariant interaction. 7y conventions are in ac-
cordance with Ref. 12.)

The equations of motion are

O+ () = =g [ [ divydtn, Py, %, %)
X (y) 15 (05),

@F —m)p (x) =gffd4x2d4x3 F(x, %5, %3)

(2.35)
XLy, (xz)lp (x3),

—iaui(x)y“ - () = gff d*x,d*x, F(x;,%,, %)

Xy Yiysd (x,) -
The Hermiticity condition on W implies that
F*(x;,%,,%5) = F (x5, Xy, %) . (2.36)

By use of the method described in Sec. I, one
may derive Lagrangian densities out of W whose
equations of motion are (2.35). A particular (in
fact the simplest) choice is [cf. (2.48)]

Flo]= —fc d%{ﬂééw “—gff d*td*nF(&n)

L&) =£,x) —gff d*td*n F(&,n)
XYl +n)iv, @ x +£), (2.37)

where £ =x, —x, and n=x, —x,, X =Xx,.
Lorentz invariance requires

F(&,n)= /(& (n), 7). (2.38)
Hermiticity requires furthermore [cf. (2.36)]
F*(m)=F(@, £). (2.39)

The Lagrangian (2.37) gives the equations of mo-
tion

O+ == [ [ atatnFen)
XY +n)iygp (x +£),

iF -m) () =g f f d*d*n F(E, )

. (2.40)
Xiysp e —myp(x = n+§&),

30, T () —m (x) =gff d*d* F(E,n)
XY = & +n)ivsp(x = £)

By a change of integration variables one may
easily check that (2.40) is equivalent to 2.35).

Introduce now the action functional with bound-
aries, W, =Lz2d4x£(x). A functional variation R
of W,, gives the equations of motion (2.40) and the
generator [cf. (2.19)]

X [n“f a*x'D (c =x', 500 (&' +30)iysd (6" =5y (&' —3n + )

+£“fd‘*x’D o=, ZEW O = E +M)ivsd ('~ E)O P (v +%£):|} ; 2.41)

where

H§50¢a55(3“¢50¢ +0,0kp +i$7’u504) —iéo%/“l/)) .

(Even if in this section we only consider classical fields, we use the symmetrized expressions in the hope
that they will hold in the quantized case as well. Unfortunately, this hope will not be fulfilled in Sec. IV.)
As an explicit example, one may take infinitesimal gauge transformations of the first kind:

S (x) =inp(x), B P(x)=—iAP(x), Byp (x)=0

and F[o] =aQ[c], where @ is the total charge and X an infinitesimal real parameter. One finds

Qlo]= f do, jb(x),

where j*(x) is the electromagnetic current given by

(2.42)

) =FEr ) +g [ [ atsam P ) [ a0 6 -, ST +inyed O =3y & =4 +8)

— D (= x" IO =5 E+M)ysd (6 =S ER (' +5E)]. (2.43)



8 ACTION PRINCIPLE AND NONLOCAL FIELD THEORIES 2481

As W is Hermitian, @ is a conserved quantity, which means that @[¢] in (2.42) is independent of the space-
like surface 0. This implies that 3, j*(x) =0, which one may easily check by an explicit calculation.

A coordinate variation of W,, induced by the infinitesimal Poincaré transformation x u~%,+0x,, where
0x, =€, +€, , %Y, gives the energy-momentum and angular momentum tensors. Using the formulas (2.4),
etc . one finds the canonical energy-momentum tensor to be

T4 = ~Lgh” +5 (0¥)0 % +8Yp0kp +iyiD )
-gff d‘*éd“nF(ﬁ,n)f d*' ("D (6 = x", 518" VY (& +5M)ivsd (' =3P (x = 5n +£)
+EMD (6 =" TEND (X" =3 E +n)iysd (6" =3 E) VP (x +3£)] . (2.44)

The canonical angular momentum tensor is given in turn by [see (2.9)]
MUEYP = xPTHY _ gV THP — ARVP (2.45)
where

1

AR =3 {yH 2V +gff a*td*nF(E, n)fd“x ("D (¢ =&, 30)P (¢ +30)ivsd (6" =3MZPY (" =37 + £)

— 8D (x =", ZEN O =2 E +M)ivsdl =3 E)Z PP (¢ +3£)]
gt [ [assampen) [ awde oD -, 30T - 18 +ning 0/ =390 (0 438)

+D (¢ =", TEW O =3 & +Miysd (0 =)0 P (x"+ 3E)] = (0~ v)
+*0P[D (x =&, 3m)"P (' +3M)ivsd (¢ =3)P(x’ — 371 +E)
’
+D (¢ —x', gmB P (' + )iy, ¢ (0 —gn +£)] = (p—v)}. (2.46)
As W is Poincaré-invariant we have that 8,7%”=0 and 8 ,M4" =0, which may be checked by an explicit
calculation. Note that if one calculates 8 M”"P one has to rnake use of (2.38) and the assumption that F (¢, n)
vanishes with sufficient rapidity as £, e and 7,— so that fd*g 8/8E*[F(£,m)=++]1=0, etc., in order to get
that @ M‘”’P 0.
One may also calculate the corresponding Belinfante tensors, T%’ and M%?, by use of (2.10), (2.12), and

(2.13). They also fulfill 8, T =0 and auMlg’P =0.
If one lets F(&,n)—~ 6*(£)53%(n), one recovers the local Lagrangian

LX) =8, k) —gPw)iysp &N (x) . (2.47)

Furthermore, the corresponding conserved quantities as, e.g., j*(x) =9 (x)y*y (x) are identical to the ones
one would get if one applied the action principle directly to (2.47). Note that this property holds for gen-
eral nonlocal field theories of the type considered in this paper.

Out of the action (2.34) we may choose other Lagrangian densities than (2.37). From (1.11) we have that
the general Lagrangian density for the Kristensen-Mgller model may be written

Lo, 5(®) =8, (x) —gff d*Ed n F (&, ) (x +1 +p)ivsd (¢ +p)p (x +£ +p), (2.48)

where —p=af +Bn and @, are arbitrary real constants. (Hermiticity requires a=8.) Instead of the gen-
erator 2.41), we get

Fyofo]=- [ do, {ngaow ~gf [ atan
XF (&) [(n“ +p“)f d*%'D(x —x', 5 +p))
XO ' +3m +3PYysd (¢ =3 +30W (6 ~30 +5p +£)
+(€"+p“)f d*%'D(x —x', 5 ( +p)P (' = 3& +3p+7)
X dysp (' ~3E +5p)0 P (" +3 £ +3p)
+p“f a*'D(x —x', 3PN (' +1 +5PYivs0 o d (0 +3PN (6" + & +%p)} } (2.49)
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F, glo] is all we need in order to write down the conserved quantities considered in this paper. The elec-
tromagnetic current density is, e.g., given by [cf. (2.43)]

s ) TPy +g [ [ aramFEn [ @ ot =27, 5 0+ oD 45 ol

X' =30 +5pW) (¢ + & —3n +5p)
— (D (-, 3 (E+ DT +1 =55 +30)ys
X¢ (' ~3&+2p) (" +3£+3P)] . (2.50)

The canonical energy-momentum tensoris, in turn, given by

TH () = Lo, 5 (Vg +3 (040 0%) +0790 +i1 5 )
—gff a*td*nF(, n)fd4x’[(n“ +PID(x = 50 +P))O" Y (6 + 51 +3PNys b (8 ~ 51 +5PW (¢ = 5m + & +3p)
+(EF+pD(x =&, 3 E+P) PO+ =3E +5pYivsd (¢ =5 E +30) 3"VY (W +3E +3p)
+0*D (6 =&, 3PP (" +1 +5P) iys 0" QW +5P)Y (x"+ £ +3P)] . (2.51)
From these expressions one sees how the general nonuniqueness of conserved densities looks explicitly.
We shall now investigate the corresponding properties of the integral conserved quantities.

The total charge is given by

QW)= [ d ot =x,) 72,5 ()
= [axTryrg [ [ascampen [ aw [ a0 -s) 60 +oPD@ =250 +oD () + 0]

=f % y% —gff d“ﬁd“nF(E,n)jd4x9(t—xo)[$(x)y5¢(x—n)w(x+£ =M =Pl +1 = E)ys0 &6 = ENplx)],

(2.52)

where use has been made of

g [ascampen [ [ aw s -x) @0+ D6 -3 0 +0))- -

=g [ atan Fem [ aw(o@-x) 0 +990,D0 =", F 1 +p))+
=0,{0(t —x) " +p"D(x =¥, 3 +p))++ 1], (2.53)

where the last term vanishes as F(&, n) vanishes when & -« or n#¥—=. The energy-momentum vector is
given by

PU(0)= [ % 6(t - 2T )
=fd3x[—£0(x)g°”+§(a°¢8”¢ +9V 3% +igy° D %)]

vg [ [asat P m [ aio@ -xoTWirg 6 -yl —n+£)+ Tl +nliz,2* (o +£)
Pl = £y (v ~ )2 (0)], (2.54)

where we also have made use of (2.53).

Note that in (2.53) one may replace the step function on the left-hand sideby 6 (t - x,) +C, where C is an
arbitrary constant. This implies that one may get additional terms in the expressions for the integral
conserved quantities. Such a term may look like [in (2.52)]
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Cef [ ateatn P&, m) [ d(Fe)vsd e =)oty + =)

=Pl +m=E)ysPle—£) (x)].
(2.55)

However, a change of integration variables shows
that (2.55) vanishes. One realizes easily that this
is the case in general, as all additional terms
coming from the nonuniqueness in (2.53) will only
contain differences between terms, where the in-
tegration variables are shifted relative to each
other due to the property (2.22).

As the expressions (2.52) and (2.54) for the
charge and energy-momentum vector do not depend
on the parameters «a and 3, we get the result that
they are independent of which Lagrangian density
we have chosen to start with. Taking account of
the arguments above, we finally reach the conclu-
sion that (2.52) and (2.54) are uniquely determined
by the action functional (2.34) or, which is equiv-
alent, they are uniquely determined by the equa-
tions of motion. (2.52) and (2.54) should there-
fore be equal to the expressions earlier de-
rived by Pauli.” This is also the case.

This result should hold for any integral con-
served quantity in the considered model as well as
in other similar models.

III. FURTHER NONUNIQUENESS AND CONSEQUENCES
FOR LOCAL FIELD THEORIES

For the Kristensen-Mgller model we have that
the interaction part of the action integrand looks
like (1.2) with N=p=3. In this section we shall
look into theories with N>p. This case will be
shown to have interesting consequences both for
nonlocal and local theories.

By simply having the expression (1.1) for the ac-
tion functional in memory, one may without proof
state the following theorem: For any action inte-
grand of the type (1.2) where N>p and the form
functions are integrable, one can define a new ac-
tion integrand with N =p whose action gives the
same equations of motion as the original one. The
new form function is thereby given by the following
expression of the old form function:

- 4
Eél---au(xu ...,xp)—f---fdle...d‘lxN
XEal--.aM(xl,...,xN)

Note, however, that from the point of view of
conserved quantities there is no equivalence be-
tween the new and old action integrands. The old
one gives rise to a larger class of possible Lagran-
gian densities than the new one, as (1.11) then con-
tains N —p more parameters.

One now realizes with a bit of uneasiness that to

a given action integrand there corrasponds many
more Lagrangian densities than we thought of in
Sec. I. Thus, the nonuniqueness of the Lagrangian
has become worse and is now represented by an
infinite number of parameters in (1.11).

One notes also that this holds for local field the-
ories as well. Local theories are here represented
by the case p=1in (1.2). Consider, e.g., a local
Lagrangian density £ (x) like (2.47). Furthermore
let f(£) be an arbitrary (Lorentz scalar), inte-
grable function of the four-vector £, normalized
so that [d*tf(£)=1. Then one may define a new
nonlocal Lagrangian out of £(x) by

20 [ a7 @Ot CRY
st d4x£’(x)=fd‘*x£(x)

by a change of variables. This means that £ (x)
gives the same equations of motion as £(x). £(x)
represents the case N=p =1 in (1.2) while £’ (x)
represents N =2, p=1. One may, of course, write
down other Lagrangians representing N =3, p =1
like

£"<x)=ff dEdinf (5, S (x+E+n), etc.

In general we have [£(x) may be local or not]

prrrrsen® = [0 [ @y edi, 68

XL +p), (3.2)

where —p=7}L a;£, and a; are arbitrary param-
eters and # is an arbitrary number. However,
one may not introduce different form functions in
the different parts of £(x).

Let us consider a particular model in order to
get an idea of what may happen. Take, e.g., the
Lagrangian

£0)= [ d e E)No,0* 6+ £ +8)

-mPo*(x +£)p(x +8)],  (3.3)

where f (&) fulfills [d% f(¢)=1. In Appendix B we
have extended the application of the action princi-
ple to nonlocal Lagrangians containing derivatives
of the field operators. By use of (B2) and (2.15)
we find that (3.3) gives the equations of motion

Q+mpx)=0, @Q+m?)p*(x)=0. (3.4)

Thus, ¢ (x) represents a charged free boson.

By putting 8,¢ (x) =ix¢ (x) and 6, (x) =~ (x) (A
is a real, infinitesimal constant) into the formulas
(2.19) and (B5) one finds the conserved electro-
magnetic current density to be



2484 R. MARNELIUS 8

je)=i [ a7 @) [ a6 -x',30)

X o (x! +3E)B B (x +5E) .
3.5)

All the other terms in (B5) vanish after use of
(3.4).

The canonical energy-momentum tensor is in
turn found by putting de¢*(x) = ~€*9,* (x) into
(2.10) and (B5), and by making use of (2.8):

186 = -£()g"+ [di6 7€) [ d D —a" B0 +1 )0 (0 +38) + (e )]

+3EMD (0 = &, TE) 8P (0 + TE)B)p (¢ + 3E) + m PP * (' +3 E) (¢ +1E)]
— D (v ~x', FE)MP Y [ (v +3 £)¢ (v +5£)]
+3EHD (v — ', ZE)O,[87Pp* (v +5£)8" " (x'+ 3 £) + (p=v)]}. (3.6)

The charge may formally be expressed in the following form:

QW)= {dsxj?(x)wkiaul,,,v Jd3x8”1---8”nj‘,)(x),
N n=1 n

where j{(x) =i¢*(x)8°p (x). Since we formally have that

3.7

fd3x3”1'--8”n—18°j?(x)=fd3x8”1'° *9¥n-19 jli(x)=0 if v, =0,

fd3x8"1 eoo 3"n]'<13(x) =

(3.8)

fdax 819V1e0 0 8%-1j0(x)=0 ifv,=i=1,2,3,

we get
Q)= j @ 0(x). (3.9)

Thus, the current density (3.5) gives the usual
charge operator.

By use of (2.53) one may show that the energy-
momentum vector P'= fdsx T is also given by
an expression of the form (3.7), which means that
the energy-momentum tensor (3.6) gives the usual
energy-momentum vector.

It seems, thus, as if the extra nonuniqueness
introduced in this section as well as the non-
uniqueness in Secs. I and II does not affect the in-
tegral conserved quantities.

IV. QUANTIZATION

Quantization of nonlocal theories is of course a
problem in itself. In spite of the fact that we have
generalized with advantage the variation method
for higher-order Lagrangians to infinite order,
one cannot generalize the quantization method of
higher-order Lagrangians (see Appendix A) to in-
finite order, because in that limit this quantiza-
tion method implies that all quantities commute.

There are several ways to approach this problem
of quantization, but we shall not discuss them
here. Instead we shall make use of the only quan-
tization method which has been considered so far,

i

namely the Yang-Feldman method.® All field the-
ories with nonlocal interaction like the Kristensen-
Mgller model may be quantized by this method.

We shall here quantize just the Kristensen-
Mgller model previously considered in Sec. IIB.
This quantization will be shown to have an unex-
pected consequence; the energy-momentum tensor
(2.44) which was conserved for classical fields .
will no longer be conserved. Yet it will be shown
that integral conserved quantities are still deriv-
able from the action principle.

Our starting equations are

0W)=4at) -2 [y ag -y, @1
) =9i (x)+gfd4y Sglc =311, 4.2)
Plx) =9, (x)+gfd“yf(y)SA(y -x), (4.3)

pO)= [ [ atdin FE T +nlivd(y +6), @.4)

ro)= [ [ ateam pe v -y -7 +8),
(4.5)
For= [ [ atsamPe, iy - &+l (v - ),

(4.5")
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and the convention for the invariant functions is in
accordance with Ref. 12. (Note that in an actual
application we have to deal with the normal ordered
expressions. However, here we avoid the properly
symmetrized Lagrangian [see (4.49)] for simplic-
ity.)

We require now the following free-field com-
mutation relations:

[¢in(x,)’ ¢in(x)] =7:A(xl_x)) (4-6)

{wip0), 90 )} = =iSug (" = %), #.7)

[p &), (x)]=ia " -x)+0(g?),

{yin "), vl ()} ={gin ), PRx)} =0 (4.8)

The solutions of the interpolating fields (3.1),
(3.2), and (3.3) may be written in terms of power
expansions in the coupling constant g:

6 ()= $in(6) + 3 £"0,(x), 4.9
P =i (0) + 35 27, 00) (4.10)

The commutation relations of the fields may now
be calculated. Up to first order ing, we get

(4.11)

[0 6, 9] =ig [ aty [ [ateasn FE mio6o =38 (v =5 ~mS ~ivgb(y =1 +8)

~0 (g =y )A (Y =x")Sx =y —mivp (y +£)] +0 (&%),

(4.12)

o), e} ==iste' = x) vig [ary [ [ateanFE Mo =30 (v ~MSW ~2insS(y —x +=1)

B, 6] =ig [a'y | [ateanFe,mio6h-y0a® -x =T - +mlivSly -x)
=0(6o ~yo)A (¥ =x)P(y +M)ivsS(y —x'+£)}+0(g7) .

=0, =yo)P (¥ =E)S(x' =y = +£)iysS(y —x)}+0(g?),

(4.13)

(4.14)

From (4.12) and (4.14) it follows that ¢ and ¢ in general do not commute, which means that they are no
longer canonical variables. The question of whether it is possible to define new fields which can be canon-
ically quantized was dwelled upon by Pauli.” He suggested that one should replace i (x) by the field

UKx)=yx) + gffd"ﬁ d*n F (¢, n)fd“x'e (oo =X [Stc =5 Yivsd (¢ = (6" =1 +£)=S(x = x" = N)iysp (&6 Y (' + £)],

which together with ¢ (x) then should form the can-
onical variables. However, this is true only in
the first-order approximation in the coupling con-
stant g. Equation (4.11), e.g., gives a second-
order contribution, which one may easily check.

¢ (x) and P (x) seem, though, to become canonical
variables if one chooses a form function of the
following noncovariant form:

F(E,n)=F(E,n)6(5)0 (),

which means that we make all expressions local

in time. Such a manifestly noncovariant form func-
tion does perhaps not necessarily lead to a S ma-
trix which violates Lorentz invariance. However,
we shall not consider this possibility any further
here.

We have called F{o] in the action principle (1.13)
the infinitesimal generator of the variation in ques-
tion. But in what sense F[o] actually has this prop-
erty is not clear beforehand, especially as we no
longer have any canonical theory. However, it
seems natural to impose the condition that any
type of quantization must be such that F[o] gets

(4.16)

(4.15)

the right generator property. Thus, if we quantize
the fields by use of the Yang-Feldman method,
which is a noncanonical quantization method, we
have to check if this method is consistent with the

expected generator property of F[o]. The charge
operator, e.g., has to fulfill

[Q®), (X, ]=9(%,1),

[R®), ¥(X, )= (X, 1), 4.1

[Q®), ¢ (%,1)]=0,

where @(¢) is the total charge given by (2.52). But
in order to show what the equal-time commutators
between the current density and the fields look
like, we represent the charge operator by
QW)= [a o, 1, 4.18)

where we in turn let j#(x’) be given by (2.43).
Now we get in first order in g

[@®), 3%, 0] = [a[°G", 0, 5(%, 0], (4.19)

where the equal-time commutator is
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[06"), 900y =8 (K7, £)0%(X" =%)

—igfd%)ffd“& d*n F(E,nY (') S (" = phivsd (y =mS(y ~x =71 +£)

+P(y = E+n)ivsd (¥ ~£)S,4(y —x")YPS’ - x)

+ P YOS =y +E =n)ivsd (¥ = E)S,(y ~x)

+1°D (" =y, 50 (v +30)ysd (v =5MS(y =% =37 +£)

= ED =y, ZEW (Y ~3E+m)0 (¥ =2E)S(Y =¥ +36)][14=4,

+0(g?).

From (4.3) and (4.5) we get the requirement

[Q), ¥(X, 1)] =9(X, t)+gfd‘*yfjd‘*£d“nF(§, MYy =& +mivsd (v = E)S4 (0 =x);y= +O(£7) . (4.20)

Identification yields (x{=x,=t)

Jar [asy [ [aseasn p e, T 10 =356 =3)ivsS(y =5 =1 +0m(y =)

= Pin 0 OO =y )SU =y +£ =1)ivsS(y — %) (v — £)
=D (&' =y, 303 (v +31)¥sS (Y =% =30+ E)din (¥ = 37)
+ED (¢ =y, 5E)hin(y =3E +0)yeS(y =x +5E)pwm (v =3E)] =0. (4.21)

Notice that this condition is satisfied in the local
limit [F(£,n) =6%(£)6*(n)], as it should be, but it is
also satisfied as it stands. This may be seen in
the following way. Integrate the first two terms
in (4.21) over x'. This yields

fd‘*yffd“éd“nF(E, et -y,
X [Gin (v = & +10)75S(y = X)bin(y — £)
=0 DsS(y = x =+ E)pin(y —=m)],
(4.22)

where use has been made of
z‘fdsx’i,»n WS =2) = ~Pin(z) . (4.23)

If one then makes use of (2.53) and the property
(2.22), and changes variables (y —x'), one finds
that the last two terms in (4.21) are equal to (4.22)
with opposite sign.

In fact, Pauli” has already checked the consis-
tency of (4.17) by use of the “canonical” field op-
erator (4.15) in the first-order approximation.

But as ux) in (4.15) is canonical only up to the
first order, the consistency of (4.17) in higher or-
ders of the perturbation expansion was left un-
certain. We shall, therefore, check (4.17) beyond
this first-order approximation.

The unique charge operator (2.52) may be writ-
ten in terms of the in-fields by use of the pertur-
bation expansions,

Q =@, (in) + i) 2", (in) . 4.24)

Under the assumption of no bound states, we should
have that

@ =Q,(in), or equivalently @,(in)=0 forn=>1.
(4.25)

Thus (4.17) should hold even if we replace @ by
Q(in).

We have checked that @,(in) =0 for n =1, 2, 3 and
that @,(in) fulfills (4.17) up to the same order of
approximation. Thus (4.17) holds at least up to the
third order in the coupling constant g.

We should, furthermore, have that

Q =Q,(in) =@, (out) . (4.26)

This property can be checked by expanding the
free out-fields in terms of the in-fields according
to the following equations:

¢out<x) =iy (x) + gfd4y A (X —y)P(LV) ’

Pous &) =P (6) ~ & j A%y S( -3 f (¥, (4.27)

Toud®) =Tn @) + & [ @3 F(9)S(y =)

This has been done up to the same order as (4.25).
Hence, (4.26) is true at least up to the third order
in g.

Turning to the energy-momentun vector P¥, we
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encounter a problem briefly mentioned in the be-
ginning of this section. Notice that the general
formulas in Sec. IIA were derived under the as-
sumption of c-number variations. These formulas
are thus true at least for a classical theory. In
conventional local quantum field theories, such
formulas are still used but with a bit of care, as
one often has to put in the variations in their prop-
er positions. Here, however, we get the remark-
able result that in spite of the fact that in Sec.

IIB we have been very careful about where we put
in the variations of the fields, the energy-momen-
tum tensor is no longer conserved in the quantized
case. One finds

0, T10x) -1 [ [atsarn g, m)
X0 +mlively (e +8), 279 ()
+[8% (x), P +mlivy (x +£)},  (4.28)

from which it is clear that it is the fact that ¢ and
¥ no longer commute which causes the nonconser-
vation of TH”.

Furthermore, because of (4.28) the energy-mo-
mentum vector P” is neither conserved nor has the
right generator property. In fact, an expansion
corresponding to (4.24),

PY=pPY(in) + i g"P(in), (4.29)
n=1
yields P¥(in) =0 but P}(in)+0.

Thus, there must be something wrong with the
use of c-number variations in the quantized ver-
sion of nonlocal field theories. Consequently, we
have to consider the action principle with g-num-
ber variations in order to derive the conserved
quantities.

Consider, therefore, the following general func-
tional, g-number variation of the Lagrangian den-
sity (2.37):

8oL () =3 (8,0, 0 +9,08H5 B — U20,0D — L2 D +i6, FoH B Y +iYyHD,0q0)

—mB i —m P —gf fd‘*id“n F (&, m)[0s0 (c +0)ivsd () (x + £) +P (x +1)iys0,® (X ) (x + &)

+3 (x +)ivsd ()0 (v +£)], (4.30)

which may be written

8,8 (x) =50$[iﬁ1/) -my —g_ffd“id“n FE, niyso & —nlp(x -7 +5):,

[0, ¥ g [ [ ateamn P& miTte - £ +mivipts - )] o

+30, 04000+ B, pdHD —id Py* P +iPyH o)

+g [ [ attan P& misGd@ived 6 —miple =+ £) = 56T +hivad (W e +£)

+P(x = & +n)ivsd (6 = E)B 0 (x) =P (6 +1)iysd (x)05% (x +£)]

-3 O+ )P =308, O+ 1) —gffd“ﬁd"n FE MYl +n)ivsded ) lx +£) . (4.31)

The last three terms may in turn be rewritten as

- [(D +u2)o (x) +gffd“§d4n FE, 0Pk +n)ivgx +£)]60¢ (x)

—%50¢(x)[(l:l + 12 (x)+gffd“£d4nF(§, n)i(xm)inzp(x%)]

+gffd4€d*nF(£,n)[—é‘50¢ GV O +mYiysh (6 +E) +3P (6 +1)ivs P (6 +£)8od (6) =P (x +M)iysdod KNP (v +£)] . (4.32)

The fourth term in (4.31) can, furthermore, be transformed into a total divergence

—g [ [ ateatmpe,m) [at'o, (14D 6 —x', 3n0 Tl +hnlive &/ ~4mhp (< ~dm+ £)

+EPD (0 = &', ZENP (6" =3 E +m)ivsd (6 =3 )00 (x +3E)] . (4.33)

Application of the action principle (1.13) gives the following:
(i) The two first terms in (4.31) yield two of the equations of motion (2.40).
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(ii) The third and fourth terms in (4.31) yield the generator (2.41).

(iii) The last three terms in (4.31) yield, according to (4.32), the first equation of motion in (2.40) and
an additional term to the generator (2.41). We get, e.g., the following new generator (Frew[0]=Foua[0] at

= —OO):

Fren 0] = Fogl0] -2 f “a%x f j A*Edn F(E, n)[56,0 00 ( +n)iygh (6 +£) +5T 0 +0)iygh (x +£)5,0 (x)
=P +n)iy 00 () (x +£)], (4.34)

from which one sees that if 5,¢ (v) commutes with  and §, then Fuew[0] = Fou[0]. Furthermore, we get an
explanation of why the charge (2.52) is conserved even in the quantized case: because §,¢ =0 there.
The new conserved energy-momentum vector is

PU(t) = f A3x[-L£,(x) g% +1 (0% 8V + 87 8% +iTr B%)]

vg [ [ateam P, m) [ a0~ 5[0 T Whired 6 = nplx =1+ £) +30%6 (I b + Wi v +)
3Pl b + 0% () 4T +1 = )iy (6 - )09 ()], (4.35)

which does not differ much from the old one (2.54).
Checking the generator properties

[P?, ¢ (x)] = =12"9 (x),
[Pux d)(x)} = 'iaylp(x);

one finds now by making use of the expansion (4.29) that P¥(in) =0 for » =1, 2, 3. Thus we examine (4.36) up
to the same order by replacing P’ by Pj(in), and we get that (4.36) is true at least up to the third order in
the coupling constant g.

P}(in) = P¥(out) (4.37)

has also been checked up to the third order in g by use of (4.27).
We now make the hypothesis that

PY=PY(in) (4.38)

and that PY satisfies (4.36) when one expands in in-fields. This hypothesis seems to the author very plausi-
ble. [In Pi(in), # =1, 2, 3 the cancellations between the different terms were straightforward, in contra-
distinction to, e.g., the case (4.37).] The hypothesis is, furthermore, in agreement with Pauli’s” belief
according to the quotation in the Introduction.

So far so good. However, the new generator (4.34) is not uniquely determined from the action principle.
One also gets the following alternative one (Fj,[0]=Fy4o]at o=+x):

(4.36)

Frewl 0] = Foid 0] +gf d"xffd‘*éd‘*n F(&m)[3000 ()P e +n)ivsd (v +8) + 3D +M)iysp (x + £)6,0 (x)
=P +m)iysdod () (x +£)] . (4.39)
(Other alternatives are not equal to the free generator either in the limit ¢—~ - or when 0— +o° and are
therefore excluded.) (4.39) yields the following conserved energy-momentum vector as an alternative to

(4.35):

P'V(t) = f A3 —£o(x) g% +3 (8% 87 +87h 8% +i P  8%)]

~g [0, ~1) [ [atcatn P Mo Wived b =yl =1 +) +50% (It +mhivp e +£)
+39 0 +n)ivsp (6 +£)87b() +9 (¢ +1 = E)ivsd (x — £)8%p ()] . (4.40)

In order to have a consistent quantized nonlocal field theory we must have that F,’ww[a] Frew[0]. This re-
quirement gives for the Kristensen-Mgller model the consistency condition
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tef au [ [areanre,n
x{[800 (x), Dl +mlivs(x +£)

—P (e +n)iys[8o9 (), p (x + £)]} =0
(4.41)

for any functional variation §,.

This consistency condition may be derived frcm
another point of view according to the following
considerations: In local quantum field theory one
requires that the action shall be stationary, i.e.,
6,W,, =0, when the variations §, of the field opera-
tors vanish on the surfaces o, and 0,. The corre-
sponding condition for nonlocal quantum field the-
ories is somewhat weaker, namely that only when
0, =~ and 0,=~= does one require 5,W,, =0 when
the variations of the field operators vanish on
these surfaces. This is due to the fact that here
the Lagrangian densities are expressed in field
operators depending not just on the space-time
point on which the Lagrangian explicitly depends,
but on a space-time domain around this point.
This in turn implies that integral conserved quan-
tities F[o] are expressed by field operators de-
pending not just on the spacelike surface o, but on
a space-time domain around o.

This stationary condition is equivalent to the

uniqueness requirement Fhe 0] =Fuew[0], i.e.,
(4.41) for the Kristensen-Mgller model.

Notice that every field theory model with non-
local interaction of the nonlinear type (like the
Kristensen-Mgller model) yields a consistency
condition similar to (4.41), and derivable by use
of a g -number variation of the Lagrangian in ques-
tion. This is easily realized, as one then will al-
ways have a variation of a field operator sand-
wiched between other field operators. Further-
more, if the resulting consistency condition is not
fulfilled by the imposed quantization, some gen-
erators are not uniquely determined, and especial-
ly the energy-momentum vector is not unique.

The last point is exactly what happens in the pres-
ent case.

Consider the consistency condition (4.41) for the
energy-momentum vector, i.e.,

P”—P’”=%gfd4xffd4g’d4nF(§, -
x{[8%¢ (x), P (¢ +m)Jivsp (x +£)
=90 +mYiy [0V (x), ¥ (x + £)]}
=0, (4.42)

Then by making use of the perturbation expansions
in in-fields, one finds the following violation of
(4.42):

PY-p'V=g% jj J'jd“xld4x2d4x3d4x4f fd“&ld‘*an(ﬁ1 , 'r)l)fJ'd‘“g’za!“nzF(t’;2 , nz)ffd“gad"mF(ﬁs » M)

X ffd4§4d4774F(§4, 774)9 (x1 +£1 "xz ‘nz)e(xz "x4)9(x4 +Tl4 ‘xs - ‘53)9 (xa -xl)azA(x‘l ‘xz)

XA (xl - x3)$jn (x1 +771)-15in(x3 + na)iyss(xa + 53 —X4= 714)’5751%(9‘4 + 54)1'7’5

><S(xl +£1 —Xy ‘nz)i')/swin(xz + gz) +H.c.+0 (gS) .

In order to find out the meaning of the alternative
energy-momentum vector (4.40), we shall expand
the field operators in terms of out-fields accord-
ing to

¢ (x)= ¢out(x) "gfd4y AA(X -y)P(y):

V) =Youl) 48 [di9S,6-9F (), (444)

P0) =Tou () +¢ [ d*9 F (S (v =)

One now finds by requiring that the free out-fields
fulfill the free field commutation relations (4.6)-

(4.8) that
P’V=PY(out) (4.45)

if one accepts the hypothesis (4.38) [in any case,
(4.45) is true at least up to the third order in the

(4.43)

coupling constant g]. This one realizes since the
only difference between the expansions in out-
fields and those in in-fields is that every step
function 6 (x; - x,) is replaced by -6 (x, —x,). The
hypothesis (4.38) implies, therefore, that

(4.46)

which according to (4.43) is different from zero.
(4.37) seems, therefore, to be violated in the
fourth order.

(4.45) was arrived at by the requirement that the
out-fields fulfill the commutation relations (4.6)-
(4.8). However, the quantization of the out-fields
may be calculated by use of (4.27). This has also
been done up to the fourth order in the coupling
constant by several persons (see, e.g., the dis-
cussions in Ref. 3). They found that the out-fields
did not satisfy the same quantization as the in-

PY(out) - PY(in) =P'"* = PV,
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fields. The violation is of the fourth order ing.
Hayashi!®* has published such calculations for a
similar model (scalar fields).

There is a proof by Bloch © that the out-fields
fulfill (4.6)—(4.8) under the assumption that P}(out)
=P}(in). According to the above calculations his
result must be wrong, and (4.43) and (4.46) tell us
why; the assumption is wrong (as expected!*). The
violation of the assumption is, furthermore, of the
same order as the violation of the property Bloch
was to prove.

Now the conditions (4.37) and

[¢0ut (-x)y ¢out (y)] =[¢)in (x)s ¢ln(y)] 3 etc M

are necessary conditions for the existence of a
unitary S operator. The violations of (4.37) and
(4.47), therefore, imply that a unitary S operator

(4.47)

J

does not exist, i.e., an operator S fulfilling

dout =ST9,.S, etc. (4.48)
does not exist. In consistency with the above rea-
soning, Imamura et al.'® have derived formal rela-
tions involving the S operator which was shown to
be violated by an explicit calculation. The viola-
tion was in the same order as the preceding viola-
tions.

Hayashi!* showed now that the relations (4.47)
could be fulfilled up to the fourth order by impos-
ing the following conditions (assuming that his re-
sults are applicable to the Kristensen-Mgller
model):

(i) The properly symmetrized Lagrangian den-
sity should be used instead of (2.37), i.e.,

£(x) =2 (0,08%) — u?¢®) +3[7, G, —m)y]-1[id Pr* + my, zp]-%gffd“ﬁd*n F&n){o @), [ crn), iy e+ )]} .

(4.49)

Notice that the corresponding action integral is CPT-invariant.

(ii) The form function F(£, n) must be real.

The Lagrangian (4.49) yields the following consistency condition [cf. (4.41)]:

[a [ [ aseam P& mi-[6 6=, 0 @Nind b = € +1) +T = £ +0ip), & = )]

—wT(x -7n +§)Z')’5[6oaT(x); ¢(x "77)] +[¢(x —Tl), 5(@(95)]17#(95 "77 +£)}=0 (4'50)

for any functional variation 6,. If this condition in
its particular form PY—pP'V=c++=0 [cf. (4.42)] is
violated, then the violation must be a ¢ number if
the condition (ii) above is to be useful.

V. SUMMARY AND FURTHER COMMENTS

The action principle has been applied to classical
and quantum nonlocal field theories. This has been
made possible by the introduction of Lagrangian
densities for such theories. In contradistinction
to local field theories, the classical results are
in general not valid for the corresponding quantum
case. We, therefore, distinguish between the two
cases below and start with the classical one.

The motivation for the introduction of Lagrangian
densities was in fact twofold; besides making the
action principle applicable, we should be able to
derive conserved densities. Our results are as
follows: It has been shown that there exist an in-
finity of different Lagrangian densities to a given
set of equations of motion derivable from an action
functional. The action principle has thereafter
been applied to such Lagrangians by use of a gen-
eralized variation method, which yielded general
formulas for conserved densities. These formu-

r

las were derived under the assumption of c-num-
ber variations and hold, therefore, at least for a
classical nonlocal field theory. In an actual applica-
tion one has to choose a particular Lagrangian
density, e.g., by simplicity. It is thereby noticed
that if the conserved densities have a physical in-
terpretation which is different for different choices
of the Lagrangian densities, then one may say that
such a choice is a dynamical choice even if all the
possible choices yield the same equations of mo-
tion.

In distinction from the conserved densities, the
integral conserved quantities are uniquely deter-
mined from the given set of equations of motion
by the action principle. For the Kristensen-
Mpgller model, the unique charge and energy-mo-
mentum vector (and angular momentum tensor)
have been derived explicitly, and shown to be equal
to the expressions given by Pauli.” However,

Pauli used another method of derivation, which
may be described as follows:

(i) One derives the integral conserved quantity
F,(t) for the free fields as usual.

(ii) The time derivative d F,(t)/d¢t is then calcu-
lated by use of the equations of motion. The re-
sulting expression is thereafter integrated and
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called —F(t). It now follows that F(t) = Fy(t) + F(¢)
is conserved.

(iii) The integration constant is then determined
by the condition F; ¢)- 0, when -+,

As every density in general depends on all space-
time, or effectively on a space-time domain (de-
termined by the form function) around the point on
which it is given, every infinitesimal generator
F[o] is not just depending on the spacelike surface
o, but effectively on a space-time domain around
0. The consequence is that the interpretation of
the action principle is here somewhat changed in
general, since one cannot derive the equations of
motion by putting the variations of the fields equal
to zero just on the spacelike surfaces o, and 0,.
One exception is when 0, = —~ and 0, =+, because
in this limit the space-time domains around o, and
o, are in effect separated from the finite space-
time. There exist, however, sometimes varia-
tions (not induced by space-time transformations)
of fields, which yield generators F[o] only depend-
ing on o [put, e.g., F(&n)=f(£)6*¢ —n) into the
current density (2.43), or directly into the charge
2.52)].

In this connection one may ask in what sense
F{o] are generators in the classical nonlocal case.
According to Pauli”’ there should exist canonical
variables, which means that F[o] could be genera-
tors in the usual Poisson bracket sense, but the
situation seems not completely clear.

Finally, we have seen in Sec. III that as soon as
we permit integrals in the Lagrangian densities
the action principle yields an infinity of different
conserved densities all giving one and the same
integral conserved quantity even for local field
theories. Note that this result is not connected to
Kibble’s 1 result that any free local field theory
permits an infinity of different local currents for
every invariance, though his result is also related
to nonlocality!” and may be investigated by use of
the general formulas in Sec. IIA. That it is so
may be seen as follows: Take, e.g., the Lagran-
gian density

£0)= [a'ef @00, 0% +56)0M 0 (x - 1)
—up*(x +38)o (x -3£)], (5.1)

which gives the equations of motion [use (2.15)
and (B2)]

[aer@O+u06-0=0, ete.  6.2)

Making then the following choice of f(£):
f(&)=8%(& -2), (5.3)

where M is an arbitrary constant four-vector.
Equation (5.2) becomes now

Q+u®eo(x=2)=0, etc., (5.4)
which by translation invariance is equal to
@ +p2)p(x)=0, etc. (5.5)

Thus, in spite of the fact that we have split the
points in the Lagrangian (5.1), the equations of mo-
tion are unchanged. This is, however, only pos-
sible for bilinear Lagrangians, i.e., essentially
for free field theories.

Now derive the conserved densities by use of the
formulas in Sec. ITA and Appendix B. Each such
density then contains infinitely many locally con-
served densities which are simply derived by a
Taylor expansion with respect to A¥. This is
exactly Kibble’s result (cf. Fairliel?).

When we quantized a field theory with nonlocal
interaction by use of the Yang-Feldman method,
we came across some new unexpected features,
which were shown to be due to this very quantiza-
tion.

The Yang-Feldman method of quantization was
shown to have the following properties in the non-
local case: It is defined within Heisenberg’s pic-
ture and is applicable to all field theories with
nonlocal interaction. It gives a highly noncanon-
ical quantization in that all fields are noncommut-
ing and all their commutators are ¢ numbers.

The quantization is perturbatively defined, and
one has, therefore, to work order-by-order in the
perturbation expansions and can hardly say any-
thing about the exact commutators (up to now).

In particular the noncanonical property was shown
to have the following consequences:

(i) Integral conserved quantities and conserved
densities, derived under the assumption of c-
number variations, are in general no longer con-
served in the quantized case.

(ii) The application of the action principle re-
quires, therefore, g-number variations in this
case,

(iii) By use of ¢ -number variations one can then
derive only integral conserved quantities and in
general not conserved densities from a given La-
grangian (in the sense that these should be asso-
ciated with this Lagrangian density and have no
explicit o dependence).

(iv) Integral conserved quantities can, further-
more, be derived essentially in two different ways.
It seems very plausible that both these quantities
have the right generator properties, but in differ-
ent senses; one with respect to canonically quan-
tized in-fields, the other with respect to canon-
ically quantized out-fields. This has anyway been
checked up to the third order in the perturbation
expansions for the Kristensen-Mgller model.

(v) We have shown how to derive a general con-
sistency condition for every nonlocal field theory
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model. This is required by each of the following
‘conditions separately: (1) uniqueness of the gen-
erators, (2) stationarity of the total action when
the variations of the fields are zero at infinite
past and future, (3) the existence of a unitary S
operator, when the in- and out-fields fulfill the
canonical free field quantization. Note that every
nonlinear field theory with nonlocal interaction
has such a consistency condition, which never can
be said to be satisfied offhand. E.g., for the Kris-
tensen-Mgller model, this consistency condition
is given by (4.41), which we showed to be violated
in the fourth order in g by an explicit calculation.

It is interesting to note that Pauli” did not real-
ize that his energy-momentum vector was no
longer conserved in the quantized case. If he had
done so, then he would still have been able to de-
rive the conserved energy-momentum vectors by
use of his rules (i)-(iii) (given earlier in this sec-
tion), and would have thereby been able to dis-
cover the nonuniqueness. However, he would not
have been able to derive such general consistency
conditions as (4.41).

The fact that the noncanonical quantization made
g -number variations necessary implies the follow-
ing observation: The assumption that c-number
variations are applicable even in the quantized
case? restricts the quantization essentially to a
canonical one.!®

In connection with point (v) above, a fundamental
problem has arisen: Does there exist any consis-
tent quantum nonlocal, nonlinear field theory of
the kind considered in this paper? This may be
reduced to the question: What does the fulfillment
of consistency conditions like (4.41) really require?
The answer might be somewhere between not much
more than CPT -invariance (weak locality) to com-
pletely unreasonable requirements. In order to in-
vestigate this, one has to know much more about
the complete commutators between the field opera-
tors. Therefore, one must in turn develop a con-
venient calculational tool for this purpose. Maybe
generalized retarded products ® will do here?

To the author, the above problem is the only
really serious one and therefore the most impor-
tant problem in quantum nonlocal field theory.
Another problem is convergence. Here it is the
Lorentz invariance of the form function that causes
the difficulties; the form function must be different
from zero on an infinite domain of space-time.
However, form functions fulfilling the macro-
causality conditions ®!° yield Lagrangian densities,
etc., which are smeared effectively only over a
finite domain of space-time. Now, Bloch %3 has
given a sufficient condition for convergence which
is reconcilable with these macrocausality condi-
tions. Furthermore, there seem to exist form

functions not fulfilling this condition which give
convergence and macrocausality. Thus, in contra-
distinction to local field theory, most of the ex-
pressions presented in this paper can be given a
mathematically well-defined meaning, even if the
convergence problem needs further investigation.

A third problem is the initial-value problem;
does it give the same answer as for free fields?
Pauli” believed so if the form function belongs to
his normal class. (See also Ref. 20.) However,
Taniuti®! requires stronger conditions here.

Further properties of quantum nonlocal field
theories are displayed in Ref. 22.

Note added: The relation (4.38) can be proved
up to all orders as follows: Express the in-fields
in terms of the interaction fields by use of (4.1)-
(4.3), then put these expressions into PY(in). After
some simple manipulations one arrives at P?.
Thereby it is proved that (4.43) yields PY(in)
#P}(out) and that (4.42) is a necessary condition
for the existence of a unitary S operator. [Also
the full hypothesis at (4.38) as well as the relations
(4.17) can in fact be proved.]
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APPENDIX A: THE ACTION PRINCIPLE
FOR HIGHER -ORDER LAGRANGIANS 23

Let £%(x) be a local Lagrangian containing field
operators and derivatives of field operators up to
at most Nth order. If N =22, one calls such La-
grangians higher-order Lagrangians.

The application of Schwinger’s action principle*
to Lagrangians of the above type offers no new
problems. The operator principle of stationary
action has the usual form. Introduce the action
integral

(o]
Wéf”:f 20Z“9c¢,\2’,""’(9c), A1)
%1

where 0, and 0, are two spacelike surfaces, serv-
ing as covariant generalizations of time, such that
o, is “earlier” than 0,. The action principle is
then

Gwz({” =F[01] - F[Uz] s “a2)

where 0 is a small variation generated by the in-
finitesimal Hermitian operator F[o], whose asso-
ciated unitary operator is U =e’F.

Consider first a functional variation 6, of the ac-
tion functional Wi, ‘i.e., 6 Wi = f;lz d*x 8,8 (x).
The action principle (A2) gives then
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(1) the equations of motion
3£(N)
9p®

and

(2) the infinitesimal generator

-8,m2=0, @A3)

Ho=- | do, 2 RO, veeB, 6%, (A4)

where we have introduced the following useful
quantities:

N-s

3 9L
(AN DEC VENEREE £

n cee eoe CI
iaavl 3vs8u1 Buiqb

N (A5)

which are totally symmetric in the indices v, as
9L /08, ++ 8, 0%, s<N, has to be symmetric in
v, . Furthermore, they satisfy the following N
identities:

s=0,1,...

3£(N)
gV Vsme = 5 g VV1cttUs
a 331;1"‘3,/3‘1’“ via ’
s=1,...,N=-1
3£(N)
gl N O (AG)
o aau1...3vN¢.<1

Note that the equation of motion (A3) may be writ-
ten

£()

ﬂa—oorz( 3)13(3 )i 3 (A7)

where (8”)‘ S0, .., 0,

If the functional variation 8, is a symmetry of
the action, (5,W &’ =0), then the generator F[o] is
o-independent (independent of the spacelike surface
0). o independence [6F0/50(x)=0] in turn implies
that the infinitesimal current

N-1
X)= =33 TS B, ...avi¢a

i=0

is locally conserved, i.e., 8, j"(x)=0.

If two Lagrangians £ and £’ differ by a four-
divergence (£'—-£ =8 A"), then the action principle
implies that they give rise to identical equations
of motion. However, they do not give the same
locally conserved quantities.

Consider now coordinate variations D, (varia-
tions induced by infinitesimal coordinate trans-
formations T'). For convenience we consider only
the coordinate variation Dy induced by an infini-
tesimal Poincaré transformation @, 0x,=€,+€,,x°.

D¢ consists of two parts, a surface variation By
and a functional variation 6. The surface varia-
tion By of the action is given by

BeW i = <f —f )dcuéx%”’”(x). (A8)
02 Oy

The induced functional variation d¢ of the field
operators is defined by either

6pp%(x) ="9%x) — ¢*(x), A9)
where '¢%(x) is the field dragged along by @, or
8 ep*(x) =% (x) =" ¢%(x), (A10)

where "'¢$%(x) is the field dragged along by ¢!
(infinitesimal differences). Both (A9) and (A10)
give

8 pp*(x) = —0x,24p%(x) +3€, ZF $P(x), (a11)
where Zhi comes from the infinitesimal Lorentz
transformation matrix, which is given by

1
Sag@) =044 +3€, 2k (A =8uw+e).

The generator of the infinitesimal Poincaré
transformation is known to be (by choosing a cer-
tain sign convention)

Flo]=¢,P*[0] +3€,,J*]0] , a12)

where P! is the energy-momentum operator (gen-
erator of translations) and J*” is the angular mo-
mentum operator (generator of Lorentz trans-
formations). Thus 8¢ is also given by dpd*

=i[¢% F{o]].
The action principle, DW &’ = (Bp +6 )W V)
=F[o,] - F[o,], gives now

Flo]= Jdc <£‘”’6x“+2 mEI D, o0 B q>>

(A13)

Identification of (A12) with (A13) using (A11), gen-
eralized in an obvious manner, yields

P[o]- [ do,TE,

° (A14)
790) = [ do,pe,

g

where T¥” is the canonical energy-momentum ten-
sor given by

.___£(N ull+z—>.npv1-- ”18"3 .,_awqba (A15)

i=0

and M4 is the corresponding angular momentum
tensor, given by

MWEP = xP THY _ xVTHP

_Eﬂuvl'"wzvpu;"-ua ...am¢5, (A16)

Brieeey,
izo v

If the action functional is Poincaré-invariant,
e., D¢W,, =0, then the generators of Poincaré
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transformations, P! and J*Y, are o-independent or
constants of the motion. One then says that @ is a
symmetry transformation.

Introducing the quantity

N-1
Apy =13 Avyseev eaep; VU e U ALy oee
PRS0 B e Y

+,”uu1- v; Evkgi::.gi) 9 see 3ui¢6
(A17)

and assuming that ﬂ,d cuau(éxp fFP) =0 (which holds
if f“""éxp approaches zero with sufficient rapidity
at infinitely remote points on ¢), one may define
a symmetric energy-momentum tensor by

TV =TH 48, fAW. (A18)

The index B denotes the fact that (A18) is some-
times called the Belinfante energy-momentum ten-
sor.

The corresponding angular momentum tensor is
given by

MUV = xPTHY VT P (A19)

Note that 9, T'’=0 implies 8, M? =T’ -T3 . Thus
if 8, M* =0, then T%’ is symmetric. Note that the
ordinary local case N =1 is in¢luded in all the de-
rived formulas.

Finally one should perhaps mention some of the
important properties of theories constructed out
of higher-order Lagrangians. Quantization offers
no problems.2®* One treats ¢ (x), ..., 6)¥¢ x)

(6=n¥d, is the normal derivative, the covariant
generalization of the time derivative) as indepen-
dent variables, i.e., they commute. The corre-

sponding canonical momenta are given by

N~-1

1;(1+1)(x)=2

i=

(_1)i+t(ll>(nv)t(5]}):'4"“.”;11/1.-.1/,- ),
1=0,...,N -1 where 3,=8,-n,3 (the tangential
derivative) and 7#Y1°°°% (x) are given by (A5).
There is in fact only one main difficulty and that
is that the total energy is indefinite. The usual
remedy for this is to introduce indefinite-metric
states. States with negative norm are then con-
sidered unphysical and projected out from the
final result. The motivation for such theories is
the fact that they may provide convergence (cf.
Pauli-Villars regularization method). Note though
that the theory is local up to the final step, that of
projecting out the unphysical states, but after the
final step the theory is equivalent to a nonlocal
theory.?*

One can also see the equivalence between higher-
order Lagrangian theories and nonlocal theories
more directly by just studying the equations of mo-
tion in p space.® The resulting equations will then
be of the type (1.5), which here, however, are not
derivable from an action functional. The resulting
form function does, furthermore, not belong to
Pauli’s 7 normal class, and is therefore not satis-
factory. See also Ref. 20.

APPENDIX B:

In this appendix we shall treat the case when the nonlocal Lagrangian density contains derivatives of the
field operators. This will essentially complete the derivations in Sec. ITA.
Instead of a Lagrangian of the type (2.14), we shall consider the following one:

£0)= [ f e, £)0,0% 6 +)

= [ase s, g)?; 2, &0 gangy)

(B1)

where as before f£(x, £) contains the form function and the other fields involved. (2.2) gives now

- 0L
2 (B2 55y =

i=0

~[aro, -t ).

The infinitesimal current density is

LCESHNENE B O )

$=0 i=0

=0 [t e (-80) 7k (s, £)0,(60)°6% () + 5 (<80 £, £)EHD(E0)712,0%(r)

§=0 i=0

—i(=£8) 710, fl(x, £)E45,(£8)°p%(x)] . (B3)

The divergence of j*(x) is given by
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2,010 == [ A7 (5, £)0,0,6° +8) = [d'E 0, 71 (x ~ &, £)0,9%(0), (B4)

which one may easily show by use of (B3). j*(x) can also be written in terms of the functions (2.20) and

(2.28):

0=~ [ [areawlp e -v, 50 f w0 -1E, £)0,9%( 15

E) +3E4 (D (x =, §8) FL (O = 3£, £)9,0,0%(x" +5E)
=D (x =x', $£)0, fU(x' = 3£, £)0,0%(c " +5£)
+D(x =", 5E)0,(FL (6" =3 £, £)5,0%(x" +3E)]} .

(B5)
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