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It is known that conformal invariance, with anomalous dimensions, determines the 2- and
3-point functions in relativistic quantum field theory up to some constants. It is then natural
to use these to construct the skeleton-graph expansion of the general n-point Green function.
We demonstrate that this leads to well-defined conformal-invariant expressions, for non-
excdptional external momenta, given by ordinary convergent (Riemann) integrals, This also
applies to the integrals in the Schwinger-Dyson equation for the 2- and 3-point functions.
These results support in particular conjectures recently advanced by Migdal —including self-
consistency of conformal invariance. All results are derived for (pseudo-) scalar Yukawa
theory.

I. INTRODUCTION

Wilson's suggestion" that infinite wave-func-
tion renormalization may lead to fields of anoma-
lous dimensions opens the way to construct a non-
trivial conformal-invariant3 ~ field theory. More
precisely one can write down' the most general
2- and 3-point functions invariant under infinitesi-
mal conformal transformations which satisfy the
correct locality and analyticity properties in co-
ordinate space and yositivity constraints that fol-
low from the general principles of relativistic
quantum field theory. They do not coincide with
the corresponding functions for a free field (if
dimensions are anomalous). It is then natural to
attempt to use these simple conformal-invariant
expressions for the "dressed" propagators and
vertex functions in the skeleton-graph expansion
of the general n-point function (n & 4). (These
skeleton-graph expansions may be considered as
iterative solutions of integral equations for Green
functions in Lagrangian field theory. ') The pur-
pose of the present paper is to prove that such a
skeleton theory is free from ultraviolet diver-
gences. All Green functions are given by ordinary
convergent integrals, for nonexceptional external
momenta. ' We consider scalar or yseudoscalar
(ps) Yukawa theory as a model of hadronic inter-
actions. Strict chiral invariance (without spon-
taneous breaking) may also be imposed if desired.
Quantum electrodynamics is essentially different,
however, ' and is not covered here.

We emphasize that our result should not be
viewed as an exercise in constructive quantum
field theory (QFT) only. The conformal-invariant
zero-mass theory is expected to reproduce cor-
rectly the real short-distance behavio~ of pro-
ducts of fields and currents in the presence of
strong interactions. ' Indeed, recently Symanzik
showed ' "that the small-x behavior of the c-
number coefficients in Wilson's operator-product
expansions are determined by properties of cer-
tain zero-mass theories. Some of these coef-
ficients are measurable by electron-positron
annihilation" or deep-inelastic lepton-hadron
scattering. '3 Before going to concrete applications,
we must of course include currents in our con-
siderations. This problem will be reserved for a
later publication. '~

For consistency one must also analyze the (re-
maining) integral equations which are normally
used '""for determination of the 2- and 3-point
functions. A relevant discussion was recently
given by Migdal" for the 3-point function, and by
Parisi and Peliti for the 2-point function. " This
work will be reviewed in Sec. IV in the light of
our results. As a consequence of these integral
equations, one obtains three (algebraic) equations
for the three parameters g, d, andd'. Assuming
that this system of equations is nondegenerate,
the theory will not contain any dimensionless-free
parameter.

This is in agreement with what one expects on
the basis of the Callan-Symanzik analysis of short-
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distance behavior in renormalizable Lagrangian
QFT. In particular, Symanzik has shown9 for the
example of y theory that its Gell-Mann-Low-
limit theory" —which is expected to be conformal-
invariant on the basis of Schroer's result"—
contains no dimensionless-free parameter if it
exists at all. Accordingly one may look upon the
present approach as an attempt to construct di-
rectly the Gell-Mann-Low large-momentum
asymptote of a massive theory (Sec. IV C).

The material of the present paper is organized
as follows. First, we give the most general con-
formal-invariant expressions for the 2- and 3-
point functions (Sec. II). The derivation of these
expressions based on the manifestly conformal-
covariant six-dimensional formalism'~ (Appendix
A) is given in Appendix B. In Sec. IlI we demon-
strate the absence of ultraviolet divergences for
dimensions of mass 1&d &3, —,'&d'&

& of the
"meson" and "nucleon" field, respectively, and
also absence of infrared divergences of the "cat-
astrophic kind. ""'" To save labor the analysis
is first performed in the presence of an infrared
cutoff (a mass-type parameter) (Sec. III A).
Subsequently, it is shown that the infrared cutoff
can be removed for nonexceptional external mo-
menta (Sec. III B), and that the limit thus ob-
tained is conformal-invariant (Sec. III C). The
yroof of conformal invariance is based on re-
writing the generalized Feynman rules for the
skeleton graphs in a manifestly conformal-in-
variant form. Section IV is concerned with the
integral equations for the 2- and 3-point functions.
It is also shown that y, invariance, which implies
vanishing of the coupling constant of one of the
two possible conformal-invariant vertex functions,
can be postulated without violating the bootstrap
condition. Ayyendix C contains the proof of the
fundamental covariance lemma which is used in
Sec. III C.

In this section we write down and discuss the gen-
eral expression for the invariant 2- and 3-point
functions in the case of interacting spinor and
(pseudo-) scalar fields. They are derived in Ap-
pendix B by the manifestly covariant technique of
Appendix A. They can all be written as (products
of) generalized Feynman propagators in the sense
of Speer, "with specified exponents 5. We shall
use the following notation for these later:

z', (x) =i(4v)-'r(6)(--,'x2+ao)-',

S~(x) =if', q „,(x), }(=r
(2.4a)

Similarly, as a prototype for Wightman functions
we define

[g (x), K„]= i (2 d ~x„+2x„x„s"—x28„-2ix"s„„)g (x) .
(2 2)

Here s„„=4i[r„,r„] for a Dirac field, and s„„=0
for a syinless field.

Unlike the global conformal transformations,
these infinitesimal rules are wen defined for a
field in Minkowski space, and do not violate the
causal order- of events. ' The nonexistence of
global unitary transformations corresponding to
the infinitesimal law (2.2) (except" for the trivial
case of a free zero-mass field) indicates that the
operators K„, though formally Hermitian, are
not self-ad joint (cf. Ref. 26).

Henceforth the dimension of mass d
&

of the
(pseudo-) scalar "meson" field will be denoted by
d, and the dimension of the spin-& "nucleon" field
by d'. [Note that dimension of length I& = -d

&

(rather than d&) is used in some papers, 3 and
others (see Ferrara et al., Ref. 12) use l& for the
dimension of mass. ] We shall also assume that
our theory is invariant under space reQection as
well as under the r, transformation (r,' = -1)

g(x)-r, g( )x, g(x)-4(x)r„4(x)- -4 (x).

II. CONFORMAL-INVARIANT PROPAGATORS AND

VERTEX FUNCTIONS: THE POSITIVITY
CONSTRAINT

b, 't;(x) =i (4v) 'I'(5)(=,'x'+iOx )~ 0. (2.4b)

U(p)y(x)U-'(p) = P&s(px), p» (2.1)

and under infinitesimal special conformal trans-
formations as

U(e)g(x)U '(e) =g(x) -ie&[g(x), A"„] (e&-0),

where

We consider Poincare-covariant quantum fields
g(x) transforming under dilatations x- px accord-
ing to the law

A. The 2-Point Function in Coordinate and Momentum Space

(O~T($ (x}Q*(0))~0)= -16'(x),

(OjT(p(x)g(0))~0) = -iS~.(x),

with the right-hand side defined by Eq. (2.4a).

(2.4c)

The general form of the conformal-invariant 2-
point functions is derived in Appendix B. It is .

found that the dressed propagators for a (pseudo-)
scalar field P of dimension d and for a spinor
fieM P of dimension d' are given by
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Similarly, the Wightman functions,

(0~$ (x)$*(0)~0) = -ib '(x),

(0~(1) (X)(I) (0)i 0) = iS-4, (x) —=gb, „', ,p~(x) . (2.4d)

for the 2-point functions ~

I'(d —1) J, -p'-'0 ' (2.10)

The distributions A', and a,' are (different)
boundary values of the same analytic function
iE(z) holomorphic in the extended tube"

&=(z~(-4~a'xs) 0] .
This domian includes the Euclidean region in
which x, is pure imaginary (xo = i x4, x 4 0). The
Fourier transform of 6' is most easily evaluated
by performing the Wick rotation to Euclidean x
and P:

a;(ip„p) = Jd'xe"*a;(x)

'+
dx4d'xe '& "Eix4, x

a,'(p)=,8(p') d7 7" '6(7-p'), (2.11)
&0

s4. (p) —r
&d'-5/2

d
V -p2-i0 (2.12)

dr ~~f (7')

exhibit a continuous mass spectrum from 0 to .
These representations also give us the range of
dimensions d and d' for which the positivity con-
dition for the 2-point function is fulfilled. The re-
quirement is that the spectral function in the
:KKllen-Lehmann representation be positive. The
distribution 7, is positive on the space of fast
decreasing test functions f (~) if the integral

whence

=r(2-d)ljl'" " (2.5)
Jo

is convergent at the origin. This demands X&-1,
or

3.;(p) = I'(2 -d)(-p'-i0)' '.
Here

pxpx+p4x4(p()zp4))~p~p+p4

(2.5') (2.13)

The canonical values d =1, d'=
& are also com-

patible with the positivity requirement since"

In evaluating the right-hand side of the first equa-
tion (2.5), we made use of the known Fourier
transform of the distribution x~ in Euclidean
space (cf. Ref. 29, Chap. 4). For the Fourier
transform of the Wightman function we obtain

Z'„(P) =i d4xe' PF(x, -i0, x)
J

lim
(

1)v'+ =&(&). (2.14)

However, they enforce a free-field theory. ""
Knowledge of the Fourier transforms allows us

to write down the explicit expressions for the in-
verse propagators defined by

=
r(d 1)8(p')(p')+ ', (2.6) (2.15)

r(A. )1"(1 —1)sin))A. =7) .
Using (2.5') and (2.6) we also find the 2-point func-
tions for a Dirac field in momentum space,

s„', (p) = r(-,' -d') p'(-p2 io)' (2.6)

s„,(p, =- (,— ., 88(p')(p')"-"'. (2.9)

The right-hand side of Eqs. (2.5') and (2.9) looks
at first sight like modified zero-mass propagators.
However, the KKllen-Lehmann representation '

where v. ~ =8(7')T~ (cf. Ref. 29). To derive (2.6)
one uses the identities

a„'(x) =iE(x, -i0, x)
= e(x )a'(x) —8 (-x )Z.'(-x)0 d 0 d

(2.7)
(Q+i0)~ —(Q-i0)" =2i sin)I%. Q~ [Q~=8(—Q)~Qi~],

We obtain

4 ( 2 $0)2-d
[gc (x)]-1 p p e -ipx

(2w)4 I"(2 -d)
ir(4-d)(--4'x2+i0)4 4

(4m)'r(d —2)I'(2 -d)

gC
r(d —2)r(2 -d)
1= —(2 -d) sin)I'db, 4 4(x),

[Sc (x)]-x
'p P(-p -40)

(2II)4 I"(-; -d')

SC
-1

I'(-,' -d')1"(d'- -')

cos)l'd ~
( )r

(2.16)

(2.17)
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B. The 3-Point Function

Let us consider now as a model of hadronic in-
teractions the conformal- and y, -invariant inter-
action of pseudoscalar mesons (or gluons) with
spin=,' nucleons (or quarks). The general form

of the invariant 3-point function for this case is
derived in Appendix B.

We shall later need in particular the vertex
function I'(x; y, y) which is obtained from the time-
ordered Green function by full-propagator ampu-
tation, viz. ,

r(x;y, y) =-z
I

d4x'd'y'd'y'[n, ', (x-x')] '[S~ (y -y')] ~(O~T(p(x)g(y)g(y))~0)[S;. (y -y')] '. (2.18a)

It was determined in Appendix 8 as

r(xi y, y) =gr(4-Z6;) 'S', (y -x)

xy,S q, (x -y)n', ~(y -y),
with

5~=52=2 —~d, 53= 2+~d -d'.

(2.18b)

(2.18c)

5, are given by Eq. (2.18c); 7, are the 2 x.2 iso-
spin matrices, and I is the 2x 2 unit matrix.

These expressions can be graphically repre-
sented by an ("infraparticle") triangular diagram
(see Fig. 2 below). A simple application of the
results of Weinberg" and Speer" proves that the
expressions in the right-hand side of Eqs. (2.18b)
and (2.18d} are well-defined distributions (cf.
Sec. III below).

Note finally that the coupling constant g is a
dimensionless number if we adopt the "noncanoni-
cal" normalization convention described by
Wilson. '

The notation was explained in Eq. (2.4a), and we

have chosen a normalization factor according to
convenience.

The inclusion of internal symmetries is obvious.
For instance, in the chiral SU(2)&&SU(2)-invariant
o model34 the 2-point functions will be diagonal
with respect to the internal-symmetry indices,
while the vertex function has to be replaced by
the SU(2)& SU(2) 4-vector r~ whose components
are 8&&8 matrices

r&(x;y, y) =sr(4-»;) 'S& (y x)~&r, -
XS' (x-y)&' (y -y) for j=1,2, 8

and (2.18d)

r,(x;y, y) =gr(4-Z6, )-'S;,(y -x)1
xS; (x-y)b. ~, (y -y).

they allow the general time-ordered n-point Green
function (n ~4) to be computed in terms of the
"dressed" propagators and the "dressed" 3-point
vertex function. For instance, the elastic meson-
scattering amplitude would then be given by an
infinite series of terms, the first of which are
presented in Fig. 1. In a skeleton graph G, each
line stands for a "dressed" propagator, and each
vertex for a "dressed" vertex function. There
are no proper subgraphs which are self-energy
insertions or vertex corrections. It will, how-
ever, be necessary to consider graphs G, where
the u hole graph has three external legs. Contri-
butions of such graphs occur in the integral equa-
tion for the 8-point function (see Sec. IV).

We shall postulate that these skeleton-graph ex-
pansions hold for the conformal-invariant theory
to be constructed here. ' The purpose of the pres-
ent chapter is to show that in this way well-defined
conformal-invariant expressions are obtained for
the n-point Green function (n ~ 8, see above}
which are free from ultraviolet divergences. In
other words, the contribution from any skeleton
graph is given by an ordinary convergent integral,
if we use the result of Sec. II for dressed propa-
gators and vertex functions, with anomalous di-
mensions obeying the inequalities (& means less
than and not equal to)

—,'&d'& —,', 1&d&8 (d g2).

A. Absence of Ultraviolet Divergences

In order to save labor we shall first investigate
the problem of ultraviolet divergences in the
presence of an infrared cutoff. This permits
known results" to be used. Subsequently we shall
show that the infrared cutoff may be removed for
nonexceptional external momenta, and that the

III. CONSTRUCTION OF THE n -POINT AMPLITUDE
+

Y crossed
I + + F 0 '+ te I ms

In Lagrangian field theory one derives skeleton-
graph expansions for the n-point Green function
(see, e.g., Ref. 6). In the simplest case —which
applies whenever this leads to finite results—

FIG. 1. Skeleton graph expansion for the mesonic
4-point function.



1768 G. MAC K AND I. T. TODQROV

3
g1

FIG. 2. Triangular representation of the dressed
vertex. The coupling constant g& =gl" (d' +2 d —2)

result obtained in this way is conformal-invariant.
Let us define the infrared-cutoff generalized

Feynman propagators by

S'„,(P;m) =F(A.„)Z"(P)(-P'+m'-ic) ~&,

m'& 0, e & 0, (3.2)

where Z~(p) is, in general, a homogeneous matrix-

FIG. 3. The simplest skeleton graph occurring in the
vertex bootstrap (Fig. 10) and associated Migdal graph.

valued polynomial of p. In the end we shall let
~ -0, m-0. The limit e -0 will, as usual, pre-
sent no problem as long as m& 0. The removal of
the infrared cutoff m- 0 will, however, need care-
ful investigation (Sec. III B).

The Fourier transform of (3.2} is, for e =+0,

(x;m) =i2 ~"Z"(is)mm ~&( x+-i0) ' ~"' K2 &pm(-x +i0) '] =constZ"(is)(-x +i0) ~&

p 5z„=-d +-„

(b)—

+ t

(3.4)

The conformal-invariant dressed propagators
found in Sec. II can be represented by the undotted
lines in this notation. The expression for the ver-
tex function is shown in Fig. 2.

This observation allows us to write the contri-
bution of any given ske1eton grayh G, to some n-

We see that in the limit m- 0 the b, '„,(x, m) go over
into the expressions denoted by a~„(x}and S ~„(x),
respectively, in (2.4a). Therefore both dressed
propagators, defined by Eq. (2.4c) as well as the
dressed vertex, Eq. (2.18) can be expressed in
terms of such generalized Feynman propagators
(3.3) in the limit e - 0, m- 0.

Let us use a graphical notation. A line stands
for a generalized Feynman propagator as defined
in Eq. (3.2) above, with Z"(p) = 1 for a dashed line,
and Z"(p) =p for a solid line. Lines will be labeled
by h, and the value of A.„will be indicated by dots
as follows:

with 5„=2 —A.„. (3.3)
I

point function (see Fig. 1 or Fig. 11 below) in the
form of a generalized Feynman integral in the
sense of Speer. '7 For instance, the simplest graph
occurring on the right-hand side of Migdal's
"bootstrap" equation (Fig. 10 below) is presented
in Fig. 3.

Thus to every skeleton grayh G, we may assign
a (generalized) Feynman graph G by substituting
Fig. 2 for the dressed vertex function. This graph
G wiQ henceforth be referred to as the Migdal
graph associated with skeleton graph G, . Migdal
graphs can be characterized by the following re-
quirements:

(i) They can be obtained from a primitive
(skeleton -) graph by substitution of Fig. 2.

(ii) Therefore, there are no self-energy sub-
grayhs.

(iii) And with the exception of the whole uncut
graphs on the right-hand side of Migdal's boot-
strap equation (Fig. 10}there are no vertex sub-
graphs except those of Fig. 2.
The set of all graphs satisfying (i), (ii), and (iii)
will be denoted by Sl". The contribution of a given
skeleton graph G, to some amputated time-ordered
n-point function E~(p) (p =p, .p„, n& 3) in mo-
mentum space may be written in the general form:

E~(p) =lim E~(p;m), (3.5)

E~(p, m)(2m)~& Q p, =lim ~ [d4x, expiQp, . x,. a'„, (x,„-x~;m) .
a a~+0 acg(a&

(3.6)

Here 2(G) is the set of all (internal) lines A'. of the Migdal graph G H SF. Vertices in graph G are
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labeled by i; g,„, means a sum over external
vertices (i.e., with external lines attached); i„
and f„are initial and final vertex of line h in G.
To every vertex i in G there is assigned a vari-
able of integration x,.~ R~. Traces for internal
fermion loops (loops of solid lines} are under-
stood. The parameters A.„ in definition (8.2) of
generalized Feynman propagators 6'h are chosen
according to prescription (3.4); they depend on
the dimensions d and d' of "meson" and "nucleon"
field.

The convergence properties and singularities
qua analytic functions of X„of generalized Feyn-
man amplitudes (3.6) have been investigated by
Speer." The result is that singularities are con-
centrated on hypersurfaces

and the generalized Feynman amplitude exists as
an ordinary convergent integral (after extraction
of energy-momentum-conserving 5 function} if

h~g (H)
(S.S)

for aQ one-particle irreducible subgraphs H of G
(exclusive of subgraphs with one vertex and no
line). 2(H) is the set of lines of the subgraph H
of G; p, is the "canonical superficial degree of
divergence" of the graph H, viz. ,

L, =4-&-&&,3 (8.10)

B being the number of external boson lines and E
the number of external fermion lines of H. We
shall show that conditions (3.1) guarantee that in-
equality (8.8) is fulfilled. This will then prove the
convergence of the generalized Feynman integral
(3.6}. Existence of the limit e -0 has been shown
by Speer.2' It must be emphasized that the result
(S.V), (3.8),is valid oily when m&0. The limit

nz -0 will be studied in Sec. III 8.
First we observe the relation

(3.11)

where summation is over the three lines h incident

,(H) = 2L(H, ) -4(n (H) —11+ Q r„. (3.9)
hg 2 (H)

Here I,(fI} and n(H) are the number of lines and
vertices of the Feynman graph H, respectively,
and r„is the degree of Z" in (3.2}, i.e., 0 or 1 for
solid and dashed lines, respectively. Finally [x]
is, as usual, the largest integer &x.

Since we only deal with Yukawa-type vertices,
it can be shown in the usual way' that p, may also
be written in the form

(B)

FIG. 4. Subgraphs with p,,~ 0 and undotted external
lines.

at any vertex i of the Migdal graph G. This is
verified by explicit computation from (3.4). This
"conservation of dimension" is a consequence of
conformal symmetry. 37

As a result of this, inequality (8.8) may be
written in the equivalent form

ext
(3.12)

min(n, k)+-,'(y+3~)+b & 4. (3.13)

To verify this we note that pairs of dotted ex-
ternal lines of H must be imbedded in G in one of
the foQowing ways:

Two dotted external boson lines of H can be
connected in G, i.e., they form the two ends of
one and the same line in G. In an analogous man-
ner, two dotted external fermion lines of H may
be connected in G. Then there is the possibility
that a dotted fermion line is linked with a dotted
boson line to a vertex with incident undotted fer-

where summation is over the external lines at-
tached to subgraph H.

Thus we have managed to reduce the problem to
one of enumeration of all possible configurations
of external lines for graphs H which can occur as
one-particle irreducible subgraphs of a Migdal
graph G. They will be termed "admissible"
graphs.

The two diagrams presented in Fig. 4 are the
only admissible graphs with undotted external
lines for which p,,& 0. In both cases actually
p, =0. It follows from (3.1) and (3.4) that X„-1&0
for undotted external lines, so that the left-hand
side of (3.12) is positive. This implies the validity
of (3.12) for all admissible graphs H with undotted
external lines only.

Going to the general Case, we observe that a
subgraph H with some dotted external lines can
only be obtained by cutting (among others} an in-
ternal line of a dressed vertex I' in the skeleton
graph G, . Hence dotted external lines of H only
appear in pairs. Let the set E of external lines
of an admissible graph H consist of k dotted fer-
mion lines, n dotted boson lines, I( undotted fer-
mion lines, and b undotted boson lines, n+k and
~+0 being even numbers. A necessary condition
that H can occur as a one-particle irreducible
subgraph of a Migdal graph G is given by the fol-
lowing inequality on the number of external lines:
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mion line not in II. Finally, a, pair of dotted fer-
mion lines may be linked at a vertex of G with an
incident undotted boson line not in H. In this
listing we made use of the one-particle irreduci-
bility of H. This excludes subgraphs as shown,
e.g., in Fig. 5.

In this way every subgraph H ean be imbedded
in a minimal larger subgraph II'& G with only un-
dotted external lines. Inequality (3.13) then fol-
lows by noting that for II' the inequality ~I' +B~ 4
will hold, because a skeleton graph has no proper
2- or 3-point subgraphs. (Three-boson vertex
parts are absent because of y, invariance. In-
deed every such graph would involve a fermion
loop with an odd number of lines, and hence the
trace of an odd number of y matrices which is
zero. )

To fill in the details, let us write B=b+B,
E=a +E, where B (E) is the number of boson
(fermion) lines which are external lines of H' but
not of H. To make up one E line we link at a
vertex one dotted fermion line and one dotted
boson line. Consequently, E ~ min(n, k). Let us
next look at the balance of external dotted fermion
lines of H. We need one of them to make an I"

line, and two to make a B line. Therefore, —,'E
+B & &k. Combining these inequalities we get

g, + g (A.„—1) = (4 —b —m ——2z ——,'k)
ext

+b(1 - d) +n(d'-~g)

+[m -k --,'(k -n)(1 -d)]+~(2-d')

&0, (3.14)

~ /
/

etc.

FIG. 5. One-particle reducible graphs.

=2z+b+E +(—,E+B)
~ —,'z+b+ min(n, k) +—,'k,

which proves (3.13). Putting the result in another
way, we have shown that if condition (3.13) is
violated, then the completed graph H' will have
no more than two external lines (provided it is
one-particle-irreducible and nonzero). All such
graphs are excluded from our set SI'. Some ex-
alllples of 1mbedding gl'aplls vlolatlllg (3.13) 111

self-energy graphs are shown on Fig. 6.
Let then the condition (3.13) be satisfied. Ta.king

into account (3.4) we see that the convergence
condition (3.12) is verified if

h /
/

/ ~

h ~

FIG. 6. Imbedding in self-energy graphs.

because of (3.1). The possibility that each term
on the right-hand side of (3.14) is zero is readily
disposed of by noting that this would require
b =n =z =0 and k =~.

We have thus proven that the contribution of any
skeleton graph to an arbitrary n-point Green func-
tion (n ~ 4), and also to the right-hand side of
Migdal bootstrap equation (Fig. 10) below (n = 3)
is given by an ordinary convergent generalized
Feynman integral, in the presence of an infrared
cutoff m &0.

This result is not obvious. First, canonical
perturbation theory does involve divergent skele-
ton diagrams with four external meson lines (an
infinite AP~ counterterm is needed in that case).
Also, the right-hand side in Fig. 10 below would
not be finite in canonical perturbation theory,
since it involves graphs with p.,=0. Second, it
should be noted tha, t the dimensions d, d' enter in-
to expressions (3.4) for A.„sometimes with posi-
tive and sometimes with negative sign. [This is
one reason why we had to restrict our discussion
to dimensions in the range (3.1).] Therefore,
there exist subgraphs H for which P (A.„—1) is in-
dependent of dimensions d, d'. If subgraphs of
this variety existed which were "superficially
divergent, " then no anomalous dimensions could
ever help us to avoid divergences.

Generally speaking, what happens is this:
Propagators in a theory with anomalous dimen-
sions are more singular than free ones, but ver-
tex functions are less singular (in some sense),

where

m= min(n, k)

(n+k —In -kI).
But inequality (3.14) is indeed fulfilled if field

dimensions lie in the range (3.1), since each of
the terms in parentheses in (3.14) is then negative
semi-definite. In particular,

m —k -~ (k -n)(l -d) =~[(n -k)(2 -d) —In -kI]
--'In -kl(12-dl-1)
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and the better behavior of the vertex functions
more than compensates the stronger singularity
of the propagators. The theory is therefore more
convergent in the ultraviolet region than canonical
perturbation theory.

The same remark may be phrased in another
way. Skeleton graph amplitudes can also be con-
structed from nonamputated 3-point functions and
inverse propagators. The nonamputated 3-point
functions (v functions) are more singular here than
in perturbation theory, but the improved behavior
of the inverse propagators at large momentum p
more than compensates this.

B. Removal of Infrared Cutoff

Let us consider the infrared cutoff amplitude
E~(p, m) defined by Eq. (3.6), whose existence
was shown in the last section. For dimensional
reasons,

&~(p, "p.; p 'm)= p "F,(Ip, "pp. :m)

{' Z+)) C )
h

(3.19)

E~(pp, ~ ~ pp„;m)- p "logsp as p-~ (3.20a)

with some unspecified P, and

where summation is over all lines h of the Migdal
graph G, and the operation Ah means that the
propagator for line h in the generalized Feynman
integral defining I'~ should be replaced by the
right-hand side of Eq. (3.18). Both amplitudes
F~(p, m) and b.„E~ are given by convergent inte-
grals which satisfy the hypotheses of Weinberg's
power-counting theorem'' [Convergence was
shown in Sec. IIIA for E~ and carries over to AI'~
because of (3.16).]

Weinberg 's power-counting theorem gives an
estimate for the behavior of the amplitudes
F~(pp, pp„;m) and n. „Fo(pp, pp„;m) as p-~.
In particular,

(3.15a) n =max'(H) .
H

(3.20b)

E~(p) =limE~(p~ p„;m)
m~0

= limp "E~(pp, ~ ~ pp„;m). (3.15b)

We have to show that the limit exists. To demon-
strate this we rely on power counting. (Similar
techniques were employed by Symanzik' for deal-
ing with more complicated problems. }

Let us define

v depends on dimensions d and d' (cf. Ref. 1). Its
actual value will not be needed in the following
argument (but comes out of it).

The desired amplitude is then formally given by

Here, I) (H) is the "dimensionality" of the sub-
graph II, and the maximum is to be taken over all
those subgraphs II of 6 whose set EH of external
lines includes all external lines of G. (For the
precise definition of a "subgraph" as used here
see Ref. 36.} 5)(H) is to be computed by power
counting: Each power (-q~) ~ in the integrand
contributes -2A., a factor g contributes 1, and
each integration d q contributes 4. If all ~h were
equal to unity (ordinary Feynman integrals) one
would have $(FI) = p.„, the canonical superficial
degree of divergence of II. In our more general
case it follows from the arguments described in
Sec. IIIA [compare Eq. (3.11)] that

8
-n.z, (p;m) = m —, Z, (p, m). (3.16) z)(H) = v,„+Q (A.„-1).

ext
(3.21)

Because of Eq. (3.15a) this is equivalent to

(3.1V)

From definition (3.2) one has the identities

m b~(q;m) =-2m'E'„(q;m)(-q'+m2-i0) '.
(3.16)

Consequently, the amplitude AI'~ may also be
represented by a sum of generalized Feynman in-
tegrals,

[Condition (3.12) for ultraviolet convergence then
reads &(tI) & 0 for all one-particle irreducible
subgraphs II. This is the well-known statement
of Dyson's power-counting theorem, ' which we
could have used in Sec. IIIA in place of Speer 's
results. ]

Equation (3.21) shows that u (H) depends only on
the configuration of external lines of H. We shall
now show that the maximum in (3.20b) is assumed
for H =G, viz. , a = D(G).

Let us denote the set of external lines of G and
II by E~ and EH, respectively; we must only con-
sider H such that E~ & E~, as explained after
(3.20b). It is also obvious that E~ E„is only pos-
sible for G =H. By Eqs. (3.4), (3.10), and (3.21),
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adding an extra line to E... increases the dimen-
sionality S( ~ ~ ) by -d', —,

' (d -4), and -d, d'
——,'d -2 for undotted and dotted fermion lines, and
undotted and dotted boson lines, respectively.
All of these expressions are negative-definite for
d, d' in the range (3.1). This proves that

p = (p~ p„) such that no partial sum Q'p, . van-
ishes. '"

C. Proof of Conformal Invariance; Manifestly Conformal-

Invariant Generalized Feynman Rules

u(FI)(u(G) if HxG, (3.22)

for subgraphs H as specified after Eq. (3.20b).
For the amplitudes A„E, Weinberg's yower-

counting theorem gives

o.' = max''(8') (3.23b)

with S' (H) = $(H) if H does not contain the line h,
and I)'(H) = &(H) —2 otherwise. The extra -2
comes from power counting because the right-
hand side of (3.18) involves -2 extra powers of q
compared to L;(q;m) itself. Since the whole graph
G contains every line h, it follows from (3.22)
that

This is true for every term in the sum (3.19);
consequently, EEa(pp, pp„; m) falls off faster
at large p than Ea(pp, ~ pp„; m) itself by some
power of p. It follows then from (3.1V) that
Ea(pp, m) becomes a homogeneous function of p
asymptotically at large p [viz., o. = v, P =0 in
(3.20a)]. Consequently, the limit (3.15b) exists
for nonexceptional external momenta p.

Nonexceptional momenta are defined to be those
for which Weinberg's power-counting theorem ap-
plies; this includes all Euclidean momenta

b, ,Ea(pp, .~ pp„.;m) p-1og8 p as p-~,
(3.23a)

where

It remains to investigate whether the Green func-
tions whose existence was proven in Secs. IIIA
and IIIB are indeed conformal-invariant. This is
especially important for the 3-point skeleton
graphs that occur on the right-hand side of Migdal's
bootstrap equation (4.5) below, for if conformal
invariance were violated, that equation could not
be solved by the conformal-invariant ansatz.

We consider n-point vertex functions in Euclide-
an space fx). They are obtained from the vertex
functions (i.e., full-propagator-amputated one-
"particle" -irreducible Green functions) in Min-
kowski space by analytic continuation x'-ix'=x4
(cf. Sec. IIA). Under this analytic continuation,
the homogeneous Lorentz group goes over into
SO(4), and the conformal group becomes SOD(5, 1).
We shall show that the vertex functions in Eu-
clidean space are invariant under finite SOD(5, 1)
transformations. This implies that the Green
functions qua analytic functions of the coordinates
are invariant under infinitesimal conformal trans-
formations. Thus they have the property of "weak
conformal invariance" in the sense of Hortaqsu,
Seiler, and Schroer, ' which is sufficient for all
our purposes.

Our proof will be based on rewriting the gen-
eralized Feynman rules for any skeleton graph in
a manifestly conformal-invariant form.

The amplitude

associated with some skeleton graph G, is the
Fourier transform of

(3.24)

where the product is over all dressed vertices v
and propagator lines E of the skeleton graph C„
n, ', and S~i of (2.24a) for boson and spinor lines,
respectively. Integration is over Euclidean space.
We know the integral exists if appropriately in-
terpreted, i.e., one should first smear with a test
function P(x, , ..., x„), or one whose Fourier
transformation vanishes at exc eytional momenta
if that were ever necessary. "

We use the Euclidean version of the projective
coordinates t' introduced in Appendix A, viz. ,
5 =(4'''t'),

t')' = ~x)' (p = 1, . .., 4),

(3.25)

where t') 0 and g., =diag(- ———,-+). We wiii
also make use of the six-dimensional Clifford al-
gebra of 8x8 matrices P, with defining property

(3 .26)
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We shall occasionally use the explicit matrix rep-
resentation given in Appendix A, with P4 = -iPO.
There is also a conformal yseudoscalar

p~ = -ipse p2 p~ p4 p4 p4 . (3.27)

q'= (0, . . . , 0, 1, 1) . (3.29)

As a result,

dg~ = d x xyK=1 (3.30)

The manifestly conformal-covariant form of the
n-point vertex function is a multispinor function
E,,.. . ; ($,~ &„) whose spinor indices run
through eight values each for every external fer-
mion line. Let G be the Migdal graph obtained
from the skeleton graph G, by substituting the in-
fraparticle representation Fig. 2 for the dressed
vertex. The corresponding amplitude Ea ($,. ~ ~ g„)
is constructed according to the following rules
[for (pseudoscalar) Yukawa theory]:

(i) For every vertex i of the Migdal graph G in-
clude a factor (,.P, and an extra factor P7 for ver-
tices with incident undotted yseudoscalar meson
line.

(ii) For every line h with initial (final) vertex
i„(f„)write down a stripped propagator

(4m) 'I'(6„)(2(~„g;„) '&, (3.31)

where 6„=d (d'+-,') for undotted meson (nucleon)
lines, and 6„=—,'d -d'+ 2 (--,'d + —', ) for dotted ones.
For every fermion line, include an extra factor —,'.

(iii) Integrate over variables $ associated with
internal vertices, with measure d p„(g) given by
Eq. (3.28).

(iv) For every dressed vertex subgraph shown
in Fig. 2 include a factor g/I'(5 -Q„„~6„),n, = set
of three lines in triangle (Fig. 2).

Note that all matrix factors are here associated
with vertices, whereas the stripped propagators
in rule (ii) lack them. This form of the general-
ized Feynman rules is possible because of cer-
tain factorization properties to be discussed be-
low. The factors $P have to be arranged in the
same order as vertices are arranged along fer-
mion lines, and traces are to be taken over inter-

Matrices P, transform as 6-vectors under SO, (5, 1)
in the sense that

[P„sg.] =i(g.pP. g-..Pg) I» sp. =4i[Pg, P. 1 ~

Finally we introduce a measure

d p „($)= 2d'$~ (h')~(h ' n —1) (3.28)

where g is a positive "lightlike" 6-vector which
will be chosen as

Summation is over the lines h incident at the ver-
tex i. As a consequence, the integrand is homo-
geneous of degree -4 in every integration variable
g, separately.

It remains to justify the conformal-invariant
generalized Feynman rules. The x-space form
E(x„..., x„) of the amplitude is recovered from
i E, ...; ($, $„) by the following procedure:

(1) Substitute expression (3.25) for external co-
ordinates $, and put ~, =1.

(2a) To every ingoing fermion line incident at
some external vertex a apply a boost matrix
T, (x,) acting on the corresponding spinor index
0'„~

(2b) Similarly, to every outgoing fermion line
apply a boost T ';; (x, ).
The result of this procedure will be nonvanishing
only for four values of each spinor index, because
of Eq. (3.36) below. The boost matrices are

T(x) =exp[-ix"(s,„+s,„)] . (3.33)

Apart from the application of these boost matrices,
i.e., a change of basis in spinor space, the ampli-
tude given by the above rules differs from expres-
sion (3.24) essentially only by a change of nota-
tion.

To see this, let us first inspect the dressed nu-
cleon propagator which was found in Appendix 8,
VIZ. y

nal fermion loops.
The rules (i)-(iv) can also be used to write down

the left-hand side of Migdal's bootstrap equation,
Fig. 10, i.e., the dressed vertex itself whose
Migdal graph is Fig. 2. The result is equal to the
right-hand side of Eq. (3.35) below.

By these rules, the amplitude is given by an in-
tegral whose integrand is manifestly conformal-
invariant, since it only depends on invariant
scalar products of 6-vectors. Thus it only re-
mains to show that the integral is independent of
the standard 6-vector g occurring in the definition
(3.28) of the measure dp„($). This is guaranteed
by the fundamental covariance lemma.

Covariance lemma. I,et f (g) defined on the for-
ward cone $' = 0, $,& 0, and such that
I=fdp, „($)f(])exists (for some q) If f.(p$)
= p f($) for p&0, then I is independent of the
positive lightlike 6 vecto-r g in the measure (3.28).

A proof will be given in Appendix C. Let us note
that the hypothesis of the lemma is fulfilled for
the present application. Because of rule (ii) one
has "conservation of dimension" at every vertex
of G, viz. ,

(3.32)
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=-iT '(x, )S;,(x, —x,)~,T(x,), (3.34)

for ~, =~, =I. We see that the matrix factor fac-
torizes into $, P which may be assigned to initial
vertex 1, and g, P which may be assigned to the
final vertex 2. What remains is a stripped propa-
gator in the sense of rule (ii). Thus the Dirac
propagator accounts for matrix factors at internal

vertices of G with an incident undotted fermion
line, and for the stripped propagator of undotted
fermion lines. The stripped propagator for un-
dotted meson lines is provided by the dressed
meson propagator (4m) 'I (d)(-', $, ~ $,) '; see Eq.
(86). The matrix factors associated with ver-
tices in G with incident undotted meson line [fac-
tor $, P in Eq. (3.35) below] and the stripped
propagators of dotted lines are provided by the
dressed vertex I'(x„.x,x,), by virtue of the rela-
tion established in Appendix 8,

(3.35)

With

K~=1.

IV. INTEGRAL EQUATIONS FOR 2- AND
3- POINT FUNCTIONS

The boost matrices T (x,) associated with inter-
nal vertices cancel out when dressed vertices and
propagator s are multiplied together. Integrations
are the same as in (3.24), by virtue of Eq. (3.30).
The only factors so far unaccounted for are ma-
trices $, P associated with external vertices with
incident external fermion lines. They are in-
cluded for convenience. This can be done because

T(x)P ~ gT '(x)=-ir, for x~=P, v=1. (3.36)

To complete the analysis, one should give a dis-
cussion of the integral equations which are nor-
mally used to determine the 2- and 3-point func-
tions (renormalized Schwinger-Dyson equa-
tions '""). For consistency it should be shown
that they can be solved by the conformal-invariant
ansatz of Sec. III. Such a discussion has been
given by Migdal'7 for the 3-point function. This
will now be reviewed (Sec. IVA). The integral
equation for the 2-point function is considered in
Sec. IVB.

+(5, .h, )(h, &.)],
Trg, 4P, = -8zeg~, d,y

(3.37)

The manifestly conformal-invariant formalism
described in this subsection is very convenient for
carrying out reduction of spin terms. Traces may
be evaluated with the help of Eq. (3.26). Let

P. One obtains
A A

»5,&,&,5, =6[(h, '&,)(&, ' 5,) —($g'&g)(4' &g)

A. Migdal's Bootstrap Equation

The Schwinger-Dyson integral equation for the
3-point function is given diagrammatically in Fig.
7, where the right-hand side involves the Bethe-
Salpeter kernel shown in Fig. 8.

If we consider amputated vertex functions, then
the first term on the right-hand side of the equation
in Fig. 7 is given by Fig. 9. In a theory with
anomalous dimensions, the propagators are more
singular at x=0 than in a free theory; therefore, ' "

etc., Z2 =Z3 =0. (4 1)
with ~„,„,q the completely antisymmetric tensor
in six dimensions.

The somewhat clumsy factors of 2 and 471 in rule
(ii) above could be dropped by adopting different
normalization conventions. The rules can also be
interpreted in Minkowski space, i.e., on sector
(A.7) of tne cone C, , Then g q is to be read as
$ ~ g+i0, otherwise the notation of Appendix A and
(837) applies. Extra factors of i coming from
rotation of the paths of the $4 integration must,
however, be supplied.

Observing this, Migdal argues that the first term
on the right-hand side of the equation in Fig. 7 is
zero, so that one obtains the homogeneous "boot-
strap" equation shown in Fig. 10. Actuaj. ly,
upon introducing the renormalized coupling con-

FIG. 7. The Schwinger-Dyson integral equation for
the 3-point function.
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stantg=Z, ZQ, 'g, one sees that the condition for
the equation in Fig. 10 is Z, =0.

Let us reformulate the argument without refer-
ence to the Z's. In a treatment of Lagrangian field
theory based on renormalized integral equations"
one uses not the equation in Fig.. 7, but its de-
rivative with respect to momentum flowing be-
tween two external legs. The first, constant term
(bare vertex) disaypears upon differentiating.
The resulting renormalized Schwinger-Dyson (SD)
integro-differential equation is exactly the same
for all values of masses and coupling constants;
it must therefore also hold for the conformal-
invariant Gell-Mann-Low —(GML) limit theory
(see Sec. IVC). It is evident that it will be satis-
field, if the "bootstrap equation" (Fig. 10) is sat-
isfied. On the other hand, in the more general
solution (Fig. 7) the first term is to be interpreted
as a constant of integration. In perturbation the-
ory (with a cutoff, say) it would have to be deter-
mined by the usual normalization conditions,
which have to be supplied in addition to the SD
equation. ""In the present (GML limit) theory,
the requirement of dilatation invariance fixes this
constant: It must be zero, because it would trans-
form differently under dilatations from the second
term in the equation in Fig. V. Note that this is a
meaningful statement, since we have proven that
the right-hand side of the equation in Fig. 10 is
not over-all divergent.

[More generally, logarithmic divergences are
peculiar to canonical perturbation theory and are
expected not to be present in the exact theory on
the basis of the results of this paper. This state-
ment applies perfectly well to a massive theory,
since ultraviolet divergences are a problem of
short-distance behavior (cf. Sec. IV C).]

Returning to Fig. 10, the important point is
Migdal's observation that it is conformal-invari-
ant, at least formally, even for anomalous di-
mensions in (2.1) and (2.2). He conjectures that
there exists a regularization of the integrals on
the right-hand side of the equation in Fig. 10, to
be effected by analytic continuation in parameters
d, d', which maintains the conformal invariance.
If this is true then the bootstrap equation (Fig. 10)
may be solved by the most general conformal-
invariant ansatz. The results of the present paper
show that, in fact, the right-hand side of the equa-
tion in Fig. 10 is well defined, conformal-invari-

3 Zg 5

FIG. 9. The bare vertex.

ant, and free from divergences for nonexceptional
external momenta (p, ,p, ,p, e 0 in the Euclidean
case). No regularization, by analytic continuation
in d, d' or otherwise, is necessary at all. [This is
important because such analytic continuations
might destroy positivity (generalized unitarity)
e.g., if one continues beyond singularity surfaces
associated with subgraphs with some dotted ex-
ternal lines. ] We remark that the general n-point
function, and also the right-hand side of the equa-
tion in Fig. 10, depend only on the value of the
vertex function at nonexceptional moment, since
they are given by convergent integrals and ex-
ceptional momenta form a set of measure zero.

Thus if we insert into the equation in Fig. 10 the
most general conformal-invariant ansatz for the
dressed vertex and yropagators (the latter occur
in the skeleton-graph expansion shown in Fig. 8
of the BS kernel) the ansatz will be reproduced by
the right-hand side because of its conformal in-
variance, and one obtains an algebraic equation
between the parameters in the ansatz, i.e., cou-
pling constant(s) and field dimensions.

The possibility of imposing y, invariance, and
thus considering only the vertex (B42) [or (2.18)]
can be demonstrated in the following way:

According to the results of Appendix 84 the
most general vertex function can be written in the
form I', +I'„where I', =—I' is y, -odd, that is

y, r', (x;y, yb, = r, (x;y, y),

while I', is y, -even,

Therefore, in order to prove the consistency of
the ansatz g, = 0, it is sufficient to verify that the
right-hand side of the equation in Fig. 10 is y, -odd.
Now, because no fermion line can end in the in-
terior of a graph, the right-hand side of the equa-
tion in Fig. 10 will be of the form indicated in Fig.
11. Since, as noted in Sec. IIIA, all diagrams
with an odd fermion loop vanish, there should be
an even number of intermediate boson lines in
Fig. 11, and hence an even number of fermion
lines between them. From here (and from y,' = -1)
it follows that the right-hand side of the equation
in Fig. 10 is indeed y, -odd.

+ ~ ~ ~

FIG. 8. The Bethe-Salpeter kernel. FIG. 10. The homogeneous "bootstrap" equation.
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FIG. 13. Summation over cut self-energy subgraphs.
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mass-shell unitarity relation given in Fig. 12,
where the "blobs" stand for (amputated) (n+I)-
point Green functions, a cut line indicates a factor

FIG. 11. Structure of graphs in Fig. 10.

Inserting (2.4) and (2.18) into the equation in

Fig. 10 we therefore obtain one relation between

g and d, d'. Thus at this stage the theory contains
two free parameters.

B. The 2-Point Function

FinaDy we have to discuss the integral equations
for the 2-point functions. One must show that they
too can be solved by the conformal-invariant an-
satz of Sec. II. As we shall see, these equations
lead to two more algrbraic equations between pa-
rameters g, d, and d'. This remark was first
made by Parisi and Peliti in the context of critical
phenomena in statistical mechanics. " They use
for propagator bootstrap the generalized 2-point
unitarity relation in the form proposed by Polya-
kov. ' This will now be discussed.

Because of the Kallbn-Lehmann representation,
the 2-point functions are uniquely determined by
their absorptive parts. (Subtractions in the IQil-
lhn-Lehmann representation are not needed if
d & 2, and in general their values are uniquely
determined by dilatation symmetry. )

The absorptive parts of the 2-point functions
are determined in terms of the n-point functions
with n -3 by unitarity. As will be shown else-
where, ~4 use of such a unitarity relation is equiv-
alent to imposing either the renormalized Schwing-
er-Dyson integral equations of Hefs. 14 and 15, or
the BS-equation analog to Fig. 10 for the stress
tensor 's vertex function.

Let us consider the meson propagator. In a
finite-mass theory one can use the standard off-

i e , .th.e absorptive yart of a free propagator (=
phase space). Complex conjugation is understood
on the right-hand side of the cut.

There exists a remarlmble alternative form of
Fig. 12 which involves the absorptive part s'(p}
of the dressed propagator. It is obtained by sub-
stituting into the equation in Fig. 12 the skeleton-
graph expansion for the n-point Green function,
and grouping together graphs with cuts through
"self-energy subgraphs, " for instance as shown
in Fig, 13. That summation is similar to those
considered in Symanzik's axiomatic many-parti-
cle structure analysis of Green functions. ~ The
result is shown in Fig. 14. Here a cut line stands
for the absorptive yart b. '(p) of a dressed propa-
gator (~A,'(p) in our conformal-invariant theory
[cf. Eq. (2.4)]}, and summation Q' is over all
pairs I, , I", of (n+ 1)-point skeleton graphs such
that the combined graph I' does not contain a pro-
per "self-energy" subgraph. (By combined graph
I' we mean the result of juxtaposition of graphs
I', , F, w'ith connecting lines, as in Fig. 14.)

In the partially summed form of Fig. 14, gen-
eralized unitarity continues to make sense in the
zero-mass limit (Gell-Mann-Low limit, say) and
is therefore appropriate for a zero-mass theory
with infra-particles as we consider here. 4'

I

Let us now insert the copiformal-invariant ex-
pressions for the (n+1)-point skeleton-graph am-
plitudes, n ~ 2, which were constructed in Secs.
II and III. One finds that the right-hand side of the
equation in Fig. 14 is finite and well defined. In-
deed, constructing an absorptive part as in Fig.
14 can never lead to new ultraviolet divergences,
since the integrations over the momenta of the cut
lines have compact range due to energy conserva-
tion and spectrum condition. (Recall that phase
syace at fixed energy is compact. ) As for infrared

disc W

I
I
f

I

I

I

I

n cut lines

diac ————— f

n~2 g', I" )

I
I
I
I
I
I
I

I

n cut linee
p $ m

FIG. 12. Standard off-mass-shell unitarity relation. FIG. 14. Polyakov's "stream unitarity. "
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convergence it would, strictly speaking, need a
separate argument. For in Sec. III B we used the
Weinberg power counting theorem whose proof
relies on the possibility of performing a Wick
rotation to Euclidean space, while the unitarity
relation given in Fig. 14 makes sense only in Min-
kowski space. However, using the above-men-
tioned equivalence of Fig. 14 to the BS equation
(the analog of I"ig. 10) of the stress tensor 's ver-
tex function, we can apply the argument of Sec.
III B to the latter to imply its infrared conver-
gence, and therefore also that of the relation in
Fig. 14.

Because of dilatation symmetry of constituents,
both sides of the equation in Fig. 14 have the same
homogeneity in p', that is, they are proportional
to 8 (p') (p')', '. Thus the equation in Fig. 14 is
solved by the conforrnal-invariant ansatz, and we
obtain an algebraic relation between the param-
etersg, d, andd' from it.

A second algebraic relation between g, d, and
d' is obtained in the same fashion from the uni-
tarity relation for the nucleon propagator.

Combining this with the relation derived in Sec.
IVA we have a total of three equations for three
parameters. They should in principle determine
the three parameters uniquely, or at least up to
a discrete set of solutions (g, d, d'). Such unique-
ness may in fact be expected to hold if we want to
relate our theory to the Gell-Mann-Low large
momentum limit" of a finite-mass Yukawa theory
in a nonredundant way. This will be discussed
presently.

C. Discussion

To understand the last remark, let us first re-
call the result of Symanzik's analysis, Ref. 9, of
Q~ theory. The vertex functions (=amputated one-
particle irreducible Green functions)
F(P, P,„;m',g) of the massive theory depend on
one dimensionless coupling constant g and a mass
m. Out of them one can construct in a first step
vertex functions I'„(p, ~ P,„;m',g) of a "yre-as-
yrnptotic" zero-mass theory. They can still be
constructed by standard perturbation theory in the
manner described in Appendix B of Ref. 8, and
they are not dilatation-invariant. Rather, a
change in renormalization mass m2 can be com-
pensated by a change in coupling constant g and a
change of normalization. Thus there is a non-
trivial dependence on one parameter left. How-
ever the (conformal-invariant'0) Gell-Mann-Low
limit theory has no dimensionless free parameter
left, for its vertex functions are defined by

Fo~(p, . P,„;m,g) = F„(P,. p,„;m,g„).
(4.2)

They exist if the Callan-Symanzik~ function p(g)
has a (first) nontrivial zero at g = g„[with slope
p'(g„)(0 if they are to describe a Large momen-
tum limitj and if Fan is continuous at g = g„. F„,
has a trivial deyendence on m' (an over-all factor
of fractional power of m) because of dilatation
symmetry. It foDows in particular that the asymp-
totic large-momentum behavior of the massive
theory is independent of its physical coupling con-
stant g, apart from some over-all factors. ~
Finite-mass pseudoscalar Yukawa theory has three
dimensionless parameters (two coupling constants
g,„and g„, and a mass ratio). The "pre-asymp-
totic" zero-mass theory constructed in analogy
with the procedure of Appendix B of Ref. 9 still
depends on one such parameter (besides dilatation
freedom). However, the Gell-Mann-Low limit
theory, with which we are effectively concerned
here, contains no dimensionless free parameter
if the "fixed point" case discussed in Wilson's
renormalization-group analysis ~' is realized.
The alternative discussed by Wilson, a "limit
cycle, " would not be consistent with conformal
symmetry. Strictly speaking, though, "fixed
point" and "limit cycle" do not exhaust all pos-
sibilities. It would be indicative of a more com-
plicated behavior being consistent with conformal
invariance if it should turn out that our three
equations for g, d, and d' mentioned above are de-
generate (i.e., possess a continuous family of
solutions). We consider this a remote possibili-
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APPENDIX A: GENERALITIES ON THE CONFORMAL
GROUP; MANIFESTLY COVARIANT FORMALISM

I. The Conformal Group and Its Lie Algebra

The conformal group of space-time can be de-
fined as the set of local point transformations
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which preserve infinitesimal lightlike intervals:
dx' = 0-dx" = 0. Its connected component (con-
taining the identity) is a 15-parameter continuous
group which can be compounded from the follow-
ing coordinate transformations.

(a) Poincare transformations:

g„'=A„'x„+a„,A~I+, p =0, 1, 2, 3.

]IV flij &

~65 =»

then we get

ab 9 ad] i (gad ba gaa bd g ba ad g bd aa) I

3)

(b) Dilatations:

x„'= px„, p) 0.

(c) Special conformal transformations:

x„'= (1 —2c x+c'x') '(x& —c&x') = (RT+x)„,

where

Rx = -x/x', T, x =x+ c .
We note that, strictly speaking, Eq. (A1) does

not define a coordinate transformation in Min-
kowski space since it is not defined on the cone

c' x-—, =0.

where
(A4)

g., =(+ ———,—+) and g., =o for ahab. (A5)

The lowest-order faithful representation of this
Lie algebra is four-dimensional. It is generated
by the Dirac y matrices and their traceless pro-
ducts satisfying the Hermiticity condition

y*A. =A.y,
where A defines the Dirae conjugation (for the
usual choice of the basis A =y,).

It is possible" to define second-quantized gen-
erators of the conformal group in terms of the
(improved d') energy-momentum tensor 6„,by

(For c' =0 this singularity surface degenerates
into a hyperplane. ) If we insist on considering
global conformal transformations we have to in-
troduce a compactification of Minkowski space.
Such a compactification can be defined by im-
bedding M4 either into a set of "light" rays in
six dimensions, 4'

Md= C2 d/R,

or (equivalently) into the manifold of all 2&&2 uni-
tary matrices. 4' We shall adopt instead the point
of view that only infinitesimal special conformal
transformations have a physical meaning and will
consider (A1) only as local transformations ad db

The generators of special conformal transforma-
tions, K„, and of dilatations, D, obey the follow-
ing commutation relytions among themselves and
with the generators M„, and P„of the Poincare
group:

[D, M„„]=O, [D, I„]= if „, [D,e-„]=ie„,

[z„,z„]=o, [sc„m„„]=i(g,„sc,-g„,A„), (A2)

[P~, K„]= 2i (Dg„-M„) .

These are the commutation relations of the Lie
algebra of SO, (4, 2). Indeed, if we define the in-
finitesimal rotations J„, a, b =0, 1, 2, 3, 5, 6 by the
linear combinations

2. Manifestly Covariant Formalism

The nonlinear character of special conformal
transformations (A1) makes it somewhat intricate
to exhibit the covariance of fields and Green func-
tions in four-dimensional space-time. A straight-
forward manifestly conformal-covariant formal-
ism" may be set, up by imbedding Minkowski
space in the "light-cone" C, 4 in six dimensions:

C, a=($ = ($„a=0, 1, 2, 3, 5, 6)~$'= g"$,$b

=&a -&' —5b'+ha'=0) (A6)

g =),+$,&0

(along with ~ =a&):

$„= uxor, $, + $d =t(, $, —t, =ax'.

(A7)

(AS)

Evidently x„ is invariant under similarity trans-
formations $- pt', p&0. The conformal group
acts on the manifold (A6) as the group of contin-
uous pseudorotations SO, (4, 2). Obviously its ac-
tion commutes with the transformations $- p$.

A conformal-covariant (quantized) field" y($)
will be defined as a homogeneous vector valued
distribution (operator) on the sector (A7) of C,

~ d.

Four -dimensional coordinates x& can be introduced
as local coordinates on C, , in the sector
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Homogeneity reads

X(ph) = O' X(h) (P&0 s real} ~ (A9)

We shall use the following direct-product real-
ization of the p matrices:

5X(&}= -i&"(L.~+s.~)X(&}

with

L.,=i((, s, ],a, ), s, =e/a('.

In terms of local coordinates (A8),

L„,=i(xPv xvep) Icy+Leg =isp,

(A, 10)

In general (for an arbitrary s), the manifestly co-
variant field X ($) defined in the domain (AV) cannot
be extended in a unique way for all $. [This fact
is related to the difficulty in defining global con-
formal transformations for Green functions in
Minkowski space (cf. Ref. 26).] The domain (AV)

is however invariant under the 11-parameter
group of Poincarl transformations and dilatations.
[To see that it is translation-invariant, we note
that translations are given in the $ picture by

h„= h„+ s„(h +5 )

h', +('.=&, +5.,
56=-5, —$6+2&'(+&'(h, +5,)].

It is also invariant (just as well as any open set
on C, ~) under infinitesimal special conformal
transformations. Accordingly, we shall consider
only this type of transformations for the field
X($). The infinitesimal form of an arbitrary con-
formal transformation is

s, b
= 'i[ p, , pa—

or, using (A14),

sou +~[ypi yv] ~

85u~ ~Bu =~ ~~&u
1 ~

SB5 = 2ST3 q

(A.15)

(A16)

The matrices p, form a 6-vector in the sense that

[P. s~,]=i(g.gp. g..P-s)'.

The matrices s„generate a double-valued rep-
resentation of 800(4, 2) which is a single-valued
reducible representation of the pseudounitary
group SU(2, 2). It becomes irreducible if we ad-
join space reflections I, to the group. There are
two possible definitions of space reflections
(Kastrup, Ref. 4); they differ by a reflection

The physically interesting one is

O& & 5& B O» 5& B

P„=~s.y~, P, =is, 1, P, =v, ~ 1 . (A14)

Here 1 is the four-dimensional unit matrix; in the
following it will be omitted in similar expressions.
7,. are the 2& 2 Pauli matrices. The generators
of the spinorial conformal transformations are
given by

L,„-L,„=i[2x x——x,s" +x's„],

8I. =i~x e"-x—

Its spinor representation is

T(I.) =y. .
There exists a conformal pseudoscalar

(A1'V)

The simplest example is given by a scalar field.
In that case s„=0 and Q (g) is related to the Q (x)
on Minkowski space by

P(x) =x"P(() (x&0}.

Thus it is homogeneous in $ of degree -d.
(A12)

3. The Dirac Field

We now turn to the discussion of spinor field
X ($) and its relation with the conventional Dirac
field g(x}.

The covariant spinors over six-dimensional
space are eight-dimensional (provided that space
reflection is defined in the same spinor space).
In analogy with the Dirac case one can start with
the Clifford algebra spanned by units P satisfying

(A18)

with metric tensor given by (A5).

P7= P,pgp2pg-pspg

There are also invariant Hermitian-symmetric
and skew-symmetric forms in the eight-dimen-
sional space. The Hermitian metric tensor 8, sat-
isfies

Qp~ = -p ~8, ps~, =s~Q .
For the choice (A14) of p matrices,

Q, =7~A

(A18)

(A, 19)

with A defined after (A5}, viz. , A = y, for the usual
choice of basis. The symmetric metric tensor ~
satisf ies instead

SP, = -'P,S, Ss„=-'s„S,
where t denotes transposition. For the choice
(A14) of P„

~=a,B, where B=y,c,
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with C the charge-conjugation matrix for an or-
dinary Dirac field. Finally, the skew-symmetric
tensor 8 satisfies

X(p() = p ' '"'X(h), p& o, d' real ~ (A20)

8p«:= p, 8, 8st(, —s(„8 .
In the basis (A.14), we have

t'=7~C.

The matrix 6 can serve to represent the action of
charge conjugation on the 8-spinor field y ($) which
we are now going to define.

The 8-spinor field y (q) is a homogeneous function
of degree -d +&,

in the field transformation law, and in particular
to give an elementary proof (using test functions)
that the 2-point Wightman function, considered as
a distribution, is invariant under infinitesin~al
special conformal transformations. The proof is
valid for field dimensions d&& 2, but the result is
more general. Further discussion of the intrica-
cies involved in conformal transformations in
Minkowski space can be found in Ref. 26.

In accord with the general framework of quantum
field theory (cf. Ref. 28) the fields are defined as
opt, rator -valued tempered distributions. Let
f (x) = (f„(x)},f„(x)HS(R4) be a spin-tensor test
function such that the unbounded operator

The Dirac field g(x) is recovered from X($) by (lj)=J Pl«lf. («)d'« (A26)

(I)(x) =~' "'T(x)y(g) (Art)

P (y(t) =0.
This reads for g(x)

(A23a)

(A23b)(s,„-s,„)q(x)=0 or 7.„)c)(x)=0.
To verify the equivalence of (A23a) and (A.23b) one
uses the identity

T(x)P ~ (T(x}-'=-i~v, .

Finally, the adjoint field is defined by

x($) =x*(()+

(A24)

(A25)

The transformation law of fields P(x) and g(x)
over Minkowski space under infinitesimal con-
formal transformations may be computed from the
transformation law (A10} in $-space by inserting
definitions (A12) and (A21). With the help of iden-
tity (All) and making use of the subsidiary condi-
tion (A23b), one finds that they transform accord-
ing to Eqs. (2.1) and (2.2) of Sec. II (cf. Ref. 3).

4. The Fields as Operator-Valued Distributions;
Hermitian Nonintegrable Representations of the

Conformal Lie Algebra

The objective of this section is to study in some
more detail the mathematical nature of the rep-
resentation of the conformal Lie algebra involved

in local coordinates (A6) with ~ & 0. The matrix
T (x) is chosen in such a way that a trivial index
transformation of g(x) under translations P„ is en-
sured. This gives

T (x) e - l (sg)) + s())()x)(

= I +ix~7' y„. (A22)

The field (A21) is still 8-component. In order to
obtain a 4-component spinor field we shall impose
a conformal-invar iant subsidiary condition"

be invariant under (global) Poincarh transforma-
tions and dilatation and under infinitesimal spacial
conformal transformations. This means that g(x)
and f (x) should transform according to dual repre
sentations of the (infinitesimal) conformal group.
In particular, if the transformation laws for ( and

f under dilatation are

U(p)p(x)U '(p) = p"()'((px),

[I'(p)fl(x) = p '&f(p 'x),

then the invariance condition

U(p)4(f)U '(p) =(I)(I'(p)f)

implies

d~+d~=4.

(A2'I)

(A28)

(A30)

The test functions f (x) also play the role of "/-
particle" wave functions, provided that their
Fourier transforms

f (x)F~*~(x-y)g(y)d'xd y

P +Q+g ~ g P 2 4

where

F,+,(x-y) = &0ly+(x)q(y) lo&

is the 2-point Wightman function. It is assumed to
satisfy the positivity condition

Fq~q(p) = Fq„~(x)e""d4x ~ 0.

vanish outside the forward light cone (p'~
~ p ~) .

The physical scalar product in the space of posi-
tive-energy wave functions is defined by

(f,g) =&010(f)*y(g)I0&
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We have seen (Sec. IIA) that this condition re-
stricts the range of the dimension of the fields
I
see (2.10)-(2.13)j. On the other hand, the spectral

condition implies that

F~ ~(p) =0 for p'& Ipl . (A34)

Clearly the 2-point Wightman function, consid-
ered as a distribution, will be invariant under in-
finitesimal conformal transformations if and only
if the scalar product (g, f) of test functions de-
fined by Eq. (A31) will be invariant thereunder.
Because of (A34), the Wightman function E&~&(x)
can be represented as the boundary value of an
analytic function F(z) holomorphic in the backward
tube"

T = &g =x+zy Ix~ R~, yo+ -ly I):

F&*&(x,-y„x -y) =lim E(x, -y, ie, -x -y) .
e4 0

(A35)

For x -y timelike, the limit in the right-hand side
of (A35) depends on the sign of x, -y, which is not
invariant under global conformal transformations.
It is only invariant under the 11-parameter sub-
group of SO(4, 2) consisting of Poincarh trans-
formations and dilatations (in accord with the re-

suit of Zeeman").
We shall prove, however, that at least under

certain restrictions on the dimension d &, the
scalar product (A31) is invariant under infinitesi-
mal special conformal transformations, that is,

(Z, K„f)—Ã„S,f) =o, (A36)

Taking into account that in the domain of integra-
tion (A38) E satisfies (A.37), and using (A30), we
can write the left-hand side of (A.36) as an integral
over a total divergence:

where K& is given by (2.2) with dz =d, =4-d&.
Away from its singularity on the light cone (x -y)'
=0 the Wightman function E&~~ &(x -y) satisfies the
differential conformal invariance condition

K„'( x)g E"'8(x-y)+K„(y)8 F"s (x-y) =0, (A37)

where K„' differs from K„ in that s„„is replaced by
-s„„. Therefore, we only need to investigate the
neighborhood of the light cone. To this end we
write the scalar product (A31) as the limit

(g, K„f)—(K„g,f) =lim
a&0

~ r B
R„,(x) — R„„(y) g (x)E~~~(x -y)f (y)d'xd'y

~Bx, &" By,

l(x-y) I ~q2

= lim
e&0

Ih-y) I =c2=

[R„p(x)-R,»(y)]Z (x)Eq*g(x y)f (y) . -

Here

R,(x) =2x„x„-x'g„„, (A40)

APPENDIX B: GENERAL FORM OF THE
COVARIANT 2- AND 3- POINT FUNCTIONS

and ds' is the surface element on the pair of hyper-
boloids l(x-y)'I =e which is proportional to e'".
Noting further that for e -0

R„,(x) -R„,(y)-e'", F~gq(x-y)-e 's,
we conclude that for 2-d&&0 the limit of the'right-
hand side of (A39) is zero.

This completes our proof of infinitesimal con-
formal invariance of the scalar product.

where Z stands for any of the different types of
products (ordinary, time-ordered, retarded, etc.).
We are looking for the general conformal-invari-
ant expression for h~. It can be found right away
by using invariance under Aut6' alone, i.e., Poin-
car6 and scale invariance. We shall, however,
use instead the manifestly covariant technique of
A,ppendix A which has the advantage of also apply-
ing the Green functions of a spinor field as well as
to the vertex function.

Thus, we start with the auxiliary problem of
finding all SO(4, 2)-invariant distributions B(g, q)
($, HAEC, ~) homogeneous of degree -d with re
spect to each argument:

&(pt', n) = &(t', pn)

1. The 2-Point Functions for a (Pseudo) Scalar

Field
= p "u(t', q) for p&0. (B2)

Consider the 2-point functions

~ (x -y) =z&olz(@(x)y*(y))lo&,

It follows from the SO(4, 2) invariance that 5)(t', q)
is a function of the only nonvanishing scalar prod-
uct
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-(t n-)' =2(n

= -K
g

K 0(x —y) (83)

~,(x) =i(ol[y(x), y*(0)]lo&

=ad(x) -ad'(-x)

Combining this with the homogeneity property
(82) we find just two independent distributions"

e (x,) x'
8vr(1-d) 4

(89)

(trlaio) = (t 'tl), +e" "($ ~ q) (84)

In order to derive from here the expressions for
b, ~ we have to restrict our consideration to the do-
main (A,7), i.e., z && 0, v„& 0. It is only in this do-
that we have an unambiguous relation between
5)((, rl) and n, (x -y) through (A12), viz. , lim

)
(x'), d =5(x') .

d~1
(Blo)

[In the derivation of (88) and (89) we have used the
identity I'(d)I" (1 -d) sinwd =w. ] We note that when
d approaches its canonical value d =1 these ex-
pressions approach the 2-point functions of a free
massless scalar field with conventional normaliza-
tion. To see this we note the identity

a (x —y) = (z d
x„)du(&, q) (85) This formula is a special case of the equation

with x, $ (y, q) related through (A8) which implies
(83). The different s are then specified by their
known analytic and support properties which fol-
low from locality and spectrum condition [e.g., the
Fourier transform of the Wightman function must
vanish for momentum p outside the forward light
cone, as is verified explicitly in Eq. (2.6) of Sec.
II]. In particular, the time-ordered propagator
6' is obtained from

ud($, q) = Cd($ ~ 'I}+io)

=Cd($ ~ q+ioz&z„) d for v&, z„&0. (86)

In order to obtain a simple expression for the
propagator in momentum space [see Eq. (2.5')],
we fix the normalization factor to

C, =i2d (4w)-'r (d) .

We remark that the choice of normalization of the
2-point function is a matter of convention; it mere-
ly fixes the normalization of the fields. Since
these fields do not satisfy canonical equal-time
commutation relations on the one hand, and the
Kh, lmn-Lehmann spectral function receives no
discrete 5-function contribution on the other hand
(see Sec. II). there is no "canonical" choice of
normalization.

With the choice (87) we obtain from (85) for the
time-ordered and Wightman function of a scalar
field Q the expressions given in Eqs. (2.4c) and
(2.4d) of Sec. IIA, and for the retarded function

Ilm ' =6'" "(x)x
„r(A. +1)

proven in Ref. 29, Chap. 1, Sec. 3.5.
It is easy to verify formally that the functions

(2.4c), (2.4d), (88), (89) are invariant, as ex-
pected, under infinitesimal conformal transforma-
tions, i.e., that they satisfy the differential equa-
tion

[K„(x)+Z„(y)]a (x-y)=0, Z=c, +, ft, . . . (811)

[cf. (A37)], where K„ is given by (2.2). This for-
mal verification is justified for (x-y) xo. In or-
der to prove that b, x(x -y) satisfy (811) as distribu-
tions, one uses the well-known fact that identities
like, e.g.,

x'S„(-x'+io) "=-2dx„(-x'+io) ", dginteger

(812)

are entirely correct in the sense of distribution
theory. They can be derived by analytic continua-
tion from the results of Appendix A 4 (cf. Ref. 29
where the technique of analytic continuation of dis-
tributions is expounded).

The 2-point functions are determined uniquely
(up to normalization) from conventional axioms"
and the imposed invariance conditions. In the case
of a spinless field, considered here, they are in
fact already determined by dilatation symmetry,

p"&'(px py) =&'( -yx) .

2. The 2-Point Functions for a Dirac Field

while

=b,d(x) —ad(-x)

g {x0) ~2 d

8wr(1 -d) 4 (88)

The 2-point functions (O~Z(g(x)g(y))~0& for a Dirac
field p(x) can also be determined from the mani-
festly covariant formalism of Appendix A.

An invariant 8X 8 matrix Sd, ($, q) will be a func-
tion of the scalar products of the 6-vectors $„q.,
and p, . We are looking for the general form of 8„,
satisfying the homogeneity property
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8, (ph, n)=4 (5, pn)

p1/2-d'8 ($ n) p) 0 (B13)

and analogous expressions for 9 and S [cf. (B8)
and (BQ)].

and the subsidiary condition coming from (A23a), 3. The 3-Point Functions

P'@g (h&n) =gg (&, n)p'n

=0

Taking into account that, according to (A13),
(P$)'=/ =0, we find

(B14)

The manifestly covariant technique is particular-
ly useful in the derivation of the general form of
the conformal-invariant 3-point functions

G, (x; y, y) = &OIZ(y(x) q(y)y(y))IO&,

S~ (g, n) =-,' C„„/2$ ' p (g ~ n +i or )z„) " '
n ~ p .

Using (A21) we can express the causal propagator
of a spinor field in Minkowski space by

(, „)' '"T(x)S'„,(), n)T '(y)=S;, (x-y)~, .

where Z stands as before for the different types
of products. (We will be mainly interested in the
case Z =T and we shall write Gr =~ ).

%e shall determine the general form of the
manifestly covariant 8X 8 matrix 8(g;n, n) satisfy-
ing (a) the homogeneity requirements,

8(&; Pn, n) =8(5; n, pn)
(B18)

The appearance of a ~, factor in the direct product
on the right-hand side of (B16) could have been
guessed from the form (A23b) of the subsidiary
condition. To find the explicit expressions for S'
and the other S functions, we use (A24) and

= p '"'"8(5;n, n),

8(i 4 n, n) = p "8((; n, n), p) o,

(b) the subsidiary condition

p n8((; n, n)=8(]; n, n)p n=o,

(B20)

(B21)

T(x)T(y) '=T(x-y)
= I+i(g y')r, -

7+, T 7+ 7+

(B17)

(c) covariance under space reflection. We shall
assume for the sake of definiteness that the field
Q($) =~, 'Q(x) is pseudoscalar. Then we would
have

With the choice of normalization indicated in (B15),
we obtain

r,8(l,g; l,n, l,n)r, = -8(]; n, n),
where

(B22)

S~i (x) =i &0~ T(g (x)g (0))~0&

I'(d'+-,') j . x'—i0-—
(4v)' 2 4

I"(d'--,') . x' "'+'"
,' f io-—

(4v)' 4

d'-1/2(

1.(d +-,') g
S~i (x) —

( )2
—zoxo ——

=if'„', », (x),

(B18)

(B19)

I~) = ($0, -$; $„$8).
For $, n, and n in the domain (A7) 8($; n, n) can
be defined as

8(&;n, n) = &olz(4(&)x(n) x(n))lo&. (B23)

In the domain in which all three scalar products
n, and n n are positive (that is, when the

intervals x-y, x -y, and y -y in Minkowski space
are spacelike) the Wightman function and the ~
function coincide and 9 with the above properties
will have the general form

8(h;n, n)=A, n P& PP,n P(2n n)
"' '"[(25 n)(2$ n)] "" '"+z.n Pp, n P(2n n)"". ' '"[(2h n)(2& n)1 "'.

(B24)

The x-space expression G is related to 9 by

&',(~p-„)' '"T(y)8(&; n, n)T(y) '=G(x; y, y)r, .

[We assume here all ~ positive in accord with (A7).] Inserting (B24) in (B25) gives

G(x; y, y) = g,G, (x; y, y)+a,G, (x; y, y),

G, (x; y, y) =i(P -P)r, (P -4-(y -y)'1"" '([-(x-y)'][-(x-y)']] "' '"
G. (x; y, y) = -~(y -y)r.[-(y -y)']'" ' '"([-(x-y)'][-(x -y)'1] "'.

(B25)

(B28)
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Here we have again used (A24) and (81V) as well
as the identities

T(x)P,T(x) ' =P,

can be constructed from the Wightman function in
standard fashion. As a result, each bracket of
the type [-(x -y)'] in (826) has to be replaced by

3~5 &

io- (x -y)'. (830)

7 73 ~737

In order to obtain the 3-point Wightman function

u (x; y, y) =&014 (x)y(y)It (y)lo&, (82V)

we note that it is characterized by its property of
being the boundary value of an analytic function
regular in the backward tube

-Im(x -y)~ V„-Im(y -y)E V, ,

We can also define the time-ordered function on
the part (AV) of the cone C,~, using the substitution

2$ ~ q-2$ )V+io =2) q+iox&z„ (831)

in (824).
Finally, we mention that if the theory is a,s-

sumed to be y5-invariant, "that is, if the Green
functions are invariant under the discrete trans-
formation (2.3), then g, must vanish and we are
left with only one conformal-invariant 3-point
function. Indeed, the y5 invariance condition

V, being the forward light cone. This implies that
zv (x; y, y) can be obtained from (826) through ana-
lytic continuation from the spacelike region. The
resulting expression will be related to C by the
substitution

-y,G(x; y, y)y, =G(x;y, y)

implies that

G(x; y, y)=g, G, (»; y, y)

(Bs2)

(833)

-(x -y)'-i (x, -y, )0 —(x -y)' (826) 4. The Vertex Function

~(x; y, y) = &o IT(4 (x)0(y)P(y)) Io& (829)

for each of the squared intervals on the right-hand
side of (826).

The time-ordered function

In perturbative computations it is convenient to
work with "amputated" vertex functions (which do
not contain propagators corresponding to the ex-
ternal lines). Such a vertex function I' is related
to the time-ordered Green function T by

v(g; y j )=(Jl ff d x dg di'4'(x'-+'')p (y -y')i(x'; y', i')p (i'-))),

or in a manifestly covariant form

()'((Pl, il) i f d g, (\ )dg (rf )d'g, (i) )a ((( )I'('rl, 0'' )r, (( ;'n', i))s' (i)', i)'),

where

d~, (h) =25(5')5(h r -1)d'&

(Bs4)

(a35)

(Bs6)

and g is any fixed vector on C, , with K, &0. In the sequel we shall choose g = (0, 0; 1, 1) in order to have
g ~ g =x& [cf. Eq. (3.29)]. The covariant vertex function cannot be determined uniquely from (835) since the
fermion propagators g' contain nilpotent factors of type P )V. For this reason it is appropriate to intro-
duce the generalized vertex

ir, ($;)V, )V) =p qf'(g;)V, q)p q.
According to (835) r is a manifestly covariant homogeneous distribution

r, (p(; q, q) =p' 'r, (]; q, )v),
-

r*(k Pl )1) =r*(5' ')l P)T)

=p""'"-'r*(g n n) p&o,

(asv)

(836)

satisfying the subsidiary condition [cf. (83V)]

p or*(~;n, q)=r*(g; n, n)p ~

=0

It is determined from these properties uniquely (up to two constants):

(839)
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F+(tt Ir I) gP l[ I+d/2 d'-+2(R& I)L)5/2 d-/2(4) h)P ~+5/2-8/2(~s 1)+ 2+«2-d'+5/2{it l) 2-d/2(% ~)+g d-/2(5) 7)]P7P /Iy

(840)

where Sg is given by (86), and ga, and ga, are proportional to g, and g, of (824). The vertex function
I'(x; y, y) in Minkowski space can be obtained from I'* by (825), with I'* substituted for,i and I' for G. An
equivalent formula is given in (3.5) of Sec. III C [cf. Eq. (A24)]. The reader is advised to verify for him-
self as an exercise that the manifestly covariant amputation formula (835) is equivalent to (834) if I'* and
I' are so related. In this, Eq. (83V) is to be used, and 9 and G are of course related by the original Eq.
(825). For the y, -odd part of I' we find, with a suitable choice of normalization (which, together with the
normalization of the propagators, defines g),

r(x; y, y) = gr (d'+-,'d -2) '8; «, (y -x)y,S', «, (x -y)b, ',+«, ~, {y -p) . {841)

APPENDIX C: PROOF OF THE COVARIANCE LEMMA

The group SO, (5, 1) acts transitively on the for-
ward cone (3.25). Thus every positive lightlike
vector g' may be obtained from the standard vec-
tor q' = (0, . . ., 0, 1, 1) as

(Cl)

~ =E,VBE„ (C2)

for suitable AH SO, (5, 1). Matrices A which do not
leave g invariant may be factorized as

We introduce new variables $'=g(x~', so that dt
=dt'jx) '. Hence

I'= dg'[x~ '5(/(' I)f(-(x[ 'g')

d t5 (z -1)f (t')

by homogeneity. The est integral is equal to I
since g$ =/(.

Let us now return to general transformations A
of the form (C2). We have

where V is a rotation by m in the 1-5 plane, E»
are in the little group of g, and B is a boost in the
5-6 plane. That is,

Ex,&=&; B&=&&,

An analogous decomposition was proven for SO(3, 1)
in Ref 55. We. can use that result to obtain (C2)
as a corollary by noting that every transformation
may be composed from an SO(4) transformation
acting on components (t' g4) and therefore con-
tained in the little group of q, and an SO(3, 1)
transformation acting on components (g')mt'5, $ )

The main piece of work is to show that the inte-
gral I is invariant under g-q'=Vg
= (0, . . . , 0, -1, 1). Let d E =- 2d'g (g'). We have
g'f =t'+t'=z~x~' in coordinates (3.25). Thus,

I'=
Jl dV,„(5)f($)

r =jd), (()/(()

= 'td)5(V„pE, '$ -1)f($)

d $~(I'„t —1)f(&,t)

by introducing new variables and using homogenei-
ty of f. We now apply our previous result which

guarantees invariance under g» V„. Hence,

I'= dOq -1 E,

=
JI d]&(m ] 1)f(])-

dt6(n( —1)f(t),

since E,q =q. QED.
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