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We present direct measurements of the total cross section for neutrons on protons and
deuterons in the momentum range 0.7 to 3.6 GeV/c. Using these and other nucleon-nucleon
total cross sections, we evaluate total cross sections in the pure isospin states.

I. INTRODUCTION

Measurements of the neutron-proton and neu-
tron-deuteron total cross sections in the momen-
tum range 0.7-3.6 GeV/c are reported here. In

an earlier paper l we gave a brief discussion of
our results. Only a few direct measurements
above 0.7 GeV/c exist. ' ' Our data are the first
with both high statistical precision and good mo-
mentum resolution in this momentum range. The
most extensive previous determination of neutron-
proton cross sections at incident momenta greater
than 1.1 GeV/c used the cross sections for pro-
ton-deuteron and proton-proton scattering to ob-
tRin the neutx'on-proton cross section. In such a
calculation a correction must be made to account
for the screening effects in the deuteron. Our di-
x'ect measurements x"equlre Do such correction.

In the momentum band covered by our data, the
np Rnd ed cross sections have tIle following feR-
tures. The cross sections decrease sharply with
rising neutron momentum at the lower end of our
range (0.7-0.9 GeV/c). As the momentum in-
creases, various inelastic processes become pos-
siM6; the cross sections show minima at -0.95
66V/'~ and begin to rise. The nd cross section
rises very sharply to a plateau above 1.8 GeV/c.
The slope is slightly negative above -2.2 GeV/c.
The ep cross secti. on shows a more gentle rising
trend through the momentum band 0.95-2.5 GeV/c,
with a prominent bump at 1.45 GeV/C. It is con-
stant, within uncertainties, from 2.5 to 3.3 GeV/c.

Using oux' xQeasured Np cx'oss sections RDd mea-
sured pp cross sections rrom several sources,
we have coxnputed the cross sections for the lso-
toplc spin I =- 0 Ducleon-nucleon scattering state.
The cross sections for the I =-0 Rnd I =- I states
show no convlnclng lndlcRtions of x'esonRQt effects.
The measurednd cross sections have been com-

pared with corresponding previously measured pd
data. " These cross sections are expected to be
equal on the basis of charge symmetry, but sys-
tematic discrepancies among the data sets are
evident. Finally, we compute the neutron-neutron
cross section from our measurements, using the
deuteron screening correction. '

The experiment was performed at the Princeton-
Pennsylvania Accelerator (PPA). The momentum
of the neutrons was determined using time-of-
flight (TOF) techniques and the neutron flux was
monitored by several counter telescopes. The
attenuation of the neutron beam by hydrogen and
deuterium targets was measured with a "good
geometry" transmission detector. The total cross
section was obtRined by extrapolation to zero
solid angle, which corresponds to direct forward
scattering. Particular care was taken throughout
the experiment to measure possible systematic
errors which would affect the data. Final correc-
tions to the data for recognized systematic biases
wexe comparable to the statistical uncerta, nties. .
The statistical accuracy of the data is between
0.2% and 0.7% for most of the 26 momentum bins,
and the total systematic uncertainty is believed
to be even less.

II. DESCRIPTION OF THE EXPERIMENT

A. The Beam

The neutral beam was produced at an angle of
20' relative to the proton beam direction (Fig. 1).
The protons from the PPA had an energy range of
2.9-3.0 GeV and an average intensity of 4X 10"
sec '. Conta, mination of y's w'Rs x'educed by plac-
ing 5 cm of Pb I m from the synchx'otron target.
A dipole magnet 9 m from the PPA target swept
out charged particles. The primary collimator
was 4.445 cm in diameter and was located 22.5 m
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FIG. 1. Plan view of the 20' neutral beam at PPA.

from the PPA target. It was followed by a second
sweeping magnet and a secondary collimator,
which eliminated charged particles created in the
primary collimator .

The beam was mainly composed of neutrons.
The neutron flux downstream of the primary col-
limator was estimated to be 2x 10' sec ' in the
momentum range 0.9-2.6 GeV/c. The flux of neu-
tral K mesons was computed to be 0.15% of the
neutron flux. Possible effects of K contamination
are discussed in Sec. IVC.

The beam profile (Fig. 2) was measured using a
2.54 x 0.32-cm' counter.

a wheel-mounted framework so that each could be
moved into the beam. A microswitch-controlled
motor-driven mechanism was constructed to move
the targets. The detector electronics were co-
ordinated with this system so that the targets
could be cycled quickly (typically a full cycle of
all targets in 15 min), while the data for the vari-
ous targets were stored in three separate scalar
arrays This ."fast-cycling" feature reduced long-
term systematic drifts in the cross-section data.
One can view these dr'ifts as manifestations of the

BEAM PROFILE
Includes resolution effects of 2.50x0.32 cm~ counter

B. The Target System

The target system consisted of three identical
flasks surrounded by liquid-H~ (LH, ) jackets.
Their inner diameters were 10 cm and each was
91.5 cm in length. The target flask ends were
made of 0.13-mm Mylar, which was covered by
four layers of 0.006-mm aluminized Mylar. The
outer vacuum flask had windows of 0.25-mm My-
lar, so the materia, l in the beam (other than air)
was 0.112g/cm' compared with 6.5 g/cm' of LH,
and 15.1 g/cm' of liquid D, (LD, ). The upstream
ends of the targets were located 31.35 m from the
PPA target. The target assembly is shown in Fig.
3.

One flask was filled with high-purity LH, , and a
second was filled with high-purity LD» while the
third was evacuated. Samples of the target contents
were assayed for contaminants as discussed in
Sec. IVD. The target flasks were sealed to pro-
vide stable conditions free of boiling. The LH 2

jackets which surrounded the target flasks were
fed from a common LH, reservoir.

The three target flasks, denoted II, D, and V
(for vacuum), were suspended side by side from
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FIG. 2. Measured horizontal profile of the 20' neutral
beam.
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FIG. 3. Drawing showing the major features of the hydrogen-vacuum-deuterium target assembly. In the position
shown, the beam passes through the LH& target. The two telescopes are rigidly mounted to a common frame which
pivots about the axis shown, one viewing each end of the target. The comparator scale and the target ends are the
same distance from the pivot to avoid the need to refocus the telescopes. The positioning bayonet was fixed to the
stationary frame, while the microswitches were mounted on the moving carriage. Not shown are details such as the
cryogenic plumbing and aluminized Mylar insulation.

"1/f noise spectrum" which affects most experi-
ments operating in the frequency range below a
few hundred Hz. The rapid cycling has an effect
analogous to that of a lock-in amplifier, viz. , it
raises the operating frequency of the experiment
by some factor, N, to a point where the noise am-
plitude is lower by a factor of ¹ In our case, N
is about I6, i.e., four cycles per hour over a typi-
cal four-hour run. If the noise in each cycle is
statistically independent, the net improvement is
about%'". If there are positive correlations dur-
ing a series of cycles, the improvement is even
better —uy to a factor N.

The axes of the three target flasks were yarallel
and 27.94 cm apart in the horizontal plane con-

taining the beam axis. The target positions were
indicated by R microswitch systeDl mounted on the
target frame. The position switches were used to
control the target drive system, a DC motor with
worm-gear drive. The sensing logic provided a
routing signal to control the handling of the data
and a gating signal to ensure that no data were
conected unless a target was properly aligned.
The target, positions were measured to be re-
producible Rnd Rllgned on the beRm Rxls within
+2 Dlm.

The end windows of the targets could be viewed
from the side directly through Mylar ports in the
vacuum jackets. We made frequent direct mea-
surements of target length. The hydrogen and
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deuterium flasks were found to be 914.15 mm and
913.89 mm long, respectively. These figures
were reproducible to 0.25 mm.

C. Monitors
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The neutron flux was monitored by four scin-
tillation-counter telescopes shown in Fig. 1. Two
counter telescopes, G andI, were placed upstream
of the primary collimator; a third, J, detected
particles scattered from the primary collimator
walls; and a fourth, 8', counted particles emerg-
ing at wide angles from a converter in the beam.
In addition, two scintillation-counter telescopes
were mounted in the short charged beam created
by the first dipole magnet. These were used to
calibrate the TOF system, check for beam per
formance, and measure accidentals due to beam
rates.

The redundancy inherent in the large number of
monitors allowed the deletion of any monitor which
temporarily malfunctioned. The final monitor
rates used for normalizing the neutron rate were
determined by a fitting process described in Sec.
IV B. The resultant normalization factors were
compared for different runs; the discrepancies
were purely statistical (0.3% for a typical run).

The physical design, position, and electronic
resolving times of the monitors were selected to
reduce monitor accidental coincidences as much
as possible without sacrificing statistical accu-
racy. Accidentals were measured continuously,
and were found to be about 1% for the I monitor,
0.3% for the 8 monitor, and less for the other neu-
tral beam monitors. Accidentals were subtracted
before the data were used.

D. The Neutron Detector

A schematic drawing of the neutron detector is
shown in Fig. 4. The scale has been expanded
along the beam direction for clarity. The de-
tector was 61&61 cm' transverse to the beam and
33 cm thick. The assembly was enclosed in a
large aluminum box to minimize electrical noise
and environmental changes. The four detection
modules were sensitive to neutrons which inter-
acted in 3.8-cm-thick cylindrical conversion vol-
umes 12.70, 20.32, 26.18, and 30.48 cm in diam-
eter. Outside these regions the modules were
filled with materials of the same density as the
conversion volumes, so that the amount of ma-
terial encountered by a neutron would be indepen-
dent of its distance from the beam axis.

Each module consisted of (a) an initial 0.635X 61
x 61-cm' veto counter (type 2), (b) a 3.2-cm-thick
Lucite conversion volume surrounded by liquid
scintillator placed in anticoincidence to define the
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conversion volume (type 0), (c) a 0.635-cm-thick
cylindrical scintillator (type 1) which was part of
the conversion volume and served as the first
"yes" counter for the charged reaction products,
(d) a 0.635&&61x61-cm' "yes" counter (type 2), and

(e) the range telescope The ty.pe-2 "yes" scin-
tillator for each module served as the initial veto
for the following module. The neutron TOF was
determined by the signal from the cylindrical
"yes" scintillator.

The range telescope consisted of three 0.635&&61
~ 61-cm' scintillators E„E„andH„with two
3.8-cm-thick iron absorbers sandwiched between.
For each accepted event, signals were required
from all three range counters. The range cutoff
was different for each module because those down-
stream of the trigger module also contributed to
the total range material. This effect was observed
as a slight shift in the TOF spectrum cutoff from
module to module.

The coincidence combinations which were re-
quired for an acceptable module trigger were

B=AQOB~Bp 2F2H2,

C =A282C, C,Cp,F,II, ,

D =A,Cp, D,D+2F2H2,

FIG. 4. The neutron detector. The first module
consists of a plastic scintillator veto counter (A 2),
a cylindrical Lucite conversion volume surrounded by
a liquid scintillator veto (Bo), a thin cylindrical plastic
scintillator (B &) embedded in Lucite, and a 61-cm-square
plastic scintillator (B2) in coincidence with B&. Counter
B2 acts as the initial veto for the next module, and the
pattern is repeated through E2. Finally, the iron-
scintillator sandwich, E2H2E» acts as a range telescope
for all four modules.
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The barred signals indicate anticoincidence.
Data were taken with the detector at different

distances from the transmission targets. (See
Table I.) This procedure increased the range of
solid angles subtended by the detector, thus im-
proving the accuracy of the extrapolation to zero
solid angle.

E. Data Acquisition System

A schematic representation of the data acquisi-
tion system is shown in Fig. 5. Three groups of
signals existed: the T, counter which gave the neu-
tron production time, the neutron detector which

gave the detection time, and the various monitor
telescopes. In addition, the target cycling system
provided information about which target was in

the beam. Data were collected in a 4096-chan-
nel pulse-height analyzer (PHA) and in scalers

The neutron production time was measured by a
Cerenkov counter (T,) mounted near the synchro-
tron target. The To counter fired every time a
bunch of protons struck the synchrotron target.
The detector signals were processed by fast elec-
tronics. Relative timing of counters in various
coincidences were accurate to 1 nsec with pulse
widths typically 7 nsec. The monitor telescopes
were processed by standard discriminator-coin-
cidence combinations. Six monitor -telescope sig-
nals were available for scaling and calibration
studies. A master gate incorporating target
cycling signals and instrumental dead times was
used to gate all detector and monitor logic cir-
cuits.

A block diagram of the detector electronics is
shown in Fig. 6. The system produced scaling
signals for each of the four detector modules and

a two-bit signal for module identification. A third
bit was set whenever two detector signals arrived
within 150 nsec of each other (multiple module
events).

A signal from any one of the modules resulted
in START and STOP signals for a time-to-ampli-
tude converter (TAC). The relative timing of va-
rious signals in the detector coincidences was
arranged so that the final output coincidence pulse
(STOP) had a leading edge determined by the type-
1 scintillator in the appropriate module. The
STOP signal was also used to generate a pulse
with a width equal to the proton bunch spacing in
the synchrotron (6I.3 or 134.6 nsec) which acted
as a gate to select the most recent signal in the
7, pulse train (Sec. III A) for production time. A
second level of gating was added to avoid leading-
edge ambiguities in the production of the START
signal.

Appropriate delays in the individual module elec-
tronics were made to ensure that neutrons of the
same momentum converting in different modules
used the same operating range of the TAC and the
analog-to-digital converter (ADC).

The ADC provided eight bits of the 12-bit ad-
dress in the PHA. The other four bits were de-
rived from the module and target identification
bits. Thus, the 4096 channels of the PHA were
separated into sixteen 256-channel "banks. "
Twelve of these banks were used to store the TOF
information in the events from four modules for
each of three targets. Three more were used to
store TOF spectra from multiple module events.

Signals other than a neutron detection event
could be selected as input for the TOF logic.
During calibration runs, TOF spectra were ob-
tained for the various monitors and for the signals

TABLE I. Detector parameters.

Detector
position Module

L a
0

(m) (nsec)

b
1

(m)

AO (raw)
(msr)

40 (corr. )

(msr)

B
C
D

B
C
D
E

34.50
34.56
34.62
34.68

35.98
36.04
36.11
36.17

37.50
37.56
37.62
37.68

115.0
115,2
115.4
115.6

119.9
120.1
120.4
120.6

125.0
125.2
125.4
125.5

2.703
2.762
2.824
2.884

4.185
4.244
4.306
4.366

5,701
5.760
5.822
5.882

1.73
4.25
6.76
8.74

0.72
1.80
2.91
3.82

0.39
0.98
1.59
2.11

1.56
3 ~ 97
6.32
8.37

0.64
1.67
2.70
3.63

0.35
0.90
1,48
2.00

Distance from source to detector.
Distance from target center to detector.
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fl om R pulse geQ61 ator.
%6 used 100-MHz 7-digit ¹xiedecjLmal 8cRI618

RQd 20-~z 24 bit blind blQRx'y scRlex'8 to record
counters fx'om the various monitors and detector
modules. Thx ee scalers were devoted to each of
the signals in order to accumulate separately the
data from the V, H, Rnd D phases of the target
cycling px'ocedure. A sex'ies of 20-MHz AND
gRtes were used to route the scR161' slgQRls to the
Rppx'opx'late units. These gates were enabled by
levels generated in the target cycling system.

Some dlagnostlc 8lgQR18, e.g., those used to
check gain drifts in the counters (See Sec. GIB),
were scaled only for the vacuum target ox were
suInmed. fox' all targets.

III. EXPERlMENTAI. PROCEDURES

A. Measurement of Neutron Momentum

We momentum of each detected neutI'on %'Rs de-
termined from the neutron'8 TQF. This method
was used 1Q R number of experiments Rt the
PPA. 'o"'~ Figure '7 shows a TOP spectrum. Typi-
cally the time resolution was 1.7 nsec full width
at half maximum (FWHM), giving aP/P =1.1% at
P =0.7 GeV/c and aP/P =13.3$~ at P = 3.0 GeV/c.

Since proton bunches struck the synchrotron
target every 67 nsec, there was Rn ambiguity in
the TOP. It was impossible to tell from TOP
Rlone which proton bunch cx'6Rted R given neutx"on.
This difficulty was solved by inserting steel range
material in the detector to provide a threshoM in
detected momentum. Tile steel thickness %'as
chosen to give the funest usable spectrum of mo-
menta, without contaminating the high-momentum-
da& with low-momentum "ghosts"" from the
px evious px'oton bunch.
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ment. Some of these are (1) variations in the de-
tector efficiency, (2) inaccurate determination of
the PHA time scale and origin, drifts in timing,
or lack of linearity in the TOP system, (3) beam
contamination due to protons in the supposedly
empty synchrotron phase-stable regions (alter-
nate bunch contamination) which would not satisfy
the momentum discrimination requirement, and
(4) variations in the beam spill quality. Possible
systematic errors due to these effects will be dis-
cussed in Sec. IV. In order to provide a diagnos-
tic for possible malfunctions occurring during the
run, and to ensure proper calibration of the ap-
paratus, the following procedures were used.

1. The detector efficiency can vary due to pho-
tomultiplier gain changes and due to mechanical
deformations in the scintillator and light-pipe as-
semblies. Temperature changes will cause varia-
tions in the behavior of the electronic components
which appear as changes in efficiency; they may
also be the source of mechanical stresses.

The temperature of the electronics enclosure
was kept constant using air conditioning and fans
on the electronic racks. Air from this enclosure
was blown through a hose to the detector box in
order to keep it at a constant temperature also.

Every photomultiplier was operated well into its

FIG. 7. Neutron time-of-flight distribution. For this
particular run the conversion factor is 0.4808 nsec/
channel. The small peak at left is due to y's. These data
were taken for the B module during a doubly chopped
run.

voltage plateau in order to have minimum depen-
dence on drifts in the high voltage and to have high
efficiency. All voltages were recorded frequently
throughout the experiment and observed changes
were smaller than O. l%%ug.

Auxiliary signals were derived from the type 1
and 2 counters to monitor the counter efficiency.
These signals were attenuated and placed in coin-
cidence with the normal type 1 and 2 signals from
each module together with the F, signal. The at-
tenuation was chosen to correspond to the 50%

point on the voltage plateau for maximum sensi-
tivity to changes in photomultiplier gain. In ad-
dition, the relative counting rates for each of the
four modules were recorded and compared. Some
discontinuous changes in the relative efficiencies
were found, mainly in the efficiency of E, the
largest of the detector modules. These changes
could not be traced to any single cause. They may
have been due to occasional temperature varia-
tions which are known to have occurred. Data
runs showing such an abrupt variation in effi-
ciency are excluded from the analysis.

2. The proper functioning of the TAC as well as
the linearity of the TQF system were checked by
using a pulse generator as the event signal. Since
there is no correlation between the pulses from
the generator and T, pulses, a uniform distribu-
tion of time intervals, or "white spectrum, " re-
sulted. Nonlinearities in the analyzer found in
this way amounted to less than 0.5%.

Drifts in T, timing were monitored using a
"time vernier. " To set up this system, the S
monitor signal was placed into a delay coincidence
with T,. Two coincidence circuits were used with

delays chosen to make the S signal arrive at the
50% points of the rising and falling portions of the
relative delay curve. The output from each coinci-
dence was scaled and the ratio of counting rates
determined timing shifts; The system is sensitive
to shifts of approximately 0.1 nsec. The S monitor
was used since it detected relativistic charged
particles with a TOF peak of 1.5 nsec FTHM and
background &0.1%.

3. The S monitor was also used to monitor the
alternate bunch contamination. "" To do this,
an ST, coincidence was set up and compared with
the same coincidence obtained by delaying T, by
33 nsec. The alternate bunch contamination was
of order 0.1% or less for all the data retained for
analysis.

4. The.momentum of the proton beam varies
due to the sinusoidal time variation of the syn-
chrotron magnetic field. In addition, synchrotron
oscillations result in a secondary-beam intensity
that is not uniform throughout the proton targeting
(spill) time. The master gate enabled the fast
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logic only during a predetermined interval within
the spill time, near the peak proton momentum.
This interval was chosen to obtain uniform beam
intensity; it corresponds to proton momenta be-
tween 3.70 and 3.85 GeV/c.

Variations in the spill rate as a function of spill
time within this interval, and thus, as a function
of proton momentum, were monitored using the X
telescope. The X monitor counts were separated
into four spill-time regions and recorded sep-
arately on four scalers for each target using tim-
ing signals from the synchrotron to gate a signal
correlator. The four relative counting rates were
always target-independent within the uncertainties
of counting statistics.

downstream of the target flasks. The sheet con-
tained a 10.8-cm-diameter hole centered on the
beam line. The intention was to enhance any ef-
fects due to interactions in the target structure
by particles scattered from the LH, or LD, and
particles in the beam halo. No effect was ob-
served from this test.

8. Several runs were taken with doubly-chopped
injection and with the singly-chopped range re-
quirement to study ghost contamination. If the
range requirement were successful, one would ex-
pect the second half of the 134-nsec TOF spectrum
to be empty. The observed rate was consistent
with accidentals. We conclude that ghosts were
eliminated.

C. Tests and Preliminary Runs D. Data Collection Procedures

Many of the tests and preliminary runs were
designed to detect suspected malfunctions of the
apparatus or physical processes which could affect
the cross sections. These will be listed below,
together with the conclusions which were reached.

1. A run was taken with 122 cm of Pb in the
neutron beam. The event rate was reduced by a
factor of 5&&10 ', which indicates that there is no

significant source of events other than beam in-
duced events. In fact, the event rate was consis-
tent with that expected from cosmic rays.

2. Runs were made with additional shielding be-
fore the primary or secondary collimator. These
runs were tested for leakage around the collima-
tors and none was found.

3. The routing signals were reversed to inter-
change PHA banks for target-full and target-empty
data. If there were problems related to the rout-
ing system or PHA banks, the cross sections
could be affected. No effect was seen.

4. Several runs were recorded to check for pos-
sible rate dependence of the cross sections. One
run was taken with the accelerator beam at —,

' in-
tensity. Other runs were made with beam intensi-
ty reduced by partially closing the beam jaws.
These runs indicated that there were no major
problems with accidentals.

5. Tests were made to check the effects of pos-
sible beam contaminants. Runs were taken with
additional Pb in the beam and with 45 cm of CH in
the beam to change the beam composition. A run
was taken with the Pt production target replaced
by a Be target. Again the cross section showed
no effect.

6. Runs were taken with the V flask filled with

LH, and with all three flasks evacuated. These
gave zero "cross sections" within errors, as ex-
pected.

V. A 1.9-cm-thick A1 plate was inserted just

The rapid-cycling feature of the target system
allowed "simultaneous" data taking for II and D
with a common V in between. The dwell times
were set to give one half as much beam through
the D target as through the H and V flasks on each
cycle. This matched the statistical precision since
the attenuation for D was approximately twice as
much as that for H.

At the end of each data run (four to eight hours),
the PHA data were punched onto paper tape; the
binary sealer data were written on magnetic tape,
and the Nixie scalers were photographed. These
data were merged onto a single magnetic tape for
off-line analysis. The Nixie sealer data were
proofread after typing in order to check for
errors. Various sealer ratios were computed and
plotted as functions of run number in order to
search for drifts, instrument failures, and typo-
graphical errors. Further error searches were
made with higher-level statistical comparisons
during the cross section calculations. The raw
data tape was edited several times when data
transmission errors (usua11y a single bit) were
d1sc over ed.

Following each data run the Pb filter was re-
moved and a short run was taken to check the lo-
cation of the TOF peak due to y's. Data were
taken with two different cable lengths before the
TAC giving two peak locations. These were used
to establish the time origin and time scale in the
PHA.

Particular attention was devoted to the problem
of making accurate measurements of the target
density. The target pressures were measured
every two hours using a precision pressure gauge
calibrated by the manufacturer against a standard
from the National Bureau of Standards. The pres-
sure measurements were accurate to 3 g/cm',
which corresponds to estimated density uncertain-
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ties of 0.04% for LH, and 0.06% for LD, . In part,
our concern was prompted by unexplained differ-
ences" of -0.5'K between the calculated tem-
peratures of the LH, jackets and LD~ flasks xn two
previous experiments. "A similar effect, -0.3'K,
occurred during the initial operation of our target
in another experiment. »' To ensure that the tar-
get pressure was measured under well-defined
thermal conditions, the liquid-vapor interface
was kept inside the target flask. The temperature
in this region was determined by the LH, jacket,
and was not affected by any temperature gradients
along the filling tubes. The temperatures at the
liquid-gas interface were computed from the mea-
sured pressures using the tables of Tapper. "
Under the conditions described, the LH, and LD2
temperatures were found to agree within 0.1 K.

The data collected for the cross sections can be
grouped into four distinct sets. The first, con-
sisting of 10' events, was not used because of a
design flaw in a commercial TAC. The defective
unit was replaced for the remainder of the experi-
ment. The data in the first set were useful only
for diagnostic purposes. The remaining sets were
all used in calculating the final cross sections.
The second set, referred to as the "old" data,
consisted of 1.2X10' events. About halfway
through the data collection period, two major
changes were made in the electronics in order to
reduce accidentals. Up to that time the acciden-
tals rates required corrections to the cross sec-
tions ranging from about 1% for the B module to
about 3% for the E module. Our experience with
the detector to that time showed that gain and tim-
ing drifts were quite small over periods of sev-
eral days, and that the rapid cycling of the targets
reduced the effects of such drifts to negligible
importance. Therefore, we decided to reduce the
pulse widths used in the detector coincidence cir-
cuits, and to reduce the voltages on the photo-
multipliers for the type-1 counters from typically
400 V above the knee of the plateau curve to about
200 V above the knee. The first reduced acciden-
tals from all sources, and the second reduced
those resulting from noise probably unrelated to
beam intensity. Further reduction in accidentals
was achieved by decreasing the beam size from
7.6 to 6.3 cm in diameter. After these changes
we took a third data set, 1.3&&10 events, which is
referred to as the "new" data. Finally, we took
0.4x 10' events with doubly. chopped injection to
extend the sensitive range of incident neutron mo-
menta down to 0.7 GeV/c.

Data were taken to measure the effective solid
angle of the detector. This was done by moving
the entire 'detector array with respect to the neu-
tron beam. The data were analyzed, taking into

account the known beam profile (Fig. 2), and the
results have been used in Sec. IVE.

E. Detector Accidentals

Although the rate of detected neutrons was of or-
der 400/sec, the total number of neutrons in the
beam of all momenta may have been about 10'/sec.
About 1(P/~ of these probably interacted in our de-
tector without fulfilling the requirements for a
valid neutron signal. Thus, we observed singles
rates in some elements of our detector in excess
of 10'/sec. This gave rise to a small, but sig-
nificant rate of accidental neutron triggers. The
logic contained a requirement of five "yes" coun-
ters and the absence of two veto counters for each
valid count. The accidental contribution was dif-
ferent for each module, for each portion of TOF,
and as a functio~ of target full and empty.

In order to get a valid measurement of the ac-
cidentals, it was necessary to perform a series
of measurements with logical requirements which
counted all possible combinations of two particles
which could simulate a trigger (but excluding co-
incidences between two valid events). The tech-
nique used was to select one particle, which sat-
isfied only part of the logic, and then form the
rest of the coincidence with a different particle
which arrived 6V nsec latex'. Care was taken to
preserve the widths and relative timing (module
67 nsec) of all signals involved.

Accidental coincidences between yes counters
gave a number of counts to be subtracted while
accidental vetoes indicated counts to be added.
The two terms tended to cancel, making the net
correction small. The correction was largest for
the E module for three reasons. First, it was the
last of the four modules, and detected particles
produced in the other three. Second, the E mod-
ule had only four coincidence counters (since E,
was the fifth counter for other modules), and thus
the electronics requirement was not as strict.
Third, the E module was the most compact longi-
tudinally, so there was a larger solid angle for
particles scattered in it.

We considered only types of accidentals which
could be caused by two particles. For example,
the full logical requirement for triggering the C
module of the detector was A+,C,C,CP,E,H, .
One type of accidental might consist of a short-
range charged reaction product, which converted
in the correct interaction volume but stopped in
the steel after E„along with another beam neu-
tron which simultaneously converted in front of
E„giving the remaining pulses required by the
electronics logic. Four two-particle accidentals
can be defined for each module (three for the E



MEASUREMENT OF n-p AND n-d TOTAL CROSS SECTIONS.

module). In addition, each module can be ac-
cidentally vetoed.

It was not possible to measure all 19 types of
accidentals continuously throughout the experi-
ment. We adopted the assumption that all types of
accidentals including those in the monitors would

be proportional to beam rate, and therefore to
each other. Several were selected for continuous
monitoring. The others were measured to deter-
mine a set of ratios once during each of the two

major data-collection periods. Run-by-run cor-
rections were made on the basis of the acciden-
tals ratios and the rates for selected types mea-
sured during each run. Our assumption that the
accidentals ratios would remain constant was not
completely borne out by the data. Nonstatistical
fluctuations up to 2iP/~ were observed. The great-
est uncertainty in the accidentals correction was
due to the lack of a monitor which gave a reliable
measure of the variation of the accidentals rates
from run to run. The corrections to the cross
sections after the changes were less than 1% for
all modules. The data for the two periods were
analyzed separately as described in Sec. IV E.

IV. DATA ANALYSIS

A. Time of Fhght

In our TQF system the quantity directly mea-
sured is (t —t ), where t and f are the flight
times for neutrons and y's. We use the relation

t —t„=k(C -C ),
where C =channel number for the center of the yy
peak, C =channel number for the neutron event,
and k =conversion factor from channels to nsec.
The value of t was computed from the various
source-to-detector distances and was different
for each module because of longitudinal displace-
ments. (See Table I.) Differential and integral
nonlinearities in the TOF system were absent at
a level better than I jo. Therefore, we made no
nonlinear corrections to Eq. (4.1). C„was differ-
ent for each module, but k was common to all and
had a value typically 0.4824 + 0.0008 nsec/channel.
The values of C and k were measured for each
run. The quoted uncertainty in k combines mea-
surement uncertainties and drifts during single
runs.

We chose momentum-bin boundaries corre-
sponding to the momentum values given in the
data tables of Sec. V. The bin widths were always
consistent with the TQF resolution of 1.7 nsec.
Rarely did the boundary between two momentum
bins fall exactly on the boundary between two TQF
channels. Counts in the TOF channels on a bin
boundary were split between bine in proportion to

the amounts of overlap, with a correction for the
variation of the TOF spectrum across such a
channel.

Although drifts in the TQF electronics had neg-
ligible effect on the momentum determination, it
is necessary to consider how such drifts can af-
fect the cross section measurement. If the TQF
spectrum were flat, a shift in the calibration pa-
rameters C and k between vacuum and hydrogen
targets would have no effect on the apparent cross
section. However, the spectrum was not flat. An

undetected timing shift between the two target ex-
posures can be misinterpreted as a change in at-
tenuation in direct proportion to the slope of the
spectrum in any TQF channel.

It is important to emphasize that only true drifts
in the TQF electronics contribute to this effect.
Simple calibration errors apply equally to all tar-
gets and contribute only to errors in the momen-
tum used to label the cross section. The most
serious drift is one which is correlated with the
target selected; the effects of all other types tend
toward zero because of target cyc1,ing.

By direct observation during the experiment,
we established that the dependence of C,, on beam
rate was, at most, a small fraction of a channel
width. However, after a large number of runs
had been collected and computer evaluation of C

y
and k performed, we found a small, but well-
defined rate dependence in these parameters. The
effect was of order 0.3% over the range of varia-
tion encountered. With this information, we were
able to compute corrected values of C and k for
the true rates encountered in the V, H, and D tar-
get exposures.

The effect was serious for deuterium in the mo-
mentum bins above 2.3 GeV/c. E.g., at 2.944
GeV/c the shift in a typical run between V and D
exposures was (15~ 5) picoseconds and resulted
in a change in cross section of (-1.37+0.46) mb
for deuterium compared with a calculation ne-
glecting this shift. The quoted uncertainties in
the highest momentum bins are dominated by this
effect. Below 2.3 GeV/c, the change wa, s less than
the statistical uncertainties on the points. The
corrections and uncertainties for hydrogen are
lower by roughly half.

After the dependence of A; on beam rate was
taken into account, there remained no observable
drifts in the calibration parameters. We can put
an upper limit of 0.05 mb on uncertainties in the
cross section due to any such residual effects.

B. Beam Monitors

When possible„we used the sum of 311 four neu-
tral beam monitor telescopes (corrected for ac-



cidentals) as a relative measure of the neutron
flux during each of the three target exposures.
We define

M) =-G)+ J;+W']+I)

(4.2)

and use subscripti =I, 2, and 3 to refer to V, H,
and D targets, respectively, Rnd subscript j =I,
2, 3, and 4 for the monitors G, g, W, andI, re-
spectively.

Any variation (outside statistics) of the relative
contribution of individual monitors to M, is a mea-
sure of the monitor inconsistencies from target
to target. Under ideal conditions

m( —f~ M.

within statistical fluctuations, where f~ is the
fractional contribution of the jth monitor to M, ,
and f, is independent of target. We formed a sta-
tistical test of this hypothesis,

(4.4)

and varied g& and M, to produce a minimum in X'
subject to the constraint

(4.5)

The fit has twelve pieces of data, seven param-
eters, and one constraint, yielding six degrees of
freedom (DF =6).

For most of the 62 data runs and IO accidental
runs, the values of X~ were acceptable. Six runs
had y2 probabilities P(x~) &0.01. We improved
the fit by discarding the monitor with the highest
contribution to X'. Early runs were taken before
the S' monitor was installed, and were analyzed
without it. In all, 54 runs had four monitors
(DF = 6), sixteen had three (DF =4), and 2 runs
had only two monitors ( DF = 2). &(y' ) for the 72
runs was histogrammed, and the resultant distri-
bution was essentlRlly flRt. We regRrd this Rs
evidence that our monitor normalization, a crucial
part of the cross section measurement, is free of
significant systematic error, and that it is a re-
liable measure of relative beam intensity. Com-
parison of this work with our earlier experi-
ence ""makes it clear that the use of rapid tar-
get cycling is chiefly responsible for this situa-
tion.

The monitor analysis results in R set of num-
bers, M, , i =1,2, 3, which gives the relative
beam flux for the three targets. Uncertainties in
M; (0.14/0 for a typical run) and very small cor-

relations among them were given by the error
matrix from the fitting procedure. This matrix
was used in subsequent analysis of the cross see-
tlonS .

C. Beam Contaminants

Among the sources of systematic error to be
considered ls the possibility of beam contami-
nants. These could be either particles other than
neutrons, or neutrons of various origins with the
wrong momentum for a given TQF bin. %6 find
no significant effect due to beam contaminants.
Each of the possibilities is discussed below.

p @Ques

The two momentum bins above 2.8 GeV/c are
the most likely to be contaminated by y's from
the synchrotron target. The bin boundary at 3.2
GeV/c is slightly over 5 nsec in TOF from the
center of the peak of the y TQF distribution. By
removing the Pb in the beam, we measured this
shape out to 3.5 nsec directly. Assuming it to be
symmetric, we extended this to about 4.5 nsee.
The falloff apyeared exponential, and we extrapo-
lated it through these two bins. The contamina-
tion estimated in this manner was 0.6% of the neu-
tron flux at 3.277 GeV/c, and less than 0.03%%uo at
lower momenta. %'6 have neglected it.

I

Z. Kz Mesons

We estimated the K~o flux in our beam from the
K'production data of Ref. IV, and corrected it for
decays in flight to the detector position. The con-
tamination varied between 0.1/o and 0.2%%uo of the
neutron rate in the various TOF bins. The mag-
nitude of the correction must be weighted by the
differences between the K~ and neutron cross sec-
tions on our tRrgets ~ The K ~ cross sections can
be estimated from the corresponding published K'
Rnd K VRlues. 8 If tile detector 6fficiency for K~
is the same as for neutrons, the correction
might be as high as +0.07 mb for deuterium and
+0.03 mb for hydrogen. However, we can argue
that the detector efficiency for K~ ls substantially
reduced. The cross sections are lower, and the
energies available to satisfy the range require-
ment are lower by a factor of 2. We neglect this
correction and assign a systematic uncertainty of
0.05 mb for deuterium and 0.02 mb for hydrogen
to Recount foi it.

We ean estimate the flux of beam-collimator or
beam-air interaction products from the magnitude
of the beam halo. (See Fig. 2.) The flux amounted
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to about 0.15/p of the central neutron flux. With
areas taken into account, this was between 0.5%%up

and 1% of the total rate. Forward diffraction scat-
tering probably accounted for more than 90% of
the events in the small angular range subtended
by the second collimator. " The neutrons, how-
ever, had the same energy, TOF, and cross sec-
tion as the particles which produced them. There-
fore, no correction is required. The remaining
particles (&O.1%%) were most likely inelastically
scattered neutrons and y's from m' decay. From
considerations of cross section differences, rates,
and detector sensitivity, it is very unlikely that
this requires corrections to the cross sections
greater than 0.02 mb. Therefore, we neglect it.

4. Charged Parti cles

It is difficult to make direct measurements of
any residual charged-particle flux at the end of a
neutral beam. The rates observed in scintillation
counters placed in our beam were consistent with
neutron interactions in the counters, i.e., no
charged particles.

We can advance indirect arguments that the
charged-particle flux is negligibly small. The
final sweeping magnet had -10 kG m of bending
power. No charged particle originating anywhere
upstream of it along our beam line could get
through the second collimator. Any charged par-
ticles resulting from interactions along the rest
of the beam constitute part of the halo dis-
cussed in the previous section. We assume no
separate systematic uncertainty for this effect.

An entirely different aspect of charged particle
background arose from a consideration of charged
particles resulting from neutron interactions in
the target. Such particles affect our results only
through inefficiencies in the A, veto counter, and
then only in the data from the B module. No sta-
tistically significant discrepancy between the B-
module results and those of the other three mod-
ules was observed. The most serious source of
charged particles originating from the target was

forward elastic charge-exchange scattering. If
we assume this equal in magnitude to ordinary
forward scattering, then the effect will be reduced
from the ordinary forward scattering correction
by the inefficiency in A, The forward scattering
correction was at most of order I mb, and usually
much lower. The A, inefficiency was less than 1'%%up.

We conclude that the effect is negligible.

D. Target Parameters

Measurements of the densities and thicknesses
of the hydrogen and deuterium targets were dis-
cussed in Sec. II B.' Target vapor pressures,
temperatures, and densities tended to vary in a
manner fully accounted for by changes in baro-
metric pressure Sinc.e a typical data run lasted
four to eight hours, several sets of target pres-
sure measurements, taken at two-hour intervals,
were averaged to obtain the values used. A typi-
cal set of target parameters is given in Table II.
The dominant error comes from uncertainties in
the tabulated values of molar volumes. " The num-
ber of interest in computing the cross section is

1/nx =V/(2N x), (4.6)

where%, =6.02217x10" molecules/mole, V is the
molar volume in cm', and n is the density in nu-
clei/cm'. The effective length, x, has been re-
vised downward by 5.06 mm from the values of
Sec. IIB to account for curvature of the Mylar
windows over the area of the neutron beam.

5. Ghosts

In Sec. IIIC, we described the data collected to
study "ghost" neutrons mhich might have succeeded
in passing our range requirement. The observed
rate was completely consistent with our known ac-
cidentals rate. We conclude that ghosts constitute
less than 0.1'%%up of the rate of detected neutrons.
Since their cross sections are always within 50%%up

of those of the neutrons under study, we assign a
systematic uncertainty of 0.05%%up for this effect.

TABLE II. Typical parameters of hydrogen and deuterium targets.

Parameter Hydrogen Deuterium

Pressure {PSIA)
Pressure (Torr)
Temperature ('K)
Molar volume (cm3)
Density (g/cm3)
Measurement uncertainty
Table uncertainty
Effective length (cm)
1/nx (mb)

15.40
797.0

+ 0.02
+ 1.0

90.91
260.8

+ 0.03Vo
+ 0.03
+ 0.1

20,43 + 0.04
28.553 + 0.002
0.070 603+ 0.000 005

+ 0.016Vo

90.88
217 ~ 3

4.97 + 0.02
275.0 + 1.0
20.37 + 0.11
23.781 + 0.003
0.169387 + 0.000 002

+ 0.013%
+ 0.1%
+ 0.03
+ 0.2
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Corrections for HD contamination of D, were
made according to the procedure suggested in Ref.
16. Analysis of the gas above the LD, showed
1.1%, 1.4/p and 1.8% HD by volume for the three
times the target was filled. In the case of 1.4%%up,

the cross section for D, was revised upward by
0.3%, or about 0.25 mb. This varied somewhat
with neutron momentum. If we accept the differ-
ences among the three gas samples as character-
istic of the uncertainty in this correction, the re-
sultant systematic uncertainty in the n-d cross
section is less than 0.1/p.

E. Calculation of Cross Sections

1. General Discussion

In presenting the calculation of cross sections,
we give the characteristics of the data set, the
monitor normalization, accidentals corrections,
and sources of statistical uncertainties. The last
are of particular importance because of correla-
tions which exist among various subsets of the
data.

The three types of data, old, new, and "doubly
chopped, " were subdivided into sets of runs taken
at the same detector position (solid angle range).
Initially, runs varying between 10' and 10' events
per run were selected for the cross section mea-
surements. Eight of these (3.8 X 10' events) were
discarded because of various unsatisfactory run-
ning conditions, e.g., more than 0.1/p of the syn-
chrotron beam within the supposedly "empty"
phase-stable bunches. Another three runs
(1.4X10' events) were discarded during the cross
section analysis when they were found to be in-
consistent with others of the same type. There
remained 62 runs with over 3&&10' events. The
final cut, about 7%, was for momentum 0.7-3.6
GeV/c for doubly-chopped runs, and 0.9-3.6
GeV/c for the others.

A complete set of five accidentals runs was
taken for each of the old and new conditions. The
doubly-chopped data were taken under the same
conditions as the new data and were corrected ac-
cordingly. The division of runs and events among
various types is shown in Table III.

The analysis procedure began with computing
the cross sections, properly normalized and cor-
rected for accidentals, for each solid angle 0, in
each momentum. bin P, in each data run r, and
type t. These 11168cross sections, o„(Q, P),
were then combined into 12S6 weighted averages,
&, (0, P), for the various momentum bins and solid
angles. Individual deviations from the weighted
averages were examined for systematic effects.
The three discarded runs mentioned above were
identified at this level of analysis. Next, extrapo-

TABLE III. Distribution of data among various types
of runs.

Detector Number
position of runs

Events
after cuts

Old

New

Doubly chopped

Total

Old accidentals 1
New accidentals 1 and 3

11
12

0

12
15

70 605 124
60 044 073

0

14 384205
52123 962
67 209356

0
8 713023

27 371095

300 450 838

41 821
15036

Acci dental s Correcti ons

We computed the neutron-proton cross section
for a given module in a given momentum bin for a
given run according to the equation

lations to zero solid angle were made, yielding
140 measurements of total cross sections, o, (P).
Finally, old, new, and doubly chopped data were
combined to yield the 52 cross sections in our
final data set, p (P).

The old runs were statistically independent of the
new and doubly chopped runs. Only a small cor-
relation between new and doubly chopped runs
existed because of the very small accidentals cor-
rection. Therefore, the three major run types
were treated as being statistically independent.

For a given type, the same accidentals runs
were used to correct runs at all three positions.
This correction was correlated for a given module
and momentum bin in all runs at all three detector
positions. It did not give rise to correlations be-
tween momentum bins or between modules. On
the other hand, the monitor normalization gives
rise to a correlation between modules and mo-
mentum bins within a given run. Thus, it was
necessary to keep track separately of the uncer-
tainties in the cross sections arising from count-
ing statistics in the detector, the monitors, and
the aceidentals corrections. Only the appropriate
combinations, in quadrature, were used in the
various stages of the analysis. In the extrapola-
tion to zero solid angle, it was necessary to con-
struct a full input data error matrix which ex-
pressed correlations among different positions of
the same module, and different modules at the
same position. The procedure is described in
more detail below.
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o„(n,P)„=(1/nx)„in (4 7)
average fraction, u, of the total variance due to
the monitors. Thus

3. Averaging Runs

Up to 15 runs of the same type were averaged
to get the best estimate of the cross sections
taken under any given set of conditions. (See
Table III.) Cross sections were weighted accord-
ing to combined detector and monitor variances,
l.e.

y

[Q,zo„(n, P)c„(n,P)] (4.8)

~here

1/w„(Q, P) = V„+ V,d(Q, P),

W, (Q, P) = Q w„(n, P).
(4 8)

Vd, V, and V' (below) are the variances for the
detector, monitors, and accidentals. For them
and for the weights, zo, we adopt the subscript
and argument notation defined earlier for the
cross sections. In order to compute the vari-
ances for the average cross sections, we used the

where (1/nx) „represents the target parameters
[Eq. (4.6)], N is the number of detected neutrons
in a module, A is the net number of accidentals
in that module (explained below), and M is the
corresponding number of monitor counts. The
subscripts V and H refer to vacuum and hydrogen
targets. A similar equation holds for the deuteri-
um cross sections, and the H (or D) subscript will
be omitted from here on.

The five different types of accidentals were mea-
sured in five different runs, adjusted to a com-
mon accidentals rate in the J monitor, and nor-
malized to 100000 counts in the G monitor. G

was selected for over-all normalization because
it had small long term drifts (-3%%uo) and very small
accidentals rates. J was selected as a standard
for accidentals ratios because of its significant
accidentals rates (0.3%) and modest stability
(-10%) over long periods.

The net accidentals rate for each momentum
bin and module was scaled according to the J-
monitor accidentals rate in each data run. Then
the net number of accidentals was computed on
the basis of the total number of G-monitor counts
for the run. Statistical uncertainties in the ac-
cidentals corrections were computed in a straight-
forward manner. Since the veto accidentals were
relatively large, the net correction was often
smaller than its statistical error, particularly in
the new runs.

„(„)[Z, l. (Q*P)V'1 (4.10)

tt, (n, p)
w(n, p) '

d( )
[1 —ttt(nt P)]

w, ( np)

(4.11)

(4.12)

Although the accidentals correction fluctuated by
as much as 50%%uo, it was fully correlated from run-
to run and, therefore, was not included in the cal-
culation of the weights. We assume that the vari-
ance in the average cross section due to acciden-
tals is simply the average of the individual run
variances, i.e.,

N

v;(Q, p) = —Q v„'(n, p),
r=1

(4.13)

o, (n„P) =o, (P) — „„dn,
0

(4.14)

where dc/dn is the effective differential cross
section for detected neutral particles coming for-
ward from the detector. The major contribution
to dtT/dn is the elastic differential cross section.
We approximate Eq. (4.14) by a linear function of
the solid angle for the purposes of least squares
fitting, i.e.,

tt, (n;, P) =o, (p) —n(P)n . (4.15)

Adoption of this approximation is justified by visu-
al observation of the graphs of cross section
versus solid angle, by the fact that quadratic or
exponential functions do not improve the fits sig-
nificantly, and by estimating the contribution of
nonlinear terms from the elastic differential
cross section. Nonlinear contributions were al-
ways smaller than the statistical errors on indi-
vidual points.

The raw values of 0, were determined from the
geometric solid angle subtended by the individual
detector conversion volumes as viewed from the
center of the target. These were corrected for the
finite length of the target, attenuation of the inci-
dent and scattered particles through the target,
and for the drop in detector efficiency near the
edges of the conversion volumes. As discussed in

where N is the number of runs being averaged.

4. Solid Angle Corrections

Because of the finite size of the detectors and
beam dimensions, the cross section defined in
Eq. (4.7) is not the total cross section. Thus, for
a detector subtending solid angle, 0, ,
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Sec. IIID, the last effect was measured experi-
mentally. The raw and corrected solid angles are
listed in Table I for all modules at all detector
positions. The corrections were of order 10% or
less. Uncertainties had negligible effect on the
cross sections.

For the new data there were twelve solid angles
for each momentum and target; for the old and
doubly-chopped, there were eight. Since correla-
tions among the points existed, it was necessary
to write X' for the fitting procedure as

~'=Q[o, (n„p) -o, (P)+o(p)n,.]Z„.-'

x[oI(g, , P) —oI(p)+n(p)n~j. (4.16)

The error matrix, E... was determined from the
variances in the following way: The diagonal ele-
ments were the sums of the average variances,
V, (0, P) V;(0, P), and V, appropriate to the given
solid angle. The off-diagonal terms connecting a
given module at different positions were set equal
to V;(0, P). The off-diagonal terms connecting
different modules at the same detector position
were set equal to V, .

For each momentum bin and target, y' was
minimized with respect to the parameters a, (P)
and II.(P). The values of cI(P) were not well deter-
mined, but were consistent with a smooth momen-
tum dependence. The results of this first stage
are shown in Fig. 8. In the second stage of the
fitting, the values indicated by the smooth curve
were used to fix the parameters, a(P), and only
o, (P) were allowed to vary The res. ultant values
of X' were not significantly different between the

5. Combination of Data Sets

The three data sets were compared in a search
for any obvious systematic differences. In indi-

8~ ~'()
ik

8I—
(

Neutron - Deuteron
l.7- I.B GeV/c

80—

two stages. Two examples of the extrapolation
are shown in Fig. 9. The variances V~I(p), V;(P),
and V, were determined from the parameter vari-
ance matrix in the same spirit as in the previous
section.

Summing the individual values of X' over momen-
tum bins and the two targets for the old data, we
obtained gx' =432 for 308 DF. For the new data,
this was 490 for 484 DF, and for doubly chopped
data it was 305 for 364 DF. The over-all distri-
bution of P()(') for the 140 fits was fairly flat.
Only three fits had P (y') & 0.01, and another 19
had P(y') &0.10. There was no systematic con-
centration of the poorer fits in a particular mo-
mentum region. No correlation of bad fits at the
same momentum between hydrogen and deuterium
targets was found. The only tendency was for the
poorer fits to concentrate in the old data and the
better fits to concentrate in the doubly chopped
data. No weighting of the data on the basis of g'
was done in subsequent analysis.
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FIG. 9. Extrapolation to zero solid angle. The exam-
ples shown are from the new data, and they represent
very good and very poor values of g2. Most fits gave
values in the range 7 & g & 15 for 11 DF.
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vidual momentum bins the differences seemed to
be statistically acceptable. The 22 points in each
of the data sets for hydrogen and deuterium were
combined to form an average over the entire mo-
mentum range. There was a difference of about
(0.2+0.1) mb between the old and new results for
hydrogen. Similar comparisons among all other
combinations showed no significant differences.
Therefore, we combined the sets on the basis of
their statistical weights.

Data at all 22 momentum points from 0.9 to 3.6
GeV/c were fitted simultaneously in order to ac-
count for monitor normalization correlations.
This was done separately for hydrogen and deu-
terium. We introduced 25 parameters, the cross
sections &(Pe) in each of the 22 momentum bins,

0=1,2, . . . , 22, and a normalization shift N, for
each of the three data sets, t=1, 2, 3. We empha-
size that these latter quantities were introduced
solely to account for correlations in the statisti-
cal uncertainties due to the common normalization
for all momenta. The values of N, do not repre-
sent systematic renormalization of our results.
They were constrained to be zero within the vari-
ances permitted by monitor statistics. The indi-
vidual cross sections were weighted by the com-
bined variances due to detector and accidental
statistics. Further we allowed for correlations
due to timing uncertainty and for a small (5%)
correlation between adjacent momentum bins
which split the data from the PHA channel on the
boundary. Thus,

, ~ [o,(P,) —o(P,)-X,]'
r ye(p) y (p)1 +2 lr 2 I+t( e) +(Pe) +t]cei[cr(Pr) (Pi) &t] (4.11)

where C» accounts for the correlations and timing
unc ertainties.

The li' values were 45 for 44 DF [P(X') =0.5] for
hydrogen, and 52 for 44 DF [P(y') =0.2] for deu-
terium. The only value of N, significantly differ-
ent from zero was (-0.2+0.1) mb for the old hy-
drogen data set.

In order to obtain an over-all normalization un-
certainty for the experiment, we used

culations. The correlation coefficient is about
0.35, and it varies only weakly with momentum.

U. RESULTS

A. Total Cross Sections

Our results for neutron-proton and neutron-deu-
teron total cross sections are given in Fig. 10 and

(4.18)

which yields an uncertainty of 0.05 mb for both
hydrogen and deuterium.

The points in the four lowest momentum bins,
derived solely from the doubly chopped data, were
shifted by the appropriate values of N, determined
in this analysis: +0.08 mb for hydrogen and +0.13
mb for deuterium.

For individual data points, the uncertainties in
the cross sections after averaging were taken to
be the square roots of the appropriate diagonal
element of the parameter error matrix. Correla-
tions between points (aside from the monitor cor-
relations) are about 5% for adjacent points below
2.6 GeV. Above that momentum, the uncertainties
are increasingly correlated due to the uncertain-
ties in the timing calibration. For deuterium, we
estimate that the correlation coefficient between
the uncertainties in the two highest momentum
bins is 0.74. There is a point-by-point correla-
tion between the hydrogen and deuterium cross
sections in the same momentum bin because the
same vacuum target runs were used for both cal-

40- ~ 0
0

~~ ~ ~
5

4 0

5
C

R
O
I-—80—
CJ
LJJ
(0

v) 75-
V)

IX
O
O

w 70-
O

0

0 ~

(a)
Neutron - Proton

0 0o 0 0~~0 ~ ~ R)0+
CP ~ ~ ~

(b)
Nucleon- Deuteron

This experiment;nd

Bugg et al. :pd
Ref. 6

Abrarae et aL:pd
Ref. 8

Schwaller et aL:pd
Ref. 19

0.5 1.0 1.5 2.0 5.0
MOMENTUM ( GeV/c )

FIG. 10. (a) Neutron-proton total cross sections;
(b) nucleon-deuteron total cross sections.
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Table IV. The uncertainties quoted for individual
momentum bins are those due to combined sta-
tistical and timing uncertainties. Systematic un-
certainties based on target parameters are esti-
mated at O.OF/o for hydrogen and 0.1% for deu-
terium. Systematic uncertainties arising from
several possible sources of beam contamination
are estimated to be less than 0.07% for hydrogen
and 0 1(P/.q for deuterium. These and statistical
uncertainties arising from normalization are
quoted separately.

B. I=o Cross Sections

With previously measured values of the pp total
cross section"" and our results for the np total
cross section, it is possible to compute a total
cross section for the state with isospin I=0 from
the formula

0'(I =0) = 20(np) —c(pp) .
It was necessary to smooth the np data below 1.0
GeV/c and to smooth the pp data below 1.4 GeV/c.
The pp data were interpolated in order to evaluate

TABLE IV. Total cross sections: neutron-proton, neutron-deuteron, nucleon-nucleon
(I= 0), and neutron-neutron.

Momentum
interval
(Gey/c)

Average
momentum

(GeV/c)

Total cross sections {mb)

0.(np) a, c ~{nd)" ~(1=0) d a{nn) '

0.70-0.75
0.76-0.80
0.80-0.85
0.85-0.90
0.90-0.95
0.95-1.00
1.00-1.05
1.05-1.10
1.10-1.16
1.15-1.20
1.20-1.26
1.25-1.30
1.30-1.35
1.35-1.40
1.40-1.45
1.45-1.55
1.56-1.65
1.66-1.75
1,75-1.86
1.85-1.95
1.95-2.10
2.10-2.30
2.30-2.50
2.50-2.80
2.80-3.20
3.20-3.60

0.725
0.775
0.826
0.875
0.925
0.975
1.025
1.075
1.125
1.175
1,225
1.275
1.325
1.375
1.426
1.600
1.600
1.700
1.800
l.900
2.022
2.193
2,391
2.627
2.944
3.277

42.80+ 1.02
38.63+ 0.72
37.32 + 0.60
33.97+ 0.57
34.09+ 0.26
33.90+ 0.24
33.57 + 0,24
34.16+ 0.24
34.94 + 0.24
35.47 + 0.23
36.04+ 0.23
36.85 + 0.22
37.60 + 0.22
37.86 + 0.22
37.98 + 0.21
37.82 + 0.16
38.12 + 0.16
38.21+ 0.16
38,85 + 0.16
39.35+ 0.17
39.99+ 0.15
40.50 + 0.14
40.67+ 0 ~ 16
40.76+ 0.17
40.76+ 0.25
40.83 + 0.46

63.55+ 1.02
60.73+ 0.75
60.46+ 0.65
59.33+ 0.62
60.14+ 0.28
61.30+0 25
62.78 + 0,25
64.71+0.24
67.03+ 0.26
69.88 + 0.24
71.87 + 0.23
74.64 + 0.24
76.30 + 0.23
78.28 + 0.23
79.17+ 0.22
80.27+ 0.16
81.46+ 0.17
81.76+ 0.17
82.19+0.17
82.60+ 0.18
83.14+ 0.16
83.41+ 0.15
83.28 + 0.1S
82.62 + 0.21
81.87+ 0.37
81.43 + 0.70

58.1+3.0
53.0 + 3.0
48.8+ 3.0
45.5 + 2.0
42.9+ 0.6
40,6+ 0.7
38.8+ 1.2
38.1+1.2
37.3+ 2.1
35.4+ 2.1
33.0+ 2.1
31.2+ 1.1
30.5+ 1.1
29.8+ 1.1
29.4+ 0.4
28.5+ 0.3
28.7*0.3
28.8+ 0.3
30.2 + 0.3
31.3+ 0.3
32.7 + 0.3
34.0+ 0.3
35.2+ 0.3
36.0+ 0.4
36,9+ 0.5
38.0+ 1.0

20.2 + 1.1
22.1 + 0.7
23.3 + 0.8
24, 9+0.5
26.6+ 0.3
28.9+ 0,2
30.2 + 0.3
32.2+ 0.3
34.8 + 0.3
37.3+0,3
40.0 + 0.3
41.9+ 0.3
44.5& 0.3
46.2 + 0.4
47.3+ 0.3
48.1 & 0.3
48,4+ 0.3
48.2 + 0.3
47.9+0.3
47.9+0.3
47.9+0.3
47.7 + 0.3
47.1+ 0.3
46.2 + 0.3
45,0+0.4
44.0+ 1.0

Over-all scale uncertainty due to monitor statistics =+ 0.06 mb. Estimated systematic un-
certainty from all sources =+ 0.09%,

Over-all scale uncertainty due to monitor statistics =+ 0.05 mb. Estimated systeInatic un-
certainty from all sources =+ 0.16%.

Estimated correlation coefficient between nP and nd cross section uncertainties in the same
momentum bin is 0.35.

Computed fram 0 (nP) and previously measured proton-proton cross sections. (See Sec. VB).
Computed from 0(np) and cr(nd) with a correction for screening effects. (See Sec. VE).
Off-diagonal correlation coefficients for uncertainties in the highest four momentum bins

are, in order of increasing momentum,

(0.05

i

0.03 0.).4
(0.09 0.14 0.34)~gp)

(0.35
and 0.34 0.55

(0 35 0 57 0 74ia(nu)
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FIG. 11. Nucleon-nucleon total cross section in the I =0 and I =1 states. Points were computed from our measured
np total cross sections and various measurements of pp total cross sections (Hefs. 6, 7, and 19).

the cross sections at our momenta. The results
are shown in Table IV and Fig. 11. Considerable
uncertainty arises from inconsistency among the
various measurements of pp cross sections be-
tween 1.0 and 1.4 GeV/c. The uncertainties on the
tabulated points and the error corridors on the
graph include these effects.

C. Comparison of pd and nd Total Cross Sections

Our nd total cross sections agree quite well with
the pd results of Abrams et al. ' at 3.0 GeV/c and
Schwaller et al."below 1.2 GeV/c. If one accepts
the quoted uncertainties, the principle of charge
symmetry is confirmed to 0.8% at -1.0 GeV/c and
0.5/g at 3 GeV/c.

There is, however, a, constant -1.5 mb differ-
ence between our data and the pd cross sections
of Bugg et a/. ' The shapes are almost identical
as functions of momentum. The 1.5-mb difference
between the data of Bugg et al. and the result of
Abrams et at. was discussed and partially re-
solved by Riley. " There remained an unexplained
difference of 1.17 mb at 3 GeV/c. We find that a
subtraction of 1.5 mb from the data listed in Ref.
6 makes it fully compatible with our results, with
those of Refs. 8 and 19, and also with those of
Galbraith et al."at 8 GeV/c.

Until unanimity is established in the various pd
results, a violation of charge symmetry up to 2%
is not ruled out by these data. However, we are
strongly inclined toward the conclusion that charge

symmetry is satisfied to 0.5% and Ref. 8 has large
systematic errors.

D. Structure

E. The Neutron-Neutron Cross Section

Values for the n-n cross section may be ob-
tairied from our data as the differences between
o(nd) and a(np). (See Table IV.) A correction for
screening effects is required but due to several
factors, cannot be calculated with certainty.

The approximate calculation which has been
made is described below. The cross section de-
fect is defined by the equation

o(nn) =o(nd) —o(np) —5o . (5.2)

For this paper we use the form given by Franco
and Glauber" and add the charge-exchange term
of Wilkin, "

We see no evidence of resonant structure in ei-
ther the I =0 or I= 1 cross sections. The bump in
the np cross section at about 1.4 GeV/c seems to
be explained entirely by the minimum in the I =0
cross section and the knee of the plateau in the
I =1 cross section. It is probably not caused by
the so-called D*(2190) bump" observed in md scat-
tering and in the reaction np- md. 2' The cross
section for the latter reaction is of order 1.5 mb.
%'e have subtracted it from our total cross sec-
tion results and find only small changes in shape,
predominantly at momenta lower than the 1.4
GeV/c bump.
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(la=—[qa( p)a(n )(1 — ( p) ( n)) ——,'[ '(nn)(1 —a'(nn)) —tp(np)(1 —a'(np))]] —) [Slq) q ' ]d'q,

where e is the ratio of real to imaginary parts of
the forward scattering amplitude, 8(q) is the form
factor of the deuteron, and P is the slope of the
NN amplitude. In calculating the charge exchange
term we assume o(nn) = o(pp).

The values of o. (nn) are assumed to be equal to
n(pp) calculated by SMing. " The values for o. (np)
are taken from Carter and Bugg." The form as-
sumes p(np) =p(pp), but values of p are obtained
by using p = [p (np) + p(pp)] obtained from a com-
pilation of NN data. '

The deuteron wave function is a repulsive core
form" and includes only S wave. The o(np) and
o(nn) cross sections are averaged over Fermi
motion in the deuteron, and the flux correction
has been applied. "

The discrepancy between calculated o (nn) and
measured o(pp) can easily be attributed to sys-

tematic uncertainties in the screening correction.
Values of n are not known well, spin-dependent
corrections" have not been included, and chang-
ing deuteron wave functions can alter the values
by +I mb.
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