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Factorization for generic jet production
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Factorization is the central ingredient in any theoretical prediction for collider experiments. We
introduce a factorization formalism that can be applied to any desired observable, like event shapes or
jet observables, for any number of jets and a wide range of jet algorithms in leptonic or hadronic
collisions. This is achieved by using soft-collinear effective theory to prove the formal factorization of a
generic fully differential cross section in terms of a hard coefficient, and generic jet and soft functions. In
this formalism, whether a given observable factorizes in the usual sense, depends on whether it is inclusive
enough, so the jet functions can be calculated perturbatively. The factorization formula for any such
observable immediately follows from our general result, including the precise definition of the jet and soft
functions appropriate for the observable in question. As examples of our formalism, we work out several
results in two-jet production for both e*e™ and pp collisions. For the latter, we also comment on how our

formalism allows one to treat underlying events and beam remnants.
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L. INTRODUCTION

Factorization is the main ingredient in any theoretical
prediction for collider experiments. Most factorization
theorems are easy to understand intuitively. For example,
the most basic factorization theorem for the production of
lepton pairs in proton-proton collisions has the form

U:Z&ijg’fi/P ® fi/p- (L
Lj

Here, the partonic cross section &;; describes the produc-
tion of the two leptons from the two initial-state partons i
and j, while the parton distribution functions f;/p and f;/p
describe the probability of finding the partons i and j in the
proton. The parton distribution functions and the partonic
cross section both depend on the momentum fractions of
the partons with respect to the hadrons, and the ® denotes
the convolution in these variables. For more complicated
processes, such as jet production, factorization formulas
still exist, but are more complicated than for the Drell-Yan
process.

While there is usually a simple intuitive picture leading
to factorization theorems like Eq. (1), many open questions
cannot be answered without a much more detailed under-
standing of the factorization theorem. First, precise field-
theoretical definitions of the different elements in terms of
matrix elements of operators are required to calculate them
systematically. Second, each of these elements depends on
a renormalization scale w, and the precise u dependence
cannot be obtained from the naive arguments given above.
The fact that the final hadronic cross section is independent
of w allows one to derive renormalization group equations,
which can be used to sum large logarithmic terms present
in the perturbative results. Finally, it is important to under-
stand under which circumstances the factorization theo-
rems hold and when they break down. Thus, a more
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detailed understanding of factorization theorems is man-
datory for a theoretical understanding of collider
signatures.

Understanding factorization has a long history, and
started with the seminal work of Collins, Soper, and
Sterman (see Refs. [1-4] and references therein). It is
instructive to remind the reader about the philosophy of
these traditional factorization proofs, and to compare it to
factorization proofs using effective fields theories, as dis-
cussed in this paper. While the Lagrangian of the strong
interaction is given in terms of partonic degrees of free-
dom, any perturbative calculation of partonic scattering
amplitudes gives rise to infrared-divergent results. These
infrared divergences are a manifestation of the well-known
fact that at long distances the strongly interacting degrees
of freedom are hadrons, not partons, and that the binding of
partons into hadrons is a nonperturbative effect. The infra-
red divergences in the partonic results are regulated, how-
ever, if the dimension of spacetime is chosen to be
D = 4 — 2¢, and manifest themselves as 1/€ poles with
€ < 0. Thus, for D # 4 one can calculate the scattering
cross section of two partons m and n, and by the same
intuitive picture as before, one expects that the partonic
scattering cross section factorizes as

Omn = z&ij ®fi/m ® fj/n' (2)
Lj

In this case, f;/,, (fj/,) denotes the probability to find the
parton i (j) in the parton m (n). This probability has a well-
defined expression order by order in perturbation theory,
and is infrared divergent in the limit D — 4. Under the
assumption that any infrared-safe (finite as D — 4) result is
the same in the hadronic (D = 4) and partonic (D # 4)
theories, the factorization of long distance and short dis-
tance physics in the hadronic theory can be proven by
showing to all orders in perturbation theory that &;; in
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the partonic theory is indeed finite in the limit D — 4.
Traditional factorization proofs therefore use diagram-
matic techniques to show that all infrared-divergent terms
in 0, are contained in the partonic distributions f;/,, and
Fipn

Proofs of factorization theorems in soft-collinear effec-
tive theory (SCET) [5-8], on the other hand, use a different
approach. By construction, the correct effective field the-
ory reproduces the long distance dynamics of the under-
lying theory in a particular kinematic limit. SCET is
constructed to reproduce the long distance physics for
processes involving highly energetic particles, and the
assumption is now that SCET is indeed the correct effective
field theory of QCD in this particular kinematic limit. What
is important is that this assumption can be tested in per-
turbation theory.

The physics at short distances, in general, is not properly
described by the dynamics of the effective field theory
itself, but can be determined by demanding that the effec-
tive theory reproduces the underlying theory order by order
in perturbation theory. This matching calculation can be
performed using partonic degrees of freedom, because the
effective theory reproduces the long distance physics of the
full theory ensuring that all infrared divergences cancel in
the matching calculation. Thus, the effective theory gives a
result of the form

Lj

where SD;; describes the short distance physics governing
the scattering of two partons i and j into anything, while
LD;; describes the long distance probability of two protons
to give two partons i and j. The final step in the proof of the
factorization formula is to show that

LD, = fi/p ® fj/p 4

where f;/p are now matrix elements of operators defined in
SCET. This is accomplished in SCET by exploiting the
dynamics of the effective theory, as will be discussed in
much more detail later.

The first factorization proof in SCET was for B — D
decays [9], but it was soon realized that SCET can be used
to reproduce factorization for simple QCD processes with
back-to-back jets [10-13]. Recently, there has been
progress in studying factorization and the resummation
of perturbative corrections for some weighted cross sec-
tionsin e* e~ — hadrons [14—18], Drell-Yan [19-21], deep
inelastic scattering [13,22-25], and Higgs production
[20,26].

While such fully inclusive observables have proven to be
very useful in capturing generic features of hadronic
events, they are not well suited to identify specific short
distance processes. For this reason, jet observables are
usually considered, in which hadrons that are “close to-
gether” are collected into jets of particles. The idea is that
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QCD radiation will turn a single parton produced in a short
distance process into a jet of hadrons, such that the total
momentum of the jet can be used as a measure of the
momentum of the original parton. Thus, jet observables
can be used to directly test the underlying short distance
process that produced the event, as long as the jets are well
separated from the beam axis and their dependence on the
underlying event is very small.

Of course, the definition of a jet depends on the precise
meaning of ‘“close together,” and there are many algo-
rithms available that group the final-state particles into jets
[27-38]. To calculate jet cross sections perturbatively, we
need a jet algorithm that is infrared safe, such that a
partonic calculation does not lead to infrared divergences
in D = 4 dimensions. Which algorithm is chosen by ex-
perimentalists is usually determined by practical consid-
erations, such as speed and algorithmic robustness.

In this paper, we develop a factorization formalism that
can be applied to any desired observable, like event shapes
or jet observables. In particular, for N-jet production in
hadronic collisions, we show that the cross section factor-
izes into a hard function, &;, &, describing the under-
lying partonic process to produce N partons, convoluted
with N jet functions, J; , a soft function, §, and parton
distribution functions, f ij/P>

o= Z é-ij,kl...kN ®Jk| ® - ®JkN ® S®fi/P ®fj/P'
i,j,k,

(&)

The jet functions J; are the final-state analog of the parton
distribution functions. They describe how the final partons
from the hard interaction evolve into the observed jets, and
contain all dependence on the actual jet algorithm. The soft
function S is a nonperturbative object, which describes, for
example, how color is rearranged to allow the colored
partons to form color-singlet jets. The effective theory
allows to give precise field-theoretic definitions of all
objects in this factorization formula. Whether the differ-
ential cross section in some observable factorizes in the
usual sense depends on whether the observable is domi-
nated by factorizable kinematic configurations and
whether it is inclusive enough to allow perturbative calcu-
lations of the jet functions.

In Sec. II, we first define a generic differential cross
section written in terms of functional derivatives, and then
show in Sec. III how observables are constructed from this
generic cross section. In Sec. IV, we derive a factorization
formula for this differential cross section, which relates it
to convolutions over generic building blocks. To focus on
the overall structure of the result, this derivation will be
schematic in the sense that we will ignore the explicit color
and spin structure of the underlying interaction. As a first
example, in Sec. V, we apply our results to the production
of two-jet events in e " e~ collisions, including all color and
spin information. We reproduce the known results for event
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shape and hemisphere mass distributions, and obtain re-
sults for observables based on cone jet algorithms. In
Sec. VI, we apply our formalism to hadronic collisions.
We derive the factorization formula for two-jet production
in pp collisions, focussing on the simplest subprocess
qq' — qq'. Our conclusions and outlook are presented in
Sec. VIL

II. ENERGY AND THREE-MOMENTUM
CONFIGURATION OF AN EVENT

The differential cross section in any observable O is
given by

do

0= FZI(XlQ|I>|2(27T)454(Pl Px)

X 0[0 — fo(X)], (6)

where |I) denotes the initial state containing two particles
with total momentum p; = (E.y,, 0), |X) denotes an arbi-
trary final state with total momentum py, and the sum over
X includes a sum over states, as well as all final-state
phase-space integrations. Finally, Q stands for the relevant
operator responsible for the underlying hard interaction.
The function f,(X) computes the value of the observ-
able for a given final state X, and in general depends on the
four-momenta of all particles in X. The four-momentum
configuration of X can be described by its energy configu-
ration wy({)) and three-momentum configuration Ky ({2).

If X has n particles with four-momenta p; = (E;, p;), we
have
wx(Q) = ZE55(Q — ),
i=1
" (7
kx(Q) = Z p:o(Q — ),
i=1

where ); = Q(p,) is the direction of the three-momentum
p,. More generally, we can think of w({2) and k(£2) as the
distribution of energy and three-momentum over the solid
angle (), as measured experimentally.

To integrate over w and k, we define a functional
integration measure as usual by discretization. We divide
) into bins {€);}, and define the set of discrete variables
{w;} and {k,} as the integrals of w({)) and k({)) over the
bins {Q},!

w0, = /S A0, k= /{ | dOK(@). ®)

"This is slightly different from the usual definition of D¢ (x)
for some field ¢ (x), where the discrete variables ¢, = @(x;) are
taken as the values of ¢ at the points x;. The difference is an
irrelevant overall constant. In our case, taking the integrals is the
more natural choice and makes the connection to the usual
phase-space integration simpler.
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Then
Do () = Do(Q)6[w(Q)] = [ [doib(wy),
k
Dk(Q) = Dk(Q)5[Q(k(Q)) — Q]
&k Ik |2dlk,]|
_l-[ k(sQ(kk)—Qk)=]Z[W
)

The 6 functional in Dw(L)) restricts w({)) to be positive,
while the & functional in DK (L) restricts k(£2) to point
into the direction ().

The integration measure in Eq. (9) still includes unphys-
ical configurations. To only allow physical configurations,
we have to include a mass-shell condition. Taking a fixed
invariant-mass distribution w({)) as boundary condition,
we get

f Do (Q)Dk(Q) = f Do (Q)D(Q)
n(Q)
X 6lw(Q)* — k(Q)? — u(Q)’]
_ /nd(u Ik |2dlk,|
RCYOE
X 8(wi — [kl* — up)b(wy),
(10)
where u, = [ dQu(Q). This fixes the direction of all

particles, but could include different final states X, as long
as they have the same invariant-mass distribution w (). If
we instead restrict the integration to a state X, having n
particles with masses m;, we recover the standard n-body

phase space for X,
JTLee [,
el X(Q,,... 0
|kk|2d|kk|
- [THan, fTTaw 500

X 6(wk - |k1<|2 —m3)6(wy)

f Da(Q)DK(Q) = | Du(@Dk(Q)
X

—m})o(p?)

E/d@x. (11)

On the right-hand side of the first line, we first integrate
() and k(L) with the boundary condition that there are
exactly n particles with masses m; moving in the directions
Q;, denoted as X({,...,,), which is then integrated
over the particle’s positions ();. In the second line, in the
discretization only the integrals over those n bins survive
that happen to contain a particle. Together with the ();
integrations, this reduces to the standard n-body phase
space for X. In the following, we will mostly drop the
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dependence of w(£)) and k() on (), but one should
always keep in mind that w and k are functions of ().
We will still use square brackets to denote functionals f[w ]
and f[k].

Returning to Eq. (6), we now assume that f,(X) does not
depend on any internal quantum numbers of X, but only on
the four-momenta of all particles in X.? In this case, f,, can
be written as a functional of the energy and three-
momentum configurations

fo = folo, k] with  fo(X) = folwx, kyx]  (12)

We now define an energy-momentum flow operator £# =
E*(Q), whose eigenvalues are the energy and three-
momentum configurations of the state |X) in Eq. (7),

EXDIX) = wx(DIX),  EQ)IX) = kx(Q)IX).
(13)

The energy-flow operator £°(£)) has been used previously,
for example, to study two-jet event-shape distributions
[14,17,39-42] and jet energy-flow correlations [43—-46].
In terms of the energy-momentum tensor

oL
P YT

we can write E#(€)) as [17,39]

0’ — gt L, (14)

E1(Q) = lim R [: diniTH(, Rn).  (15)

Here, n = n({)) is the unit three-vector pointing in the
direction identified by (). Therefore, £#({)) measures the
total four-momentum arriving over time at infinity in the
direction ). An expression for £°({2) similar to Eq. (15) in
terms of an integral over R for t — oo was derived in
Refs. [44,47]. An explicit proof of Eq. (15) for £%(Q) for
scalars and Dirac fermions can be found in Ref. [17].
Using Egs. (12) and (13), we can write Eq. (6) as

do

o= 7Z<1|QT|X><X|Q|I>(27r)“5“(pz Px)

X 8(0 — folwy, kx])
w 4.x T X w — 0
m,fD Dk [ dx11Q! (Lo - &1
X [k — 5]Q(0)|1>5(0 — folw, k])
f DDk <2750 = folw, k) (16)

In the second line, we shift QT to position x, turning the
momentum conservation into an integral over x, and re-
write wy and ky in terms of £#. This removes any explicit

>Note that most information about internal quantum numbers,
such as the number of b jets, is obtained from four-momentum
information alone.
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dependence on the final state X, allowing us to perform the
sum over all final states Y | X)(X| = 1.

For the rest of this paper, we will assume for simplicity
that X only contains massless particles. The extension to
the general case is straightforward. In this case, fp =
folw] only depends on w, and we can integrate over k
to find

d d j Dw—6(0 Folw), (17)

where the generic differential cross section do/dw is
defined as

o _ 1 4y () Tw — &°
o7 hﬁdeQ(W[ £219(0)11)

o [Eh e oste - €120, (9
In the second line, we have written the result in terms of
Q(p), the Fourier transform of 9 (x). (To simplify the
notation we use the same symbol for operators in position
and momentum space and simply distinguish them by their
arguments.)

Equation (17) can be regarded as the master formula of
our formalism, and its ingredients are the subject of the
following sections. We first discuss the functional f[w]in
the next section and then the factorization of do /8w in
Sec. IV. Then in Secs. V and VI we show how to combine
these two elements to obtain a factorized form of do/dO
for specific processes and observables.

III. CONSTRUCTING OBSERVABLES

The form of the functional f,[w] depends on the ob-
servable under consideration, and in this section we will
give a few examples of how to construct f,[ w] for specific
observables. To get used to our notation, we start with the
simple example of the total four-momentum of the final
state. Next, we consider event shapes that are fully inclu-
sive observables. Finally, we discuss jet observables that
are less inclusive and defined with respect to a specific jet
algorithm.

A. Total four-momentum

The total energy and three-momentum of the state X are
~ Y E = [ AQwy(Q),
i=1

) (19)
x=Zm=[ﬂMMMﬂm,
i=1

where we used that for massless particles k() =
n(Q)w (). Hence, we define

Pilw] = f A0n*(Q)w(Q), 20)
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where n#(Q2) = (1, n(£2)). From Egs. (17) and (18) we get
do oo 4
9 - [Dw5—5 (P — Plo])

w
1 ~
e j EI1QH()SHP — PO, 21)

In the second step we performed the integration over w and
used that (for massless fields) P#[£°] yields the momen-
tum operator P* = (P, P),’

P = [anene = im [t = b
(23)

B. Event shapes

Event shapes are defined with respect to the thrust axis
of an event. Given a final state X, one first calculates the
thrust axis t = t(X), which is defined as the unit three-
vector t that maximizes the sum

St pil. (24)
=1

which runs over all particles in X. Given t, one then
calculates the observable of interest. A generic class of
event shapes can be written as

1 n
E

cm j=

fe(X) =

g.(n(p)Ipf(p)l, (25)
1

where the rapidity n; and transverse momentum p! are
measured with respect to t. For example, for thrust [48,49],
jet broadening [50], and the C parameter [51], the function
g.(n) has the form

3
coshn’
(26)
The thrust axis can be obtained from the energy con-
figuration of the final state, and can therefore be written as

a functional t[w]. It is defined (for massless particles) as
maximizing the integral

gr(n) =e™, gp(n) =1, gc(n) =

[ 4Ot - n(Q)]w(Q), @7)

To see this explicitly, consider the current j*(x) = T#*(x)
(for fixed w),

/d(lé’“(ﬂ) = lim f: d[,[aS(R) dsn -t x)

= /w dz[de Sjix) = tlimfdxjo(l, X),
0 — 00
(22)
where in the last step we used current conservation 4, j*(x) = 0.
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which for @ = wy reduces to Eq. (24). Using |pf| =
E/ coshny, we can write Eq. (25) in terms of w

fulw] = f ats(t — o)) fw:t]l  (@28)

with

w(Q)

felo:t] = :
coshmny

1
[ dQg, (7)) 29)

E

where the solid angle () is decomposed with respect to the
thrust axis as Q = (1, ¢¢), and n; = tanh™!(cos6,).

C. Jet observables
1. General features of jet algorithms

A jet algorithm J acting on a final state X returns the set
of momenta of all particles in the event, grouped together
into the different subsets belonging to each jet plus a set of
particles not belonging to any jet, which we take to be soft:

JX) ={p .- AP A0 Lk (30)

In terms of the energy configuration w, we can write the
action of the jet algorithm as

J[w] — {wjletr L wj;\tp wsoft}’ (31)

where w'® is the part of @ corresponding to jet i, and w*"
is the remaining soft part of w not assigned to any jet, such
that

w = a)j]et + e+ a)jje\tf + Wt (32)

We formally split the action of the jet algorithm into two
distinct steps. We first define a quantity j that contains all
global information about w required to construct the indi-
vidual jet configurations w; from w. For example, j con-
tains the total number of jets and the direction of each jet.
That s, j is analogous to the thrust axis in the case of event
shapes. Hence, a jet algorithm 7 provides a functional
Jj7Lw], which returns the required information j for a given
w. Second, we define functionals J,;[w; j], which project
out the part of w belonging to the i-th jet. That is, for j =
j7lw], by definition

Jlosjslo]l =  Tlo;jle]]l =0 (33)

We stress that 7 ;[ w; j] only encodes the actual projection,
which is completely specified by the specifics of the jet
algorithm and the information provided by j. Thus, for a
given j, J; can be applied to any w. For example, by
definition, [7; satisfies the consistency conditions
Tlafiglol = {gF Ttz G
AR 0  fori#j.

For simplicity, we will keep the dependence on 7 implicit
from now on and simply write jlw].
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2. Construction of jet observables

We can now write a generic jet observable as

folwl= [ dioti ~ ilaDsolw:il  GS)
where, in general, fo[w; j] has the form
folwsjl = folTlwsil ..., Talws Il (36)

and JNV is the total number of jets given by j. Most jet
observables only depend on the total four-momentum of
each jet. In this case, using Eq. (20),* we have

Folw: il= [ﬁ [epse - PTL0:D) |

o Poy). (37)

The function go(Py, ..., Par) computes the observable of
interest from the given jet momenta P;. It is analogous to
the function g,(n) for event shapes. Some simple examples
would be the total number of jets or the invariant mass of
two jets

><g0(P1,..

gN(Pl,...,Pj\[):N,

(38)
&my(P1, -, Poy) = (P; + P>
Similar to Eq. (37), one can easily define observables
depending on additional information about the individual
jets, for example, one can imagine observables that depend
on a weighted integral of the energies of all particles in a
jet.

3. Examples of jet algorithms

Of course, in practice, how the action of the jet algo-
rithm is separated into jlw] and J,;[w; j] depends on the
actual algorithm, and we will briefly discuss a few ex-
amples here. Since most jet algorithms do not have a
simple analytic expression for generic final states, it will
not be possible to obtain jlw] analytically, -either.
However, this is not a limitation, because we can always
define j{w] by acting with the full jet algorithm on @ and
only returning the necessary global information. The more
relevant, and perhaps nontrivial, task is to figure out the
information required in j, and to define the projections
Jlw; j] accordingly.

The simplest example is probably the hemisphere jet
algorithm [28-30], for which the number of jets is always
2, and the only relevant global information is the axis
perpendicular to the plane separating the two hemispheres,
which is usually taken to be the thrust axis t. Hence, we can
write j as

“For jet algorithms, Eq. (20) corresponds to the so-called
E-scheme, which defines the total jet momentum as the sum
of the particle momenta.
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i=2t  jle]={2te], (39)

where by convention we included the number of jets in j.
The corresponding projections 7| and J, return the two
hemispheres defined by the thrust axis

T ilesjl= o(@)6(0 = 6, < 7/2),

(40)

Tolw;jl= o(Q)0(7/2 < 6, < 7),
where () = (6, ¢) is given with respect to t. Note that
here we have J [w, j] = 0. Typical observables con-
structed from these individual jets are their invariant
masses gM]zq(Pl, P,) = P} ,. Another class of observables

is given by the event shapes in Eq. (29), for which
fO[w’ j] = fe[w’ t]

A less trivial example is a cone jet algorithm [27,35-38].
In this case, the necessary global information returned by
jlw] is the number of jets N, and the direction j; of each
jet,

i ={Nin ..k (41)

For instance, in e™ e~ collisions one can define an N -jet
final state as one admitting a minimum number N of
directions j; such that the total energy outside an opening
half angle R about each direction is less than some fraction
€. For /N = 2, and with the additional constraint j; =
—jo, this is equivalent to the original Sterman-Weinberg
jet definition [27]. For a given set j, the projections are then
simply

J lw;jl = «(Q)0(R — 9j,.), (42)

where R is the cone radius and () = (6;,, ¢;,) is given with
respect to j; for each i.

As with all observables, we require jet algorithms that
are infrared safe, which is not the case for many cone jet
algorithms. An example of an infrared-safe cone jet algo-
rithm is the seedless infrared-safe cone jet algorithm [37].
For illustration of our method, we will use the snowmass
cone algorithm [35,38] as an example, however our ap-
proach can easily be adapted to the seedless infrared-safe
algorithm or any other infrared-safe jet algorithm.

For hadronic collisions, the variables (7, ¢), defined
with respect to the beam axis, have simple transformations
under boosts along the beam direction, and so are favored
over (6, ¢). In the Snowmass cone algorithm, jets are
defined by cones of constant radius R in (7, ¢) space.
When applied to massless particles, the directions j; are
given by the solutions of’

For some configurations o, this equation can admit multiple
sets of solutions j, containing a different number of jets. This
happens when there are overlapping cones, and one has to decide
whether to split or merge these.
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_ @)
o-jﬁﬂaﬁaﬁl Q)]

X O(R = J[n =GP +[d — d(GIP),  @3)

where () = (7, ¢) is now measured with respect to the
beam axis, and Q(j;) = (n(j;), ¢#(j;)) are the coordinates
of the i-th jet direction. Equation (43) is the analog of
Eq. (27) for the thrust axis. The corresponding projections
are

T [0 §1= o @)0R — 1 — nG)P +[é — ()P,
(44)

Finally, k; jet algorithms [31-34] also fit our general
definition of algorithms. Although their definition contains
a cut on some distance measure, the precise size and shape
of a jet also depends on the details of the energy configu-
ration w. Hence, there is no simple expression for the
projections J,;[w; j] for arbitrary w and j. In principle,
they are well defined (albeit complicated) for a fixed
number of particles, in which case integrals over the energy
configuration reduce to normal phase-space integrals [see
Eq. (11)]. In practical applications, it is easiest to apply the
algorithm numerically.

IV. FACTORIZATION OF b0 /6w

In this section, we prove a factorization theorem for the
generic differential distribution 8o /8w defined in
Eq. (18). This will allow us to separate the various scales
in the problem and write our result in terms of convolutions
over simpler functions, each of which captures only the
physics at a certain energy scale. The factorization proof
uses arguments similar to those used to prove factorization
for event-shape distributions in Ref. [17]. The central in-
gredient in addition to the usual factorization of soft and
collinear degrees of freedom in SCET will be the use of the
energy-flow operator £#(()) defined in Eq. (15).

When deriving the factorization formula, we will ignore
all color and spin structure of the SCET operators, and
denote all collinear fields by ¢, regardless of whether they
correspond to quarks, antiquarks, or gluons. This sche-
matic notation will allow us to focus on the issues directly
related to the proof of factorization. Of course, to obtain
the full result for the cross section, the color and spin
information has to be included, and we illustrate how this
is achieved when discussing explicit examples in Secs. V
and VL.

A. Matching QCD onto SCET in momentum space

Usually, the matching of QCD onto SCET is performed
in position space by expanding the relevant QCD operator
9 (x) in terms of SCET operators O(x),
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Q) =Y e XPC, (B O, 5y).  (@5)

{ni, pit

Here, Cy,,0y,. ;) stands for a sum over several SCET
operators with the same number of collinear directions,
each with its own Wilson coefficient. The Wilson coeffi-
cients are determined by taking matrix elements of both
sides, and expanding the full-theory matrix elements
(Q(x)) in terms of the matrix elements (O(x)) evaluated
in SCET. Note also that at this point the operators include
all incoming and outgoing fields, whether they are strongly
interacting or not.

The operator Oy, ;1(x) is written in terms of (gauge-
invariant) collinear SCET fields ¢,, ;(x). Each field de-
pends on a large label momentum p* = p~n*/2 + [J’f_
with n> =0 and p; ~ O(Ap~), and has a residual x
dependence corresponding to a residual momentum k ~
O(A?p ™), so the total momentum of the fieldis p = p + k.
Thus, one can think of the fields ¢, ;(x) as being written in
label momentum space and residual position space. With
this interpretation, the sum over all labels n; and p; in
Eq. (45) corresponds to taking the remaining label Fourier
transform to convert the right-hand side to full position
space.

This separation into discrete label and continuous resid-
ual components is conceptually convenient when formulat-
ing the effective theory, and means that phase space is
divided up as

jwpzszk (46)
np

The concrete choice of the discrete labels n and p is
determined by the external momenta. As is well known,
this choice is arbitrary at subleading order in A, which can
be exploited to derive constraints from reparametrization
invariance [52,53].

However, in practical applications, especially with more
than one collinear direction, the label choice can easily get
obscured during the calculation. One example is four-
momentum conservation for two back-to-back jets with
collinear momenta p;, = p; + k; and p, = p, + ky,

fd4xei(ﬁ1—ﬁz+k,—kz)-x = 5,31 5, [d4xei(kl—k2)x

= Sﬁl,i)2+5k j.d4xei(k1—kz+8k)x’
(47)

where 6, ~ O(k, ,). Both equations are correct and corre-
spond to different choices of the label momenta. Using the
first equality, as is often done, may seem somewhat ad hoc,
but one simply makes an implicit choice of, say, p, relative
to py. Of course, this is only justified if p, was not already
chosen somewhere else. Furthermore, at the end of the day,
one often has to recombine some leftover label sums and
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residual integrations, e.g.,

Z[dkl ~ [dQ, (48)

corresponding to unconstrained phase-space integrations
of external particles.

With several collinear directions, keeping track of all
label choices and dealing with leftover label sums and
residual integrations quickly becomes very cumbersome.
To avoid all of these issues, it is convenient to perform the
matching entirely in momentum space, so Eq. (45) be-
comes

Q(p) = p p}(]_[f(z )4) 277)454( g(ﬁi + k,-))

X Cpuy({Pih) Oy, 5y (kD). (49)

Here, Q(p) is the Fourier transform of ©Q(x), and
Oy, 53(k;}) is written in terms of momentum-space
SCET fields ¢, ;(k), which are obtained by taking the

remaining residual Fourier transform of ¢,, 5(x),

b (k) = j dxe g, (x). (50)

We can imagine that the matching is performed at fixed
total momentum p; = p; + k; of each field in Oy, ;,. We
then choose the field labels directly during the matching
such that n = p/|p| for each field. With this choice, p~ =
p-=p"+Ipl. p* =k" = p°—Ipl, and p, = 0. This
allows us to recombine the label sums and residual inte-
grations in Eq. (49) into d*p; integrals®

d*p _ (dp~dp*dQ (p~
Z/ Q) (277)4_[ 2m)?*

— P
S ,
(5D

where () = Q(p) is the solid angle corresponding to the
direction of p. We also keep the dependence on the labels
implicit and simply write the fields in the operator in terms
of their total momentum p,

¢(p) = ¢,;(k),  OUp}) = O, 5y(ki)).  (52)

Hence, the final form of the matching becomes

o = (1 52e)em (v - Zn)
X C{pHO{p}), (53)

where here and in the following it is understood that the
Wilson coefficient C only depends on the directions n; =

“We suppress that, strictly speaking, the integral over p should
be restricted to only include collinear momenta, which is equiva-
lent to excluding the zero-bin region [54] from the integral.
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p;/Ip;| and large components p; = p? + p; of the mo-
menta p;.

B. Factorization proof

Starting from the definition of §o /8w in Eq. (18), in the
first step we match QCD onto SCET. According to
Eq. (53), the matching condition takes the form

N 4
9(p) =< I1 (Z p)’4) N (Pa Po3 P1 - PN)

i=a,b,1

X O1(pa pp)Or(py, ..., py)2m)*

N
X 54(19 ~Pa— Dyt pi)- (54)
i=1

Here, p, and p,, are initial-state collinear momenta, and
the operator O; is responsible for annihilating the initial
state. Similarly, py, ..., py are N final-state collinear mo-
menta, and the operator O, defined as

N
Or(pi,-...pw) =[] (P (55)
i=1
is responsible for creating the final state. Equation (54) is
valid in any region of multibody phase space that is domi-
nated by N jets of collinear particles, corresponding to N
collinear directions, that are well separated from each other
and the beam axis, i.e., the initial collinear directions p,, ;.
The dominant power corrections to Eq. (54) scale like
pi/pi- p;.
The different collinear fields in @, and O interact with
each other only through the exchange of soft gluons. These
interactions are eliminated to all orders in «, and leading

order in the power counting by the usual field redefinition
in SCET [8],

b p(X) = Y, (1)) (%), (56)

where Y, (x) denotes the appropriate soft Wilson line along
the direction n in the color representation of ¢,, 5(x). For
color-singlet fields, Y(x) = 1. As usual, we will drop the
superscript on the redefined fields and operators hence-
forth. In terms of the redefined fields, the matching condi-
tion in Eq. (54) takes the form

N d4 ;
Q(p) = (i_l:!ﬂ (2:)4)CN(P¢U PbiDP1s - -5 PN)

d*k,
X f(z v O1(pa Pp)Op(py, ..., PN)
N
X @s(ks)(ZW)454(p —pa= Py Tkt pi),

i=1
57

where the soft operator Og(k,) contains the Fourier trans-
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form of the time-ordered product of all soft Wilson lines,

0(k,) = [ dxe ik "TI:Y ) ,,b(x)<lﬁ! Y,I,(x))].
- (58)

Having factored the operator @ (p), we next move our
attention to the 8[w — £°] term in Eq. (18). After the field
redefinition, the leading-order SCET Lagrangian with N +
2 collinear directions can be written as

N
Lsgr= D Li+L, (59)

i=a,b,1

where L; only contains collinear fields in the direction n;,
and L is the purely soft Lagrangian. Since the energy-
momentum flow operator, defined in Eq. (15), is linear in
the Lagrangian of the theory, we have

N
D M) + R, (60)

i=a,b,1

£1(Q) =

where £ (Q) is defined analogously to Eq. (15), but using
the energy-momentum tensor obtained from the
Lagrangian £; only. Thus, £#()) describes the energy-
momentum flow in the i-th collinear sector, while £5(£)
describes the remaining soft energy-momentum flow. This
allows us to write

ol — £9] = (ﬁ [ poto, - n) [ o,

> w,-]. (61)

X 8w, — 52]6[(» - w; —
i=a,b,1

Combining Egs. (57) and (61) with Eq. (18), and letting
Oy ={p., pPp:P1»-.., py} denote a point in (2—
N)-body phase space (with d®, the corresponding
phase-space measure), o /Sw can be written as
oo ‘Kl d*k,

S0 =57 qu)’ ddyCy (q)ﬁv)czv(q)zv)[(z ) (277)4

x ( ahlwa )[waSUI((O,(OF(OS)*(CD’,k’)

N
< (T ol — &1)olo, - £10,0:09

i=a,b,1
X (D, k)DQ2m)*6H( DYy — k)

S o (62)

X B[w - W, —
i=a,b,1

Since there are no interactions between the different col-
linear sectors or the soft sector in Eq. (59), we can factorize
the forward matrix element into a product of several matrix
elements.

PHYSICAL REVIEW D 79, 114013 (2009)

First, for each final-state collinear sector we get the
vacuum expectation value of two collinear fields, with an
insertion of 6[w; — £Y] between the fields, which restricts
the collinear energy configuration to w;. Since the matrix
element conserves four-momentum, we can write it as

Olp(p)dlw; — EPT(p)]0)
= Qm)*&*(p; — p(pis @), (63)

which defines the momentum-space jet function J(p;; w;).
Integrating both sides over p;, we obtain the equivalent
definition in position space in terms of the standard fields

¢iz,ﬁ(x),

J(pis w;) = fd4xe”‘"'*<0|¢nf,ﬁf(x)5[wi — &1} ;,0)10).
(64)

Momentum conservation implies that J(p; @) only has
support for configurations w that satisfy P[w] = p, where
Plw] is defined in Eq. (20). One can also define a jet
function J(w) = [d*pJ(p;w), which has support for
any (physically allowed) w, but we find it conceptually
and notationally easier to keep the total momentum of w as
an explicit separate argument.

At leading order in the power counting, any hadron in
the initial state is bound by collinear interactions only, and
thus does not interact with the soft sector. Hence, we can
factor out the soft matrix element

010} (k) 8[w, — E9]O(k,)]0)
= 2m)*8*(K, — k,)2m)*8(k, — Plw,)S(w,), (65)

which defines the soft function S(w;), and we again used
momentum conservation. Note that Og and S depend on
the N + 2 collinear directions with respect to which the
Wilson lines are defined, which is hidden in our notation.
The soft function S(w;) is defined with support for any
physical w,, and the total soft momentum is given by k, =
Plw,].

The remaining initial-state matrix element can be writ-
ten as

1Of(p, py)dlw, — E916[w), — E910,(pa, pu)IT)
= Qm)*8*(pl, — p)2m)*
X 6*(p), — p)(Par Pbs Way @), (66)

and defines the initial-state function I(p,, p; w,, w;,). In
writing Eq. (66) we already used that the matrix element
will factorize for the two collinear sectors, which allows us
to write two separate momentum-conserving o functions.
As for the jet function, we choose to keep the momenta
Pap explicit in the definition of I(p,, py; ®,, ®;), so its
support is restricted by momentum conservation to
Plw, + w,] = p; — p, — pp. For e*e™ collisions, the
initial-state function reduces to a calculable leptonic ma-
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trix element, as discussed in Sec. VA. For hadronic colli-
sions, it can be reduced to parton distribution functions, but
also allows one to treat the underlying event or beam
remnants, as discussed in Sec. VI B.

Combining Eqgs. (63), (65), and (66), with Eq. (62), we
can perform the integrals over all primed momenta, and
arrive at

d*p;

oo (
Sw  2p? Q)
X DwaowI(pa’ Pps Wg, wb)

X Cy(Pas P P oo or P2 j Do, S(w,)2m)*

d*p, d*p,

DawJ(p;; wi)) W W

N
X 54(1% +pp — Plo,] - Zm)
i=

ﬁ a),-]. 67)

X & [w - w, —
i=a,b,1

As anticipated, the fully differential cross section do/dw
is given by the product of a hard coefficient |Cy|?, N jet
functions  J(p;;w;), an  initial-state  function
I(p,, pp; w,, wp), and a soft function S(w,). Note that
there are no power corrections to Eq. (67) other than
from higher-order SCET operators in the matching of
QCD onto SCET and higher-order contributions to the
Lagrangian, which could in principle be included system-
atically. One should keep in mind that this factorization is
purely academic at this point, because all ingredients de-
pend on the precise energy configuration in each sector of
the theory. The energy configurations are obviously very
different for partonic and hadronic states, and therefore the
functions J, I, and S cannot be calculated perturbatively.
One should think of them as fully exclusive functions.

The importance of Eq. (67) lies in the fact that it estab-
lishes factorization for a generic N-jet like kinematic con-
figuration. In our formalism, the question whether the cross
section do/dO for a particular observable factorizes is
twofold. First, a given value of the observable has to be
dominated by factorizable kinematic configurations. If this
is the case, one can immediately obtain a factorized form
for do/dO from Eq. (67) via Eq. (17). This means that any
jet observable (meaning any observable whose definition
restricts it to N-jet configurations) is formally factorizable.
The second, and more important, question then is whether
one is able to determine the relevant functions, J, /, and S,
for a given observable.

For sufficiently inclusive observables, the jet functions,
J(p;; w;), will be smeared enough, i.e., integrated over w;
with a sufficiently smooth weight function, such that we
can trust their perturbative calculation. Similarly, the soft
function, S(w,), and (for hadronic collisions) the initial-
state function, I(p,, p,; w4 ®;), have to be smeared
enough (integrated over w; and w,;) to reduce to non-
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perturbative functions that are universal between different
processes. For such observables, one obtains a factoriza-
tion formula in the more traditional sense, which allows for
the perturbative calculation of all ingredients, with the
exception of maybe a traditional soft function or initial-
state parton distribution functions.

To study the structure of the factorization for a specific
observable, and obtain explicit definitions of the relevant
jet, soft, and initial-state functions, it is usually required to
also expand the kinematics of the process, because Eq. (67)
still mixes momentum components with different scaling
in SCET. In this way, one obtains a result that formally is
fully leading order in the power counting. As discussed
above, with our choice of field labels the components
pi = pY = p, are defined with respect to the direction of
the momentum p; itself, so p;; = 0 and n; = p,/p,. Since
p; > pi, to leading order the phase space in Eq. (51) is

dp; _ (dp;dp;dQ; (p;)?
Qm* [ 2m)* 8

(68)

Furthermore, expanding the momentum-conserving &
function, we find

54(1% + pp — Plog] - ﬁpi)

= o (pa vy ﬁ D

Equation (67) together with Egs. (68) and (69) provide
the final factorized form of the fully differential cross
section o /dw for N jets, and is the main result of this
paper. In the remaining part of the paper we will show how
to use this result to understand the factorization properties
of several observables. We will focus mostly on simple
two-jet final states, for which the kinematics is simple
enough to explicitly perform all phase-space integrations
analytically. All our examples, however, follow directly
from our general result, and the extensions to more com-
plicated final states should be obvious.

V.ete” — 2 JETS

In this section, we show how to apply the result in
Eq. (67) to the simplest case of two-jet events in e"e”
collisions. The analysis simplifies considerably because of
the absence of strongly interacting particles in the initial
state, and due to the back-to-back nature of the jets and the
corresponding need for only a single collinear direction,
e.g., the thrust axis. We first give explicit definitions of the
operators @;, O, and Oy, including all relevant spin and
color information, and then define all the ingredients in the
factorized form of 80 /8w. We then apply this generic
formula to the special cases of event-shape observables in
the limit ¢ — 1 and to hemisphere jet masses, whose
factorization is  well understood [40-42,55,56].
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Factorization for the former was proven using SCET in
Refs. [14,17] and for the latter in Ref. [15], and we show
how to reproduce these results. We then consider the
factorization of generic observables defined for cone jet
algorithms, and obtain the definition of the relevant cone
jet functions and cone soft function. In SCET, cone jets
were previously discussed in Refs. [11,12,57] using
Sterman-Weinberg cones.

A. Generic expression

For e*e™ — 2 jets, including the full spin and color
information, the three SCET operators entering the match-
ing in Eq. (57) are’

O} (pa, py) = &(—pa)y*e(p,),
03 (p1, p2) = X (P1)YuX'(=p2),

O%i(k,) — [ dxe ROTLYICYE] (70)

where x“(p) = [WE&]°(p) denotes a noninteracting collin-
ear quark field of color ¢ and charge eQ, (where f denotes
the flavor), moving in the p/|p| direction. Note that we are
distinguishing particle and antiparticles by the sign of the
momentum argument on the field. The soft Wilson lines
along an outgoing collinear direction are®
Yi(x) = Pexp[igs foo dsn - A (x + sn)], (71)
0
where P denotes path ordering. The Wilson coefficient at
tree level is given by

iefo

a

(72)

Co(pa» Pos P1> P2) = 3 ] [1+ O(ay)].

Since the initial state is not strongly interacting, the
initial-state function in Eq. (66), including the average
over initial spins, reduces to

, 1 d4pﬁz d4p/
I*7(pas P @ar @) =1 Z f(277)4 (277_)12
spins
X y*e(—pl)dlw, — EI]
X 8lw), — E)le(—p,)y e(py)lete™)
=Q2m)*8(py — p.+)2m)*6(py — p.-)
X Olw,]0[wy JLH*7, (73)

(eTe”le(p),)

where p,- are the momenta of the incoming leptons and

L = plp¥. + ptpt — g (p, - por) (T4

"We only give the result for an intermediate photon here, and
include the Z boson contribution later.

8For a discussion of the different choices of boundary con-
ditions for in- and outgoing Wilson lines see, for example,
Ref. [58].
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is the well-known leptonic tensor. Note that as we do not
consider any initial-state radiation from the incoming lep-
tons, £, = 0 in Eq. (73).

Using  ¢(p1) = xo(p1) and ¢(py) = ¥4(—py) in
Eq. (63) (where «, B are spinor indices), the quark and
antiquark jet functions become (with the sum over spins
implicit)

: d*p| / _
s prion = [ B0 (ppele: ~ 1T (p)I0)

e
=5”(?1> / J(priw),

_ d4 ! .
T )= [ GELOUE (- palws ~ g pa)l0)

-
=add(§) H(paiw)
BB

(75)

where the spin-singlet and color-singlet jet functions are
defined as

1 d4 / _
J(p;0y) = AN, [(2:)14 tr{Ol#, x(p})
X 8[w; — EY1x(p1)0),
_ 1 rad'ph
4N, ) Qm)*
X 8[wy — o x(—py)I0).  (76)

J(pa; 5) {0l ¥ (— pb)

Here, tr denotes the trace over spin and color indices and
N, is the number of colors. At lowest order in perturbation
theory, we have J(p;w) = J(p;w) =278(p")0(p~)X
8[w(Q) = p°8(Q — Q(p))].

From Eq. (65), the soft function is defined as

Sd’c’cd w.) = L d4k/¥ d4ks
@) ) Gy Gy
X O%(k,)I0), (77)

0101 (k) 6[w, — £°]

where we made explicit the dependence of S on the direc-
tions n; , of the Wilson lines in Oy, and the factor 1/N, is
included by convention. Contracting with the trivial color
structure of the jet functions in Eq. (75), we obtain the
color-singlet soft function

Sn,nz(a)s) — Bc’cad’dsd’c’cd ws)

niny

= o WOITI(VLY, 016, — &)

C

X T[(Y},¥,,)(0)]0). (78)

Since the spin structure of the jet functions in Eq. (75)
factorizes, we can contract all vector and spinor indices,
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4 #
L#V<?l)a’a’y;lg(72)ﬁﬁ,’yg’a’ - E<2:m(1 — cosf, COSHZ),
(79)

where E, is the total energy and ¢ , are the angles of p; ,
with respect to the e* e~ beam axis in the center-of-mass
frame. Thus, combining all pieces with Eq. (67), we find

o _ 8772a2Q%NC
dw EX,

d4
[(2:)14 Do J(py; )
f(2 Dwzj(Pz,wz)Hz(Pl,Pz)

X (1 — cosb, cos@z)fl)wsSnlnz(ws)(Z'n')”'

X 8*(pe+ + pe- — Plog] — py — po)
X 8w — w, — wy, — wy], (80)

where the hard coefficient H,(p,, p,) = 1 + O(«a,) is de-
fined by

4raQr\2
o f) Hy(py, po). (81

|C2(pe+’ Pe 5 P1s p2)|2 = (

Equation (80) specializes Eq. (67) to generic two-jet con-
figurations w in e e~ collisions.

Next, we expand the kinematics. Using Eq. (69), the
momentum-conserving & function becomes

4 _ N+ _ n,- _ ny . ny
5(pe+ = +pe§ Pr P22)
cm)ﬁ(pz _Ecm)

X &(cosh; + c0s6,)8(d, — P, — ), (82)
where as before in the center-of-mass frame p; = p,+ +
Pe = (Ecmy, 0). The 8 functions allow us to perform the
Py D5 »and (), integrations in Eq. (80), and imply that p,
and p, are back to back, as expected for two-jet events. In
particular, n; = —n,, so we can write p; , in terms of the
components (p*, p~, n) as
1= (P Emn(Q),  py=(p;, Ecm, —0(Q)),
(83)

where ) = (0, ¢) = (), describes the orientation of the
momenta relative to the beam axis. We also write S, ,, =
Sn(q)- Similar to the Wilson coefficient C,, the hard coef-
ficient H,(p, p,) does not depend on the small momentum
components pffz. Since p; = E,, we define Hy(E,,) =
H,(p,, p»). Combining everything with Eq. (80), using
Eq. (68), and writing the momenta in terms of their com-
ponents, we have
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0 (o) f [ P DI, B n(Q): 1)

dU'O
dcosf

d _

< [ 3 D, T(p3, Eemy —1(0); )
2

X j@wsSn(Q)(ws)(?[w —w — w, — ], (84)

where

doy, _ ma?

dcos®  2E2,

NCQj%(l + cos20) (85)

is the Born differential cross section. The exchange of a Z
boson can be included by using

doy _ Ta’ N.{[Qz B 2v,v,0y
deosd  2EZ, ‘L~ 1-mi/EL,
(vZ + a2)(v} + af)

(1 - m%/Egm)z
+[ 4agan]2c _ 8veaevfaf ]COSH}
1= m3/E, (1 — m3/E:,)? ’

](1 + cos?6)

(86)

where v, and a,, are the standard vector and axial
couplings to the Z.

Equation (84) is the penultimate formula for generic
observables in e"e” — 2 jet events. Each of the ingre-
dients in Eq. (84) is a completely exclusive object that
depends on the energy distribution of the individual par-
tons. The details of how to integrate over the energy
configurations to arrive at perturbative jet functions and a
universal soft function depend on the observable in ques-
tion, but since all observable independent simplifications
have been done, a wide range of factorization theorems can
now be obtained with relative ease. We illustrate this with a
few examples in the following subsections.

B. Event shapes in the limit e — 1

Combining Eqs. (17) and (28), the differential cross
section in some event shape e is

do So
4o - f dt f Do 22 5(t — tlw)le — f[w;t),
(87)

For e — 1, the final state is dominated by two highly
collimated jets, and hence, we can use the result for
80/dw in Eq. (84). The integration over w is trivial and
sets w = w; + w, + w,. Since w;, describe collinear
energy configurations along *n({)), we have t[w, +
w, + ®,] =n + O(A?) [17]. This allows us to integrate
over t,

114013-12



FACTORIZATION FOR GENERIC JET PRODUCTION

99— ta(Een) [ 52 [ Do (7. om0 )
dpy (p+ —n(Q): ) 20
% [T DwsT(p} Ean 0 02) 00
X j@wssn(ﬂ)(ws)
X 6(e = felw) + @y + win(Q)]). (88)

From Eq. (29), we see that f,[w;n] is linear in w, from
which it follows that we can write f,[w; + @, + w,;n] =
felw:n] + flwy;n] + f[ws: n]. This implies

8(e = felw) + @, + wn))
= jdeldezdesﬁ(e —e —e —e)

- fe[wl; n])5(€2 - fe[w2; Il])
— felwgnl), (89)

X 6(61
X (e

which separates the w dependencies in Eq. (88). We stress
that this is not a requirement for the factorization of
do/de, as demonstrated by Eq. (88). In fact, the full
event-shape functional f,[w] = f,[w, t{w]] is not linear
in @ and does not obey a similar separation, because t[w]
is not linear in w. The crucial ingredient for the factoriza-
tion is the linearity of the energy-momentum tensor and the
resulting separation of the energy-flow operator in
Egs. (60) and (61). However, without Eq. (89) the jet and
soft functions depend on the full energy distributions w,,
and are therefore neither perturbatively calculable, nor
universal enough to be extracted from data. The important
point about Eq. (89) is that it allows us to perform the w
integrations in Eq. (88), and to define inclusive event-shape
jet and soft functions

sep = [ Eow 1:.01)(e, = fLy;m),
Ten = [ Eop 15 02)8(e = filwyim),
S(e) = [ DaSa(w)dle, ~ flo,in). ©0)

With the definitions in Egs. (76) and (78), these are iden-
tical to the definitions given in Ref. [17]. For J(e,) we used
that f,[w, n] = f,[w, —n] because the sign of the thrust
vector is irrelevant. By rotational invariance, after integrat-
ing over w ,, the jet functions J(e;), J(e,), do not depend
on the value of n on the right-hand side. This would not be
true if the thrust axis n in f,[w;n] would be different from
the momentum direction n in J(p*, E,,, n; @). Similarly,
after integrating over wy, the soft function S(e,) is inde-
pendent of n, because the direction of the Wilson lines in
Sa(w,) coincides with the thrust axis. Thus, using Eq. (90)
and integrating over (), we obtain the final result
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do -
— = Hy(E,,) 09 fdeldezdesf(ﬁ)J(ez)S(es)

de
—ey), ©On

where oy = [dcosfdoy/dcos is the total Born cross
section. Equation (91) agrees with the result of Ref. [17].

X 8(e —e; — e,

C. Double differential hemisphere mass distribution

Combining Egs. (17) and (37), the double differential
hemisphere mass distribution is

d*o d*o
ﬁ=fd4plfd4p2ﬁ
AM3dM; d*Pd*p,
X 8(M? — P)S(M3 — P3),  (92)

where the cross section differential in the total momentum
of each jet for the hemisphere jet algorithm is

[ dt f Dw—b‘(t )
— P[T [w;t]])8*(P,

d“P d“Pz

X 54(P, — PLT>[w;t])).

(93)

Here, Plw] is given in Eq. (20) and J,[w; t] in Eq. (40).
Combining these we have

Pl i[wit] = PULT [w3t]]
_ [ dQn*(Q)w(Q)0(0 = 0, < 7/2),
hele[w t] - Pﬂ[jZ[w t]]

— f AQn*(Q)w(Q)0(m/2 = 6, = 7). (94)

In general, Eq. (93) will receive contributions from final
states containing several distinct collinear momenta, cor-
responding to SCET operators with N = 2. However, if the
final states are restricted to the kinematic region of small
hemisphere invariant masses M? = P? ~ O(A*E2,), cor-
responding to two collimated jets, the operator with N = 2
collinear directions gives the dominant contribution, with
the corrections suppressed by powers of A. Thus, we can
apply the result for /8w in Eq. (84) in this region.

The integral over t can be performed as in the previous
subsection, which sets t =n + O(A%). As Eq. (94) is
linear in w, we then have

Ppemi il@;n] = Pyeyilo) + @, + 0:n]

= Ppemii[@1:0] + Phemi[@wo;n]
+ Phemi i[ws;n]- (95)
To understand the size of Ppe;[w;]fori = jandi # j, we
need to think about states in SCET in more detail. Since the

direction n labelling the collinear fields in SCET is a
conserved quantum number, there exists a basis for the
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physical states that have a fixed value of n as well. This
implies that for a given SCET state with momentum p, one
has to identify the value of the direction n as well. Of
course, to have the same final states as in full QCD, one
needs Y, |p, n)SCET = |p)CP ie., one has to be careful
not to double count the physical states. Certainly, a conve-
nient choice is to define the SCET states such that for every
momentum p there is only a single value n. For our
problem, the simplest choice is to assign the label n; =
(1,n) to all states with momentum in hemisphere 1, and
n, = (1, —n) to all states in hemisphere 2. This choice
implies

Phemii[wj#i;n] =0 and Ppeyi[w;n] = p;, (96)

where p; = Plw,] is the total momentum of w,, i.e., the
momentum in J(p;; ;). The power counting of SCET
implies that €; = Pyepilw,] ~ A2E2,,, where €; can be
interpreted as the total soft momentum in each hemisphere.
Thus, using Eq. (83) we can expand

M%=P%=p%+2pi'€i+€%
= En(pi +n; - €;) + OVEZ,). 97)

Since our observables M? only depend on p;” and n; - €;,
we can do the remaining integrations in Eq. (84), and
define the corresponding jet and soft functions

1
J(Equpy) = S E [leJ(pfr, E.,n; o)),
cm
- 1 _
J(Ecmp;) = Y E jDQ)ZJ(p;; E 1 wZ),
cm

Shemi(€+: 6;—) = '/-Dwvsn(w\)a(gr —np- Phemi l[ws;n])
X 5(6; —np- PhemiZ[a)s;n])~ (98)

Again, after integrating over w 5 ;, the jet functions, J(p?)
and J(p3), and the hemisphere soft function, Syemi (€7, €3),
do not depend on n due to rotational invariance. The SCET
hemisphere soft function has been discussed previously in
Refs. [15,16,59,60]. The above definition provides an op-
erator definition of Spei(€7, €5) in SCET, and is equiva-
lent to the definition in Ref. [41]. Putting everything
together, we obtain for the double differential hemisphere
mass distribution
0 e )aofd{f;degj(Mf — Een€})
cm cm

AV M

X j(M% - Ecmeg—)shemi(€+’ g;— ); (99)

which agrees with the massless limit of the result in
Ref. [15].

D. Two-jet cone algorithms

As the last example in this section, we consider the cross
section for two-jet final states obtained from an infrared-
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safe cone jet algorithm. Since the discussion follows
closely that of the previous two subsection, we keep it
short, mainly highlighting the differences. Combining
Egs. (17) and (37) with N' = 2 we have

d . o . . . .
£ = fdJlszwaia(Jl — hilw]Dé(, — jolw])
X [dp,5P, — Palwi i) [ @tp,

X 84(P2 - Pcone[w;jZ:l)a(O - gO(Pl’ P2))y

where j;[ w] denotes the i-th jet direction returned by jlw],
and the functionals for the total jet momenta are now
defined, for example, using Eq. (42)

Péonel @ j;]1 = PH[T [ w: j]]

_ [dQnM(Q)w(Q)H(R —0;). (101

(100)

As before, Eq. (100) receives in general contributions from
operators with N = 2. However, if the final state is re-
stricted to two jets with small invariant masses, M? =
P? ~ O(M\’E2,), the result for §0/8w in Eq. (84) for N =
2 gives the dominant contribution, with corrections sup-
pressed by powers of A. The restriction on the kinematics
of the final state is now provided by the jet algorithm, or by
the combination of jet algorithm and observable.

For a good jet algorithm, the result of jlw] should not
depend on w, up to power corrections. This is equivalent to
the requirement that the jet algorithm should not be infra-
red sensitive. Furthermore, since w; describes a collinear
energy configuration along n;, by a similar argument as in
the case of thrust, up to power corrections, the direction of
the jets is aligned with the direction of the collinear fields.
Therefore,

ji[wl + wr + ws] =n; + @(Ak) (102)

The power of k depends on the details of the algorithm,
e.g., for the hemisphere jet algorithm, where j is the thrust
axis, we had k = 2.

To define the states in SCET, we assign the label n; to
states with momentum lying in the i-th cone, so there is
again no overlap between states with the same momentum
but different n inside the cones. The precise definition of
states with momentum outside any of the cones is not
important at this point. With this definition,
Peonel®j+:m;] = 0, and since Eq. (101) is linear in w,
we have

Pcone[w] + (OF) + ws;ni] = Pcone[wi;ni] + Pcone[ws;ni]
=gq;,t 4, (103)

Where qgi = Pcone[wi;ni] and €i = Pcone[ws;ni] are

the total collinear and soft momentum in each cone.

Equation (102) implies that ¢; + €; are aligned along n;
up to power corrections. In addition, note that ;- = ¢;"(R)
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is a function of the cone size R (and the used jet algorithm).
For R = 7 the cones become hemispheres, and thus
g7 () = pi, while at lowest order in perturbation theory,
gi (R) = p;j — O(ay). Thus, for large enough R,
g /pi ~ 1 with the corrections calculable in perturbation
theory. (Generically, we expect the perturbative corrections
to contain logarithms of 77/R. Similar phase-space loga-
rithms have been studied for the case of Sterman-Weinberg
jets in Ref. [57].) Hence, as ¢;° obeys the same power
counting as p;- for reasonable R, any observable that does

not vanish at leading order in the SCET power counting
|

dp
27
dpy
27

Jcone(qr’ QI) = j

jcone(‘I;r QE) = [

DwZJ(p;r Ecm’ n; (‘)Z)S(qér —np- Pcone[a)Z; n])5(qg —np- Pcone[wZ; n])’
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can be written as

go(Py, Py) = 80(611+ + €1+, qy CI; + f;,q;,n)

+ O(A™), (104)

where, m is not necessarily the same as k and also depends
on the observable.

Since Eq. (104) only depends on g:-, the result for
do/dO can be expressed in terms of the cone jet and
soft functions

+
- le*’(pr’ Ecm’ n; (1)1)6(Q1+ —np- Pcone[wl;n])é(qf —nyp- Pcone[w];n])’

(105)

Scone(€+r €2+) = [Dwssn(ws)g(efr —np: Pcone[ws;n])54(€2+ —np- Pcone[ws; _n]):

where as before n;, = (1, =n), and the functions on the
left-hand side do not depend on n. Combining Eq. (84)
with Eq. (100) and using the above definitions, we obtain
the final result for the factorized differential cross section

do dQ doy
= Hy(Ee) | = Fdgy Far
do 2( cm) / 2 dcosh [dQI dQI Jcone(ql » 4 )

X f dqy dqg; Jeone(a3 . q5)

x [ 40T dES Seone (07, €)

X 8(0 — golgy + ¢, g7, 45 + 45, g5, n(Q))).
(106)

To our knowledge, factorization for jet distributions has not
received much attention in the literature (however, see
Refs. [57,61]), and this is the first time any factorization
theorem for jet observables based on jet algorithms has
been proven in the framework of SCET.

For many observables, such as the transverse momentum
distribution, the dependence on the soft momenta and the
small components g;” is power suppressed, which allows
us to integrate over these to obtain

d dQ do
_0- = HZ(Ecm)f 0

- 2 dav -
dO 24 dcosf qi Jcone(Ql )

X fdQchone(‘b_)Sconea(O - gO(‘h_r q5, H(Q))),
(107)

where [dI*dl™ S.one(I*, 17) = Scone is perturbatively cal-
culable up to small power corrections, and we defined

Jeone(q7) = quTJcone(qT, q7),
(108)

Jeone(q7) = [ dq; Jeone(q3 . 45)

VL. TOWARD pp — 2 JETS

In the previous section we have focused on two-jet
production in e e~ collisions. In this section, we extend
these results to include hadrons in the initial state. Jet
production in hadronic collisions is in several ways more
complicated than for e™ e~ collisions. First, there are sev-
eral different partonic processes contributing to pp — 2
jets. Second, the operators describing the short distance
process now contain strongly interacting particles for both
initial and final states, giving rise to a more involved color
and Dirac structure. Finally, there are several additional
matrix elements required to describe the long distance
physics. These are the parton distribution function describ-
ing how the initial-state partons are distributed inside the
incoming proton, as well as new soft functions.

In this paper, we will only consider the simplest partonic
process qq’' — qq', and work only to tree level in the
matching from QCD onto SCET. This simplifies the dis-
cussion dramatically, since only a single operator contrib-
utes at this order. Furthermore, due to the absence of
gluons in the initial or final state, the only additional non-
perturbative ingredients are the parton distributions of
finding a quark inside the proton and the new soft function.
The complete analysis of pp — 2 jets is considerably more
involved and will be discussed elsewhere [62].

A. Matching onto SCET at tree level

At tree level, only a single operator is required in SCET
to describe the partonic process gq’ — gq’, schematically
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O(pa Py P1> P2) = Ca(pus Py 21, P2)O1(p s D)

X Op(py, p2)Os(ky), (109)

where we define the Wilson coefficient C, to contain all the
kinematic and Dirac factors. The operators O;, O, and Oy
are defined as

05 5(pas Py) = Xa(P)XE(Py),
(9;];5(171» P2) = )_(ey(Pl)Xf{s(Pz),
@gcfd(ks) _ ’[délxefikx-xT[(Y’;I’l TAYna)ec(x)

X (Y3, T17,,)7 (0], (110)
where subscripts denote spinor and superscripts color in-
dices. The Wilson lines for the outgoing fields are defined
as in Eq. (71), while for the incoming fields they are

- 0
Y, (x) = Pexpl:igs / dsn - Ay(x + sn)]. (111)
The Wilson coefficient is given by

L)
ig;
Ci(Pa> Pbs P1> P2) = = Y")ya(Yusp (112)

where we stress again that we are only working to tree level
in the matching. The variable 7 is one of the usual
Mandelstam variables defined in terms of the partonic
momenta

3::(pa-'_pb)z’ i:(pa_pl)z’ ﬁ:(Pa_Pz)z-
(113)

B. New nonperturbative matrix elements

There are two sources of additional matrix elements that
cannot be calculated perturbatively. First, the operator O,
now includes strongly interacting degrees of freedom, and
the matrix elements involving the initial-state protons are
no longer calculable. Second, the soft operator contains
four Wilson lines, rather than just two as for ete colli-
sions. This implies that a new soft function is required. In
this section we define all required nonperturbative matrix
elements needed for the process pp — 2 jets via the par-
tonic process gq' — qq’.

Since the initial-state hadrons are moving along differ-
ent light cones, they are described by two sets of SCET
Lagrangians, which do not interact with each another.
Therefore, the physics of the two initial states completely
factorizes, in the same way as the final-state partons in
different directions factorize from one another, and we can
write |I) = |P,)|P,) and Oy(p., py) = O (p)O7(ps),
such that we can factorize the initial-state matrix element
as

PHYSICAL REVIEW D 79, 114013 (2009)

{10} (pl, py)dlw, — E1[w), — EYIO,(py, py)IT)
= (P10t (pl)dlw, — ENO%(p,)IP,)

X (PO (p)8lw, — EYTOLp,)IP). (114)

For the case considered here, the operators ¢ and O%
contain just a single quark field, (0%)¢ = x5(p,) and
(O))% = x4(py). The resulting matrix elements define
the parton distribution functions to find the quarks ¢ and
¢’ in the initial protons P, .

d4p/ ,
w(l)alxz/(pfl)a[wa - 52]X3(Pa)|Pa>
1 cc ﬂll
=50 (5)_furtpiion) (11s)

and similarly for f, /P(pb; ;). (Note that since we are
distinguishing particles and antiparticles by the sign of
their momentum, there is no antiquark distribution on the
right-hand side.) Combining these results gives the initial-
state function

/gl 1 / ! ﬂ ﬁb
d'd . w.) = d'd(”a
LiappPa Py @0 @) 4N? oo (2>M,(2>BB,

X fq/P(pa; wa)fq’/P(pb; (l)b).
(116)

In most cases of experimental interest, the observable is
independent of w,; and the plus- and transverse compo-
nents of the collinear momentum, which means we can
integrate over these to obtain the standard parton distribu-
tion function [10,13,63]

d4
fq/P(xa) = [ﬁ Dwafq/P(pa; wa)a(p; - xaEcm)’

(117)

while everywhere else up to power corrections we can use
n ny,

Pa :xaEcmTa’ Pb :becmir (118)

with n, = (1,np ) and n, = (1,np,) now aligned along
the direction of the incoming protons.

While the dependence on w in our generalized distribu-
tions f,/;(p; w) is not of relevance for most processes of
interest, it describes the energy configuration of the rem-
nant of the proton after the hard scattering. Thus, this
matrix element provides a field-theoretical definition of
the beam remnant. In particular, this means that the effect
of the beam remnant is properly taken into account in our
factorization proof in Sec. IV. In principle, operators O;
with more than one collinear field in the directions n, and
n;, can be included as well, and would describe multiple
scatterings of partons originating from the initial protons.
These additional hard scatterings give rise to what is
usually referred to as the underlying event [64,65]. Thus,
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these effects are also taken into account in our factorization
proof. Moreover, our formalism provides a field-theoretic
basis to study the underlying event. The details are left for
future work.

Since we only work to tree level in the matching from
QCD to SCET, there is only a single soft function required
|

2 d*k. d*k,

Sn,,nbnlnz(ws) = N CF (2 )4 (2 )4 <0|(9-[-cedf(k/)5[w

c

=% C OIT[(P),TBY, )¢(0) (¥}, TPY, ) (0)16[w, — EAT(Y,TAY,

PHYSICAL REVIEW D 79, 114013 (2009)
for the process qq' — qq'. After contracting with the color
structures of the initial-state function and the ¢ and ¢’
quark jet functions J;’,ey(pl; ;) and J{;J(;(pz; w,) [defined
in the first line of Eq. (75)], we obtain

— 2057 (k,)10)

DO LAY, VA0)]I0).  (119)

C. Generic expression
Combining Egs. (67), (75), (112), (115), and (119), the g¢' — g4’ contribution to 8¢ /dw for 2-jet production can be

written as
So 1 d*p;
5w  2E2 ( [l f(z i Do
@ cm N\j=gb,1,2 77
N.
% cCF

where (at tree level in the matching)

4
H4(pw Pbs P1» p2)

4
8 Lty ) vy = S,

1
i) Wfq/P(pa; ) f g /p(Pps @p)J(p1s @) (P2 @) Hy(p s Pis P> P2)

]@wssnanbnlnz(ws)(zﬂ-)464(pa +py — P[ws] — P11~ P2)5[w T W, T Wy, T W T Wy ws]’ (120)

“npny Ny + Ny, npng -t ny). (121)

As discussed before, most observables are independent of the energy configurations w, and wy, i.e., folw, + w, +
w; + w, + w,] = folw, + v, + w,]. Therefore we can drop these beam remnant configuration in the § functional for @
and integrate over them in the parton distribution functions. Furthermore, inserting

1 1
1= Egm'/() dxaﬁ) dbe(Pg _xaEcm)‘s(P; _becm)r

(122)

and using Egs. (117) and (118), the expression for /5w becomes

oo

X fDa)‘vsnanbn]nz(ws)(277)464<Ecmxa7a + Ecmxb?b_ P[O)S] — D1~ p2)6[(‘) T Wy W wZ]’

where n,;, =

P 16N, f dx dthq/P(x )fq/P(-xh)f(z e Do, (Pl»wl)f(z )4wa2J(p2,a)2)H4< em¥a =y 2 Ecmxb

> ,Pl’Pz)

(123)

= (I, np_,) are now aligned with the directions of the incoming protons. As in Sec. V, this can be simplified

further by expandmg the kinematics. After some algebra, we obtain

So [de
Sw 27

! dp1+fD + - . dp2+fD + -
deadxb o le(Pl,Plylh,wl) o wzf(Pz,Pzynz,wz)fq/P(xa)fq’/P(Xb)

do
dCOSO0 f@wssnanbnlnz(ws)é[w T Wy T W) T w2]’ (124)
P
I
where the angular integral is defined in the center-of-mass _ _Eyy
frame of the partonic collision. Both the large p;” compo- i (Qp x0 xp) = 2 [xa(1 + cos) + x,(1 = cosb))]

nents and the directions n; are functions of the partonic
center-of-mass angular variables, (), and the energy frac-
tions of the incoming partons, x, ;. They are defined by

Ecm
pZ_(Qprxa’xb) = D) [xa(l

=n(()),

—cosf,) + x,(1 + cosd,)],

n;(Q,, x4 x3) (125)
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where (); = (6;, ¢;) are given by

x,(1+cosf,) — x,(1 —cosf,)

9 = ) —
€Ot x,(1 +cosB,) + x,(1 —cosb,) $1=%p
x,(1 —cos6,) — x;,(1 +cosh )
0, == £ Z, =¢,+m
cosv2 x,(1 = cosf,) +x,(1 +cosb,) $r=¢p T
(126)

Finally, the differential cross section doy/d cosf, is given
by

4+ (1 + cosf,)?
(1 —cosh,)* '

doy  maiCr 1
dcosb, 2N,

(127)
xabegm

which agrees with the well-known expression in terms of
the Mandelstam variables §, 7, @

doy malCr §2 + 0°
di N, 5§22

(128)

D. Jet observables

As an example how to use Eq. (124), we derive a
factorized cross section for infrared-safe cone jet observ-
ables, which was also studied in Ref. [61]. The required
steps are very similar to the derivation given in Sec. V D,
and we only highlight the differences that arise from hav-
ing protons in the initial state. First, S0/8w depends on
the parton distribution functions f,/p(x,) and f,/p(x;).
Second, while for e*e™ collisions one often uses the
variables 6 and ¢ to denote the direction of jets, in pp
collisions it is more appropriate to use the rapidity instead
of the angle 6, due to the easier transformation properties
under boosts along the beam direction. This gives cone jet
functions J_,,. that have exactly the same form as in
Eq. (124) but use the corresponding cone projections in
place of Eq. (42) to define the functionals P,.,.[w; j;] in
Eq. (101). The final difference is that the cone soft function
now explicitly depends on the orientation of the directions
n; relative to the beam axis, since it contains Wilson lines
in both the directions of the incoming protons and the
outgoing jets. In particular, this implies that the nonpertur-
bative physics described by this cone soft function depends
on the rapidities of the outgoing jets. The experimental
determination of the soft function is thus considerably
more difficult for hadronic collisions than for ee™
collisions.

Keeping in mind these differences, we can follow the
same steps as in Sec. VD to obtain the factorization
formula for generic two-jet observable using cone jets:
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[ /dx dx,f/p(x )fq/P(Xb)m
X [ dqi dqy Jeone(ay, a7)
X /dq;dqz_fcone(q;’ q)
x j de; des s (65, 67)

X 5(0 - go(qf + €f, q;, q; + e;) 5]5; n, nz)))

(129)
where the cone soft function is now defined as
SE ) = [ DS, @)
X 5(6?— - n Pcone[ws;nl])
X 6(€; —np- Pcone[ws;HZ])- (130)

As for e e”, many jet observables only depend on the
large momentum components and the direction of the jets.
In this case, we can perform the integrals over p;” and €; .
Integrating over €;” we define

fd€+d€+Sﬁ?“§2(€+, €7) =Sy, (131)
which is now perturbatively calculable up to small power
corrections. We obtain

do
40 / dx,dx,fq/p(x)f ¢ /P(X”)dcosﬁ

X [ dgrI(qr) f dgy J(q7)Sems,

X 5(0 - gO(Q;, QE; ni, nZ)): (132)

where the jet functions integrated over p;” are defined as in
Eq. (108).

VII. CONCLUSIONS AND OUTLOOK

We have developed a new formalism for obtaining fac-
torization theorems for almost any observable of interest at
high energy colliders. We argued that any observable dif-
ferential cross section can be written in terms of two
building blocks, a fully differential cross section describing
the energy and momentum distribution of a given event,
together with the restriction of how to obtain the desired
observable from this distribution. For events containing
only massless particles in the final state, the only informa-
tion required to define observables O is the energy con-
figuration w of the event, and we therefore focused on the
cross section fully differential in w, which we denoted as
do/8w. By integrating this energy distribution with an
appropriate functional f,[w], the differential cross section
do/dO in any observable O can be obtained.

Our main result is the proof of factorization for the fully
differential cross section, 8o /8w, using soft-collinear ef-
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fective theory. It relies on the fact that do/dw can be
written directly in terms of a matrix element of well-
defined operators in SCET using the energy-flow operator.
The linearity of the energy-flow operator allowed us to
factorize 80 /8w into simpler building blocks, each of
which is defined by matrix elements of operators in the
effective theory and contains a single scale allowing for a
systematic program of logarithmic resummation. After the
factorized form of §o/8w for a given process is deter-
mined once and for all, it can be used to study the facto-
rization properties of specific observables. The question of
whether a given differential cross section do/dO factor-
izes in the traditional sense depends on whether the form of
folw]is such that it smears the individual matrix elements
in 0 /8w into objects that can be either calculated per-
turbatively or determined experimentally from other
processes.

Using our formalism, we were able to directly study the
factorization properties of the fully differential cross sec-
tion, independent from the observable-specific functional
folw]. While the question of whether the differential cross
section in a given observable factorizes in the traditional
sense still needs to be asked on an observable-by-
observable basis, this disentanglement demonstrates to
what length the steps taken in factorization proofs are
observable independent. It turns out that it is the observable
independent analysis that requires most of the calculational
work. The fact that we can study factorization on an
observable independent level could potentially be relevant
for Monte Carlo event generation. It should be possible to
make a connection between our factorized result for
S8o/8w for generic N-jet production and the N-body par-
tonic calculations that were introduced in Refs. [66,67] as
input for an event generation framework. If so, our results
could be used to provide improved theoretical inputs for
event generation. However, more work in this direction is
needed.

To demonstrate the simplicity with which factorization
formulas for specific observables can be obtained from the
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factorized result for 5o/ w, we have applied our results to
several simple observables in e"e” — 2 jets. We first
reproduced the known results for event shape and hemi-
sphere mass distributions, and then obtained factorization
formulas for generic observables defined in terms of the
total jet momenta obtained from cone jet algorithms, which
so far have not been studied in SCET. We have also ex-
plored some of the issues arising in jet production in
hadronic collisions by studying the partonic subprocess
qq' — qq' using tree level matching from QCD onto
SCET. In particular, we showed that the more complicated
structure requires a soft function that is more complicated
from the case of ete™ scattering. We also showed how
parton distribution functions arise in our formalism, and
commented on how it could be used to study beam rem-
nants and underlying events.

It should be clear from these examples how our generic
N-jet formalism can be applied to the study of observables
in more complicated processes, such as processes with
heavy vector bosons and more than two jets in the final
state, which are crucial for many measurements at the
upcoming LHC. It is these more complicated processes
where the power of our new formalism becomes increas-
ingly pronounced. While the number and complexity of
Dirac and color structures grows quickly for any exhaus-
tive study of factorization with two or more final-state jets,
the application of our formalism is straightforward and in
fact facilitates recycling the bulk of the work needed or
already known in the literature for a particular observable,
to be used for other observables of interest.
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