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The proton-air inelastic cross section (�inel
p-air) is measured at

ffiffiffi

s
p � 2 TeV at the EAS-TOP extensive air

shower experiment by studying the absorption length of cosmic ray proton primaries cascades reaching

the maximum development at the observation level. Primary energies, in the region E0 ¼ ð1:5� 2:5Þ �
1015 eV, are selected through the EAS muon number (N�), and proton originated cascades at maximum

development are selected by means of the shower size (Ne). The observed absorption length (�obs) is a

convolution of the proton-air interaction length (�p-air) and of the shower and detector fluctuations. The

conversion factor k ¼ �obs=�int is obtained by means of simulations performed with the CORSIKA code and

the QGSJET II and SIBYLL interaction models. The obtained value of the p-air inelastic cross section at
ffiffiffi

s
p � 2 TeV is �inel

p-air ¼ 338� 21ðstatÞ � 19ðsystÞ � 28ðsystÞ mb. The statistical and systematic uncer-

tainties, as well as the relationships with the pp ( �pp) total cross section measurements are discussed.

DOI: 10.1103/PhysRevD.79.032004 PACS numbers: 13.85.Tp, 96.50.sd

I. INTRODUCTION

Hadronic cross section measurements at energies above
the accelerators’ limits have to be performed by exploiting
the cosmic ray beam. This holds, in particular, for nucleus-
nucleus interactions as the typical p-N and p-O (’’p-air’’)
ones, which determine the development of extensive air
showers (EAS). The most relevant datum to which the EAS
development is sensitive is the p-air inelastic cross section
(�inel

p-air). In this work we will address its measurement. We

will focus on primary energies
ffiffiffi

s
p � 2 TeV, which are of

particular interest for both high energy physics and astro-
physics issues:

(i) The pp total cross section, �tot
pp, and the proton-air

inelastic cross section �inel
p-air are related and can be

inferred one from each other by means of the
Glauber theory [1]. The whole procedure is model
dependent, the results [2–9] differing by about 20%
for

ffiffiffi

s
p

values in the TeVenergy range. It is therefore

of primary interest to have experimental measure-
ments of �inel

p-air and �tot
pp at the same center of mass

(CM) energy, i.e. around
ffiffiffi

s
p � 2 TeV, at which

collider data are still available.
(ii) At the highest energies, the direct accelerator mea-

surements themselves can be affected by systematic
uncertainties of difficult evaluation, and, as a matter
of fact, the available pp ( �pp) cross section data at
energies of

ffiffiffi

s
p ¼ 1:8 TeV differ by about 10%,

which exceeds the statistical uncertainties of the
individual measurements [10–12] introducing fur-
ther indetermination in the p-nucleus cross section.

(iii) From the point of view of cosmic ray physics, the
interpretation of extensive air shower measurements
(e.g. concerning primary energy and composition
studies) rely on simulations based on hadronic inter-
action models. Such models are based on theoreti-
cally guided extrapolations of the accelerator data
obtained at lower energies (and usually restricted to
limited kinematical regions). A direct measurement
of �inel

p-air and the comparison of basic quantities as

obtained from measurements and model based simu-
lations, in the same conditions, is therefore of pri-
mary relevance for the validation of the
methodology. This can be best performed at primary
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energies below the steepening (knee) of the primary
spectrum (i.e. E0 < 3:1015 eV,

ffiffiffi

s
p

< 2:5 TeV)
above which the proton flux is strongly reduced
[13–15].

Measurements of the p-air inelastic cross section per-
formed in EAS have been reported. Since air shower
detectors cannot observe the depth of the first interaction
of the primary particle, they are based on the study of the
fluctuations of the cascades’ maximum development. Two
main techniques are exploited: the constant Ne-N� cuts

[16–18] by means of particle arrays, and the study of the
shower profiles using fluorescence detectors [19,20] above
1017 eV.

Following the particle array technique, the primary en-
ergy is first selected by means of the muon number (N�).

Proton induced showers at maximum development are then
selected by means of the shower size (dominated by the
electron numberNe). The cross section of primary particles
is obtained by studying the absorption in the atmosphere
(�obs) of such showers, through their angular distribution at
the observation level. Moreover the observed absorption
length is affected by the fluctuations in the longitudinal
development of the cascades and in the detector response.
Such fluctuations can be studied through simulations, pro-
viding the conversion factor k between the observed ab-
sorption length and the interaction length of primary
protons (k ¼ �obs=�int).

The Ne-N� method has been exploited by EAS-TOP

[18] at primary energy E0 � 2 � 1015 eV (i.e.
ffiffiffi

s
p �

2 TeV). We present the analysis of the complete data set
(a total of 1:5 � 107 events collected between 1997 and
1999, for an effective uptime of 7600 hours) based on the
most up to date hadronic interaction models.

Systematic uncertainties of the measurement and the
effect of possible contaminations from heavier primaries
are discussed and evaluated.

II. THE EXPERIMENTAND THE SIMULATION

The EAS-TOP array was located at Campo Imperatore,
Gran Sasso National Laboratory, 2005 m above sea level,
820 g=cm2 atmospheric depth.

The electromagnetic (e.m.) detector consisted of 35
modules 10 m2 each of plastic scintillators, 4 cm thick,
distributed over an area of 105 m2. For this analysis, only
events with at least six modules fired in a compact con-
figuration, and the largest number of particles recorded by
a module inside the edges of the array are selected. Such
triggering condition is fully efficient for Ne > 105, i.e. for
primary proton energies E0 > 3 � 1014 eV. Core location
ðXc; YcÞ, shower size (Ne), and slope of the lateral distri-
bution function (s) are obtained by fitting the recorded
number of particles in each module with the Nishimura-
Kamata-Greisen (NKG) expression [21]. The experimental
resolutions for Ne > 2 � 105 are �Ne

=Ne ’ 0:1; �Xc
¼

�Yc
’ 5 m; �s ’ 0:1. The arrival direction of the shower

is measured from the times of flight among the modules
with resolution �� ’ 0:9�. A detailed description of the
performance of the e.m. detector can be found in Ref. [22].
The muon-hadron detector (MHD), located at one edge

of the e.m. array, is used, for the present analysis, as a
tracking module with 9 active planes. Each plane includes
two layers of streamer tubes (12 m length, 3� 3 cm2

section) and is shielded by 13 cm of iron. The total height
of the detector is 280 cm and the surface is 12� 12 m2. A
muon track is defined by the alignment of at least 6 fired
wires in different streamer tube layers leading to an energy
threshold of Eth

� � 1 GeV.

The accuracy of the muon reconstruction depends on the
muon number: for N� � 15, 70% of the events are inside

�N70%
� ¼ �1 (�N70%

� ¼ �2 for N� � 30). The tails of

the error distribution are rather limited: e.g. the rate of
large errors, exceeding 50% of the muon number, is of
0.1%. The muon number, and therefore its uncertainty,
depends on primary energy, core distance and zenith angle.
For this reason, events were selected in order to fulfil the
quoted reconstruction accuracy of the tracking detector.
The applied selection in core distance and zenith angle
(’’r� �’’ selection: 50 m< r < 100 m, and maximum ze-
nith angle �max ¼ 33:6�) provides a number of muons
ranging from 6 to 23 in our energy region [see (a) in
Sec. III]. This guarantees that the muon counting uncer-
tainties are always dominated by Poissonian fluctuations.
The total number of events that pass this selection is 1:7 �
106.
EAS simulations are performed utilizing the CORSIKA

program [23] with QGSJET II.03 and SIBYLL 2.1 high
energy hadronic interaction models [24,25]. These models
have been widely employed for simulating atmospheric
shower developments and have been shown to provide
consistent descriptions of different shower parameters in
the considered energy range. Hadrons with energies below
80 GeV are treated with the GHEISHA 2002 [26] interac-
tion model.
The shower size (Ne) is obtained by adding all contri-

butions from the produced � rays (mainly from �0 decays)
following Greisen expression [27], as provided by
CORSIKA. The obtained Ne value at the observation level

is distributed over the e.m. modules following the NKG
lateral distribution function (ldf) [21], with slopes (s)
sampled from the experimental data [13]. The effect of
using the standard NKG ldf in real scintillator arrays has
been discussed in Refs. [13,28], where it has been shown
that the deviation results are lower than 3% for proton
showers with Ne � 106 up to 150 m from the core. The
conversion from the zero energy threshold Ne value ob-
tained from Greisen formula to the experimental Ne value
measured (as usual) in minimum ionizing particle (mip)
units (Ne;mip) has been obtained by means of simulations of

e.m. showers in the atmosphere, in the scintillators and
their housings, based on the GEANT [29] code. It has been
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further verified by means of a test performed with the same
scintillators and electronics operating in the field, at the
CERN SPS with positron beams up to Eeþ ¼ 50 GeV. The
relation between Ne and Ne;mip is Ne ¼ Ne;mip=1:18 for

zenith angles up to 40� [13]. The muon contribution to
Ne is added in the individual e.m. units (its overall con-
tribution being lower than 5%). Poissonian fluctuations and
parameterized expressions of experimental uncertainties
have been included, as well as trigger requirements.

The full response of the muon detector is included by
means of simulations based on the GEANT code taking into
account the measured experimental efficiencies of the
streamer tubes. Simulated events have been treated using
the same procedure followed for experimental data.

Proton showers have been simulated with an energy
threshold of 1015 eV, spectral index � ¼ 2:7 (from which
KASCADE spectra [15] have been afterward sampled1),
and uniform angular distribution. Every shower has been
sampled over an area of 4:4 � 105 m2 until the event fulfills
the ’’r� �’’ and trigger requirements. The number of trials
(nTð�Þ) is recorded and then used to calculate the angular
acceptance.

III. THE METHOD AND THE ANALYSIS

The rate of showers of given primary energy (E0;1 <
E0 <E0;2) selected through their muon number N�

(N�;1 <N� <N�;2) and shower size Ne corresponding to

maximum development (Ne;1 <Ne < Ne;2) is expected to

decrease exponentially with atmospheric depth. This can
be expressed as a function of the zenith angle � by the
equation

fð�Þ ¼ Gð�Þfð0Þ exp½�x0ðsec�� 1Þ=�obs�; (1)

where x0 is the vertical atmospheric depth of the detector,
and Gð�Þ the angular acceptance.

The observed absorption length �obs, obtained from (1),
is a combination of the interaction mean free path (�int),
and of the shower development and detector response
fluctuations. Fluctuation effects are evaluated through
simulations, by comparing �sim

obs (the observed absorption

length obtained in simulations) and �sim
int (the interaction

length, which is known from the interaction model), and
can be expressed by the factor k ¼ �sim

obs=�
sim
int . This factor is

then used to convert the observed experimental absorption
length �

exp
obs into the interaction one �

exp
int .

The physical quantities required for the analysis are
obtained through simulations, based on QGSJET II and
SIBYLL interaction models, as described below.

(a) Events in the specific proton primary energy range
[E0 ¼ ð1:5� 2:5Þ � 1015 eV] are selected by means

of a matrix of minimum (N�;1) and maximum (N�;2)

detected muon numbers for every possible combi-
nation of zenith angle and core distance from the
muon detector. The selection table is obtained from
simulated data for 5 m bins in core distance (50 m 	
r 	 100 m) and 0:025 sec� bins (1:0 	 sec� 	
1:2) for zenith angle. N�;1 and N�;2 correspond to

the average muon number recorded in the MHD,
respectively, for E0 ¼ 1:5 � 1015 eV and E0 ¼ 2:5 �
1015 eV. N�;1 ranges from 6 ( sec� ¼ 1:2, r ¼
100 m) to 15 ( sec� ¼ 1:0, r ¼ 50 m) and N�;2

from 8 to 23.
(b) The selection of proton initiated cascades near

maximum development is based on simulated dis-
tributions of the shower sizes at maximum develop-
ment Nmax

e in the selected energy interval.
The distribution calculated with QGSJET II is
shown in Fig. 1. Choosing the shower size interval

LogNmax
e � �LogNmax

e
(i.e. 6:01< LogNe < 6:17 for

both interaction models) provides the selection of
about 65% of the events around the maximum of the
distribution.
The fraction of simulated events (QGSJET II proton
primaries) accepted after the muon cut is 26%, over
them 5% passing the Ne selection (averaged over all
zenith angles) for a total of 8885 events. The corre-
sponding fractions of experimental events are, re-
spectively, 18.5% and 0.5% for a total of 1384
events. The experimental fraction of events passing
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FIG. 1. Shower size distribution at maximum development
(Nmax

e ) for proton showers simulated with QGSJET II in the
selected energy range [E0 ¼ ð1:5� 2:5Þ � 1015 eV]. The shaded
area represents the Ne interval considered in the analysis.

1The power law indexes of proton and helium spectra (result-
ing from our own fits) are, respectively, �p;1ðE0 < 2 �
1015 eVÞ ¼ 2:6, �p;2ð2 � 1015 eV< E0 < 4:5 � 1015 eVÞ ¼ 3:3,
�p;3ðE0 > 4:5 � 1015 eVÞ ¼ 5:0 and �He ¼ 2:65.
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the Ne selection is lower than in simulation, due to
the contribution of heavy primaries.
The effective energy distribution of the selected
primaries is shown in Fig. 2, the median value being
Emedian
0 ¼ 2:49 � 1015 eV with rms 0:78 � 1015 eV

and Emedian
0 ¼ 2:50 � 1015 eV with rms 0:80 �

1015 eV for QGSJET II and SIBYLL, respectively.
(c) For simulated data, due to the imposed full detection

efficiency, the acceptance Gð�Þ in each individual
sec� bin (1:0 	 sec� 	 1:2, �sec� ¼ 0:05) is sim-
ply given by the geometrical acceptance G1ð�Þ. For
experimental data, in order to take into account the
’’r� �’’ acceptance, G1ð�Þ is further multiplied by
the number of trials performed in order to accept the
primaries generated following the input uniform
distribution [Gð�Þ ¼ G1ð�Þ � nTð�Þ=nTð0Þ]. There-
fore, the number of events (corrected for acceptance
effects) in each secð�Þ bin is N0

sel ¼ Nsel �Gð�Þ.
(d) The interaction length �sim

int is obtained as the aver-

age proton interaction depth in the selected energy
range [E0 ¼ ð1:5� 2:5Þ � 1015 eV], and results to
be �sim

int ¼ 60:3� 0:1 g=cm2 for QGSJET II and

�sim
int ¼ 59:4� 0:1 g=cm2 for SIBYLL.

The acceptance corrected numbers of selected
events vs zenith angle are shown in Fig. 3. The fit
with expression (1) provides �sim

obs ¼ 68:5�
1:4 g=cm2 for QGSJET II and �sim

obs ¼ 69:9�
1:4 g=cm2 for SIBYLL. Therefore k ¼ �sim

obs=�
sim
int ¼

1:14� 0:02 for QGSJET II and k ¼ 1:18� 0:02 for
SIBYLL (see Table I).

IV. SYSTEMATIC UNCERTAINTIES

The data obtained from simulations with different inter-
action models, characterized by different cross sections,
have been used in order to evaluate the systematic uncer-
tainties of the analysis, as described in the following.
(i) The analysis procedure based on one interaction

model has been applied to a simulated experimental
data set produced with a different interaction model
with known p-air inelastic cross section (i.e. experi-
mental data simulated with SIBYLL are analyzed
with QGSJET II and vice versa).

(ii) An experimental data set has been simulated using
QGSJET II with a cross section value about 10%
lower in order to check the capability to discriminate
between two different values of the p-air cross sec-
tion within the same interaction model. The lower
cross section of the HDPM interaction model [30]
has been utilized. The two data sets are analyzed
using the parameters established with SIBYLL.

The results of these analyses are reported in Table II,
from which we can note the following:
(a) Differences from the simulated �inel

p-air values are

both positive and negative implying that there is
no systematic underestimation or overestimation.

(b) The analysis performed with SIBYLL clearly dis-
criminate between the two different values of �inel

p-air
used in the simulations with QGSJET II.

(c) The four differences between the simulated and
measured values (��inel

p-air) are compatible with the

statistical uncertainties.
Therefore we define as maximum systematic uncertainty

the value �syst ¼ 19 mb which provides the �2 value cor-
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FIG. 2. Primary energy distribution of simulated proton events
selected with the N�-Ne cuts (continuous line). The energy

distribution of helium primaries satisfying the same selection
criteria is also shown (dashed line).
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FIG. 3. Acceptance corrected number of events vs sec� for the
simulated (solid circle for QGSJET II and solid triangle for
SIBYLL) and experimental data selected with the N�-Ne cuts

calculated with the two interaction models (open circle for
QGSJET II and open triangle for SIBYLL). The fits with
expression (1) providing the �obs values are also shown (con-
tinuous lines).
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responding to 99% C.L. for the distribution of the four
deviations ��inel

p-air.

V. RESULTS

The same analysis procedure discussed for the simula-
tions is applied to the experimental data. The correspond-
ing event numbers as a function of secð�Þ are shown in
Fig. 3, together with their fit providing �exp

obs ¼
80:2� 4:3 g=cm2 and �exp

obs ¼ 84:7� 5:0 g=cm2 for

QGSJET II and SIBYLL, respectively. From the relation
�exp
int ¼ �exp

obs=k, we obtain �exp
int ¼ �p�air ¼ 70:7�

4:2 g=cm2 for QGSJET II and �exp
int ¼ �p�air ¼

71:8� 4:5 g=cm2 for SIBYLL. The p-air inelastic cross
section is then obtained from the relation �inel

p�air ðmbÞ ¼
2:41 � 104=�p�air, and results to be �inel

p�air ¼ 341� 20 mb

with QGSJET II and �inel
p�air ¼ 336� 21 mb with SIBYLL

analysis (see Table I). The given uncertainties are the
statistical ones of both the measurement and the simula-
tion. Therefore the two results, based on two different
interaction models, are in excellent agreement.

The contribution of heavier nuclei has been evaluated by
simulating helium primaries with QGSJET II, assuming
the KASCADE spectrum and composition, which accounts
for an He flux about twice that of the protons in the energy
range of interest (see footnote 1 and Fig. 2). The overall
simulated observed absorption length becomes

�simðpþHeÞ
obs ¼ 62:6� 1:0 g=cm2, which implies kðpþHeÞ ¼

1:04� 0:02, and �inel
p-air ¼ 312� 17 mb, decreased of

about 8%. Because of the uncertainty of the relative pro-
ton/helium flux we will not introduce such correction, but
rather consider it as a systematic uncertainty, possibly
leading to an overestimated cross section value. Heavier
primaries, such as CNO, hardly pass the N�-Ne cuts and

result in an additional effect of less than 1%. Combining
the results obtained with the two considered interaction
models and including the systematic uncertainties dis-
cussed in the previous section, the p-air inelastic cross
section is

�inel
p-air ¼ 338� 21stat � 19syst � 29systðHeÞ mb: (2)

This value is plotted together with other experimental
results and the cross sections within different hadronic
interaction models in Fig. 4.

TABLE I. Summary of the results obtained with different high energy interaction models. The interaction length �sim
int is the average

proton interaction depth in the selected energy range. �sim
obs and �

exp
obs are obtained, respectively, from the fits of the simulated and

experimental distribution of event rates vs zenith angle as shown in Fig. 3. The factor k ¼ �sim
obs=�

sim
int accounts for fluctuations in

longitudinal shower development and detector response.

High energy hadronic interaction model �sim
int [g=cm2] �sim

obs [g=cm
2] k �exp

obs [g=cm
2] �exp

int [g=cm2] �inel
p-air [mb]

SIBYLL 2.1 59:4� 0:1 69:9� 1:4 1:18� 0:02 84:7� 5:0 71:8� 4:5 336� 21
QGSJET II 60:3� 0:1 68:5� 1:4 1:14� 0:02 80:2� 4:3 70:7� 4:2 341� 20

TABLE II. Proton-air inelastic cross section values (�inel
p-air) obtained using the simulated data sets as ‘‘experimental’’ ones in order to

determine the observed experimental absorption length (�
exp
obs). Results of the analyses with the two interaction models are reported.

The intrinsic �inel
p-air of each model and the differences from measured values (��inel

p-air) are also reported.

Experiment SIBYLL 2.1 QGSJET II QGSJET IIHDPM
(�inel

p-air ¼ 406� 1 mb) (�inel
p-air ¼ 400� 1 mb) (�inel

p-air ¼ 367� 1 mb)
Analysis �inel

p-air [mb] ��inel
p-air [mb] �inel

p-air [mb] ��inel
p-airÞ [mb] �inel

p-air [mb] ��inel
p-air [mb]

SIBYLL 2.1 . . . . . . 419� 12 þ19� 12 372� 13 þ5� 13
QGSJET II 393� 11 �13� 11 . . . . . . 361� 12 �6� 12
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FIG. 4. p-air inelastic cross section data (open circle [32],
open square [33], solid star [17], solid triangle [19], open star
[8,17], open triangle [8,19], open diamond [20], solid circle
[34]), including the present measurement (solid square), and
values used by different hadronic interaction models (solid line
[35], dotted line [25], dash-dotted line [24], dashed line [30]).
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VI. CONCLUSIONS

The absorption length of cosmic ray proton showers at
maximum development in the energy range E0 ¼ ð1:5�
2:5Þ � 1015 eV (i.e. at

ffiffiffi

s
p � 2 TeV) is measured at the

atmospheric depth of 820 g=cm2.
Two independent analyses based on two different inter-

action models (QGSJET II and SIBYLL) have been
exploited.

The experimental values of the p-air inelastic cross
section at

ffiffiffi

s
p � 2 TeV are, respectively, �inel

p-air ¼ 341�
20 mb for QGSJET II and �inel

p-air ¼ 336� 21 mb for the

SIBYLL analysis.
The contamination of heavier primaries (principally

helium) has been evaluated resulting in a possible system-
atic effect that can lead to about an 8% overestimation of
the p-air inelastic cross section.

The systematic uncertainties of the analysis procedure
have been studied, and an upper limit has been obtained.

The experimental value of the p-air inelastic cross sec-
tion obtained from the analysis of EAS-TOP data can be
expressed as

�inel
p-air ¼ 338� 21stat � 19syst � 29systðHeÞ mb:

This value is about 20% smaller than the values in use
within QGSJET II and SIBYLL and in better agreement
with Refs. [8,30,31].

Predicted �inel
p-air values, obtained from different �tot

pp

Tevatron measurements at
ffiffiffi

s
p ¼ 1:8 TeV by using differ-

ent calculations based on the Glauber theory, are reported
in Fig. 5. The present measurement is consistent with
smaller values of the �pp total cross section (�tot

pp ¼ 72:8�
3:1 mb [11], and �tot

pp ¼ 71� 2 mb [12]), and the pp to

p-air calculations predicting for a given value of �tot
pp, a

smaller value of �p-air
in [8,9].

Independently from the cross section analysis, the mea-
sured value of the absorption length �obs can be directly

compared with the analogous one obtained from simula-
tions based on QGSJET II and SIBYLL. As shown in
Table I, the experimental values are about 20% higher
than the simulated ones for both the considered interaction
models. This can be ascribed to a deeper shower penetra-
tion in the atmosphere with respect to the predictions of the
interaction models, as reflected in the corresponding lower
value of the p-air inelastic cross section.
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