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We investigate the relationship between a gauge theory on a principal bundle and that on its base space.

In the case where the principal bundle is itself a group manifold, we also study relations of those gauge

theories with a matrix model obtained by dimensionally reducing them to zero dimensions. First, we

develop the dimensional reduction of Yang-Mills (YM) theory on the total space to YM-Higgs theory on

the base space for a general principal bundle. Second, we show a relationship that YM on an SUð2Þ bundle
is equivalent to the theory around a certain background of YM-Higgs on its base space. This is an

extension of our previous work [T. Ishii, G. Ishiki, S. Shimasaki, and A. Tsuchiya, J. High Energy Phys. 05

(2007) 014.], in which the same relationship concerning a Uð1Þ bundle is shown. We apply these results to

the case of SUðnþ 1Þ as the total space. By dimensionally reducing YM on SUðnþ 1Þ, we obtain YM-

Higgs on SUðnþ 1Þ=SUðnÞ ’ S2nþ1 and on SUðnþ 1Þ=ðSUðnÞ �Uð1ÞÞ ’ CPn and a matrix model. We

show that the theory around each monopole vacuum of YM-Higgs on CPn is equivalent to the theory

around a certain vacuum of the matrix model in the commutative limit. By combining this with the

relationship concerning a Uð1Þ bundle, we realize YM-Higgs on SUðnþ 1Þ=SUðnÞ ’ S2nþ1 in the matrix

model. We see that the relationship concerning a Uð1Þ bundle can be interpreted as Buscher’s T-duality.
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I. INTRODUCTION AND CONCLUSION

Emergence of space-time is one of the key concepts in
matrix models as a nonperturbative definition of super-
string [1–3]. This phenomenon was first observed in the
relationship between a gauge theory and a matrix model.
This is the so-called large N reduction [4]. It states that a
large N planar gauge theory is equivalent to the matrix
model that is its dimensional reduction to zero dimensions
unless theUð1ÞD symmetry is broken, whereD denotes the
dimensionality of the original gauge theory. However, the
Uð1ÞD symmetry is in general spontaneously broken for
D> 2. There are two improved versions of the large N
reduced model that preserve the Uð1ÞD symmetry. One is
the quenched reduced model [5–8]. The other is the twisted
reduced model [9], which was later rediscovered in the
context of the noncommutative field theories [10]. The
T-duality for D-brane effective theories [11], which we
call the matrix T-duality in this paper, share the same idea
with the large N reduced model. The statement of the
matrix T-duality is that UðNÞ Yang-Mills (YM) theory on
Rp � S1 is equivalent to UðN �1Þ YM-Higgs on Rp

which is a dimensional reduction of UðN �1Þ YM on
Rp � S1 if a periodicity (orbifolding) condition is imposed.
Also, deconstruction [12] and supersymmetric lattice
gauge theories inspired by it [13] are analogs of the matrix
T-duality. The above developments are all concerning

gauge theories on flat space-time. It is important to under-
stand how gauge theories on curved space-time are realized
in matrix models or gauge theories in lower dimensions,
because it would lead us to gain some insights into how
curved space-time is realized in matrix models as a non-
perturbative definition of superstring. Note that an interest-
ing approach to the description of curved space-time by
matrices was proposed in [14].
In [15], Takayama and three of the present authors found

relationships among the SUð2j4Þ symmetric theories. Here
the SUð2j4Þ symmetric theories include N ¼ 4 super
Yang-Mills (SYM) on R� S3=Zk, 2þ 1 SYM on R� S2

[16] and the plane wave matrix model (PWMM) [17].
These theories are related by dimensional reductions and
possess common features: mass gap, discrete spectrum and
many discrete vacua. From the gravity duals of those vacua
proposed in [18], the following relations between these
theories are suggested: the theory around each vacuum of
2þ 1 SYM on R� S2 is equivalent to the theory around a
certain vacuum of PWMM, and the theory around each
vacuum ofN ¼ 4 SYM on R� S3=Zk is equivalent to the
theory around a certain vacuum of 2þ 1 SYM on R� S2

with the periodicity imposed. Combining these two equiv-
alences, we can say that the theory around each vacuum of
N ¼ 4 SYM on R� S3=Zk is realized in PWMM. In [15],
these equivalences were shown directly on the gauge the-
ory side. The results in [15] not only serve as a nontrivial
check of the gauge/gravity correspondence for the SUð2j4Þ
theories, but they are also interesting in the following
aspects. Much work has been already done on the realiza-
tion of the gauge theories on the fuzzy sphere [19–22] by
matrix models [23] and on the monopoles on the fuzzy
sphere [24–28]. Note that the realization of the fuzzy
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sphere by matrix models can be viewed as an extension of
the twisted reduced model to curved space. Here in the
relation between 2þ 1 SYM on R� S2 and PWMM, it
was manifestly shown that the continuum limit of concen-
tric fuzzy spheres correspond to multi-monopoles. The
relation between N ¼ 4 SYM on R� S3=Zk and 2þ 1
SYM on R� S2 can be regarded as an extension of the
matrix T-duality to that on a nontrivialUð1Þ bundle, S3=Zk,
whose base space is S2. Furthermore, in [29], we general-
ized the matrix T-duality to that on an arbitrary Uð1Þ
bundle. As an application of these results, in [30], Ohta
and the present authors investigated relationships among
Chern-Simons theory on a Uð1Þ bundle over a Riemann
surface, BF theory with a mass term on the Riemann
surface, which is equivalent to two-dimensional Yang-
Mills theory on the Riemann surface, and a matrix model.
It was discussed that the former two (topological) field
theories associated with topological strings can be realized
in the matrix model. The results in [15] also suggests an
interesting possibility of a nonperturbative formulation of
N ¼ 4 SYM on R� S3 by PWMM, which would lead to
a nonperturbative test of the AdS=CFT correspondence.

This paper is aimed at further investigation of the above
developments concerning the large N reduction and the
matrix T-duality on curved space. First, we develop a
dimensional reduction of YM on the total space to YM-
Higgs on the base space for a general principal bundle.
This also enables us to dimensionally reduce YM on a
group manifold to a matrix model. Second, as an extension
of the work [29], in the case in which the fiber is SUð2Þ, we
show that YM on the total space is equivalent to a certain
vacuum1 of YM-Higgs on the base space with the period-
icity imposed. This enables us to realize YM on an
SUð2Þk �Uð1Þl bundle in YM-Higgs on its base space.
We apply the above results to the case of SUðnþ 1Þ as the
total space. SUðnþ 1Þ is viewed as SUðnÞ bundle over
SUðnþ 1Þ=SUðnÞ ’ S2nþ1 or SUðnÞ �Uð1Þ bundle over
SUðnþ 1Þ=ðSUðnÞ �Uð1ÞÞ ’ CPn, and SUðnþ
1Þ=SUðnÞ ’ S2nþ1 is viewed as Uð1Þ bundle over CPn.
By the dimensional reduction, we obtain YM-Higgs on
S2nþ1 and CPn and a matrix model. We find the commu-
tative (continuum) limit of gauge theory on fuzzy CPn

[28,31–35] realized in the matrix model coincides with
YM-Higgs on CPn. Namely, we show that the theory
around each monopole vacuum of YM-Higgs on CPn is
equivalent to the theory around a certain vacuum of the
matrix model. By combing this with the extended matrix T-
duality, we realize YM-Higgs on SUðnþ 1Þ=SUðnÞ ’
S2nþ1 in the matrix model. We also show that the extended
matrix T-duality of the Uð1Þ case developed in [29] can be
interpreted as Buscher’s T-duality [36].

In the remainder of this section, we describe the orga-
nization of the present paper, providing our results in de-
tail, and finally describe some outlook. From the same
reasoning as the case of the SUð2j4Þ symmetric theories,
the following relationships among YM on S3, YM-Higgs
on S2 and a matrix model hold. These theories are related
to each other by dimensional reductions. The theory
around each vacuum of YM-Higgs on S2 is equivalent to
the theory around a certain vacuum of the matrix model.
YM on S3 is equivalent to the theory around a certain
vacuum of YM-Higgs on S2 with the periodicity imposed.
Eventually, YM on S3 is realized in the matrix model. It
can be said that our results in this paper are an extension of
these relationships. In Sec. II, we show these relationships
in order to illustrate our basic ideas.
In Sec. III, we develop a dimensional reduction on a

general principal fiber bundle. We start with YM on the
total space, dimensionally reduce the fiber directions, and
obtain a YM-Higgs on the base space.
In Sec. IV, we examine a relationship between YM on

the total space and YM-Higgs on the base space obtained
in Sec. III. In Sec. IVA, we first examine the transforma-
tions of the fields from a local patch to another local patch
in YM-Higgs on the base space. In Sec. IVB, using the
observation in Sec. IVA, we show that when the fiber is
Uð1Þ or SUð2Þ, YM on the total space is equivalent to the
theory around a certain vacuum of YM-Higgs on the base
space with the periodicity imposed. This vacuum is given
by multimonopole configuration on the base space. We
already found the Uð1Þ case of this equivalence in [29].
In the SUð2Þ case, we also use the result in section II that
YM on S3 is realized in the matrix model. As a general-
ization, we realize YM on SUð2Þk �Uð1Þl bundle in YM-
Higgs on its base space. In Sec. IVC, as an example, we
consider S7 which is an SUð2Þ bundle over S4. In Fig. 1, we
summarize our results in Secs. III and IV.
In Sec. V, we examine a series of SUðnþ 1Þ symmetric

theories. Figure 2 summarizes our findings in Sec. V and
their relation to other sections. The case of n ¼ 1 is noth-
ing but the example discussed in Sec. II. In this case, YM
on SUð2Þ is the same as YM-Higgs on S3 because SUð2Þ ’
S3. In Sec. VA, as a special case of Sec. III, we consider a

dimensional reduction of YM on a group manifold ~G to a

coset space ~G=H where H is a subgroup of ~G. Namely, we

view ~G as an H bundle over ~G=H. By dimensionally

reducing the Killing vectors on ~G to those on ~G=H, we

YM on P

YM-Higgs on M

dimensional reduction

of fiber G [Sec. 3]

G = U(1) , SU (2)

matrix T-duality [Sec. 4.2]

FIG. 1. Matrix T-duality for G ¼ Uð1Þ, SUð2Þ.

1Throughout this paper, we consider gauge theories on mani-
folds with the Euclidean signature. Here ‘‘vacuum’’ represents a
configuration that gives the global minimum of the classical
action.
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obtain a theory on ~G=H expressed in terms of the Killing

vectors. Then, we show that this theory on ~G=H is rewrit-

ten into YM-Higgs on ~G=H obtained in Sec. III. In
Sec. VB, we apply the results in Sec. VA to the case of
~G ¼ SUðnþ 1Þ and obtain a series of theories in Fig. 2
which possess SUðnþ 1Þ symmetry. If we take SUðnÞ as
H, we obtain YM-Higgs on S2nþ1. Note that the isometry
of this S2nþ1 is not SOð2nþ 2Þ but SUðnþ 1Þ. For n � 2,
it is different from the ordinary S2nþ1 but homeomorphic to
the ordinary one, and is called a squashed S2nþ1. If we take
SUðnÞ �Uð1Þ as H, we obtain YM-Higgs on CPn. Finally
if we take SUðnþ 1Þ itself asH, we obtain a matrix model
whose action is shown in Fig. 2, where fABC is the structure
constant of the SUðnþ 1Þ Lie algebra. As indicated in
Fig. 2, these dimensional reductions can also be performed
step by step: we obtain YM-Higgs on CPn from YM-Higgs
on S2nþ1 and the matrix model from YM-Higgs on CPn. In
the case of n ¼ 2, as an application of the result in
Sec. IVB, we see that YM on SUð3Þ is equivalent to the
theory around a vacuum of YM-Higgs on S5 with the
periodicity imposed [(i) in Fig. 2]. Since S2nþ1 can be
viewed as a Uð1Þ bundle over CPn, in section VC, we
show as an application of the results in section IVB that the
theory around each vacuum of YM-Higgs on S2nþ1 is
equivalent to the theory around a vacuum of YM-Higgs
on CPn with the periodicity imposed [(ii) in Fig. 2]. In
Sec. VC, we show that the theory around each Abelian
monopole vacuum of YM-Higgs on CPn is equivalent to a
certain vacuum of the matrix model [(iii) in Fig. 2].
Combining these results, we also show that the theory
around the trivial vacuum of YM-Higgs on S2nþ1 is real-
ized in the matrix model [(iv) in Fig. 2]. YM on SUð3Þ is
realized in YM-Higgs on CP2 [(v) in Fig. 2]. Finally, we
make a comment: it follows from the result in Sec. IV that
YM on SUðnþ 1Þ is realized in YM-Higgs on SUðnþ
1Þ=ðSUð2Þk �Uð1ÞlÞ.

In Sec. VI, we discuss how the extended matrix T-
dulaity found in [29] and reviewed in Sec. IVB is inter-
preted as Buscher’s T-duality. In appendices A, B, C, and
D, we describe some details.

It is an open problem whether YM on SUðnþ 1Þ with
n � 2 is realized in the matrix model. Presumably, we need
to construct noncommutative counterparts of non-Abelian
monopoles of YM-Higgs on S2nþ1 or CPn in the matrix
model. Realization of YM on SUðnþ 1Þ in the matrix
model should enable us to extend the matrix T-duality to
the case of G ¼ SUðnþ 1Þ. Of course, the matrix T-
duality for a general G should still be investigated. It is
important to see whether the matrix T-duality in the SUð2Þ
case is associated with the non-Abelian T-duality discussed
within the nonlinear sigma models [37]. It is also relevant
to identify the commutative limit of the matrix model
consisting of the square of the commutators and the gen-
eralized Myers term with the SUðnþ 1Þ structure constant
which has been examined in [33,38] and find its higher-
dimensional origin. Analysis in this paper is classical.
Whether the relationships among the gauge theories we
found hold quantum mechanically is a nontrivial and im-
portant problem. It should be noted that in the quantum
correspondence no orbifolding condition is needed in the
matrix T-duality as far as the planar limit is concerned.
This is nothing but the large N reduction and enables us to
make the size of matrices become finite and play a role of
the ultraviolet cutoff. In particular, we expect to give a
nonperturbative definition of N ¼ 4 SYM on R� S3 in
the planar limit in terms of PWMM [39].

II. TYPICAL RELATIONSHIPS

In this section, to illustrate our ideas, we describe rela-
tionships among YM on S3, YM-Higgs on S2 and a matrix
model. These relationships are essentially the same as
those among the SUð2j4Þ symmetric theories found in [15].
We consider S3 with radius 2=� and regard it as theUð1Þ

(S1) Hopf bundle on S2 with radius 1=�. S3 with radius
2=� is defined by

fðw1; w2Þ 2 C2jjw1j2 þ jw2j2 ¼ 4=�2g: (2.1)

The Hopf map �: S3 ! CP1ðS2Þ is defined by

ðw1; w2Þ ! ½ðw1; w2Þ� � f�ðw1; w2Þj� 2 Cnf0gg: (2.2)

Two patches are introduced on CP1: the patch I ðw1 � 0Þ
and the patch II ðw2 � 0Þ. On the patch I the local trivial-
ization is given by

ðw1; w2Þ !
�
w2

w1

;
w1

jw1j
�
2 ðpatch IÞ �Uð1Þ; (2.3)

while on the patch II the local trivialization is given by

ðw1; w2Þ !
�
w1

w2

;
w2

jw2j
�
2 ðpatch IIÞ �Uð1Þ: (2.4)

The Eq. (2.1) is solved as

w1 ¼ 2

�
cos

�

2
ei�1 ; w2 ¼ 2

�
sin
�

2
ei�2 ; (2.5)

where 0 � � � � and 0 � �1, �2 < 2�. We put

YM on SU (n + 1)

YM-Higgs on S 2n +1

YM-Higgs on CP n

dim. red.
SU (n)

dim. red.
U(1)

dim. red.

dim. red.

(i) n = 2 [Sec. 4.2, 5.3]

(ii) matrix T-duality
[Sec. 4.2, 5.3]

(iii) commutative limit

of fuzzy CPn [Sec. 5.3]

(iv) [Sec. 5.3]

Matrix model

Smm = 1
g2

mm

1
4 tr ( f ABC X C + i[X A, XB ])2

dim. red.

SU (n) × U(1)

SU (n + 1)

n = 2 [Sec. 4.2, 5.3]

FIG. 2. A series of theories studied in Sec. V.
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’ ¼ �1 � �2;  ¼ �1 þ �2; (2.6)

and can change the ranges of ’ and  to 0 � ’< 2� and
0 �  < 4�. The periodicity is expressed as

ð�; ’;  Þ � ð�;’þ 2�; þ 2�Þ � ð�; ’;  þ 4�Þ:
(2.7)

From the local trivializations (2.3) and (2.4), one can see
that � and ’ are regarded as the angular coordinates of the
base space S2 through the stereographic projection. The
patch I corresponds to 0 � � < �, while the patch II cor-
responds to 0< � � �. The metric of S3 is given as
follows:

ds2
S3

¼ jdw1j2 þ jdw2j2

¼ 1

�2
ðd�2 þ sin2�d’2 þ ðd þ cos�d’Þ2Þ: (2.8)

In the remainder of this section, the upper sign is taken
in the patch I and the lower sign in the patch II. From (2.3),
(2.4), and (2.8), one sees that the fiber S1 is parametrized by
y ¼ 1

� ð � ’Þ and its radius is given by 2=�. The con-

nection 1-form is given by

! ¼ �

2

�
dyþ 1

�
ðcos�	 1Þd’

�
: (2.9)

The connection 1-form provides the vertical-horizontal
decomposition by determining the inverse of the dreibein
EMA through !ðEM� Þ ¼ 0, E

�
3 ¼ 0 and Ey3 ¼ 1, where A ¼

1, 2, 3, � ¼ 1, 2, M ¼ �, ’, y and � ¼ �, ’. The inverse
of the dreibein is determined as

E�1 ¼ �; E’2 ¼ �

sin�
; Ey2 ¼ �

cos�	 1

sin�
;

Ey3 ¼ 1; others ¼ 0: (2.10)

The dreibein are given by

E1
� ¼ e1� ¼

1

�
; E2

’ ¼ e2’ ¼ 1

�
sin�;

E3
’ ¼ 1

�
ðcos�	 1Þ; E3

y ¼ 1; others ¼ 0;

(2.11)

where e�� are the zweibein of S2.

We start with YM on S3

SS3 ¼
1

4g2
S3

Z d�3

ð�=2Þ3 trðFABFABÞ: (2.12)

The vertical-horizontal decomposition tells us how to re-
late the gauge field on S3 to the gauge field and the Higgs
field on S2:

A� ¼ a�; A3 ¼ �: (2.13)

Or equivalently

A� ¼ a�; A’ ¼ a’ þ 1

�
ðcos�	 1Þ�; Ay ¼ �:

(2.14)

In (2.13) and (2.14), in order to make a dimensional reduc-
tion, we assume that the both sides are independent of y.
Then, substituting (2.13) into (2.12) yields a YM-Higgs on
S2,

SS2 ¼
1

g2
S2

Z d�2

�2
tr

�
1

2
ðf12 þ��Þ2 þ 1

2
ðD��Þ2

�
;

(2.15)

where g2
S2

¼ �
4� g

2
S3
. It is convenient for us to rewrite (2.15)

using the three-dimensional flat space notation. We define
a three-dimensional vector field in terms of a� and � [16]:

~X ¼ �~er þ a1 ~e’ � a2 ~e�; (2.16)

where ~er ¼ ðsin� cos’; sin� sin’; cos�Þ and ~e� ¼ @~er
@� ,

~e’ ¼ 1
sin�

@~er
@’ . We also introduce the angular momentum

operator in three-dimensional flat space,

~L ð0Þ ¼ �i ~e�@� þ i
1

sin�
~e�@�: (2.17)

Then, (2.15) is rewritten as

SS2 ¼
1

g2
S2

Z d�2

�2

1

2
tr

�
�XA þ i��ABCL

ð0Þ
B XC

þ i

2
�ABC½XB; XC�

�
2
: (2.18)

By dropping all the derivatives, we dimensionally reduce
(2.18) to zero dimensions to obtain a matrix model:

Smm ¼ 1

g2mm

1

2
tr

�
�XA þ i

2
�ABC½XB; XC�

�
2
; (2.19)

where g2mm ¼ �2

4� g
2
S2
. The cross term in the above action is

nothing but the Myers term [40]. It was first found in [41]
that (2.19) is obtained from (2.12) through the dimensional
reduction.
We can obtain (2.18) and (2.19) directly from (2.12) in

the following way. We parametrize the gauge field on S3 as
A ¼ XAE

A [18], where EA is the right-invariant 1-form
defined in appendix A. Then, by using the Maurer-Cartan
equation (A4), we evaluate the curvature 2-form as

F ¼ dAþ iA ^ A
¼ 1

2�ABCði��CDELDXE þ�XC

þ i�CDEXDXEÞEA ^ EB; (2.20)

where LA are the Killing vector dual to EA, the explicit
form of which is given in (A7). Noting that LA reduces to

Lð0Þ
A when XA is independent of y, one can easily see that

(2.12) is dimensionally reduced to (2.18). Moreover, if we
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assume that XA is independent of all coordinates, we obtain
the matrix model (2.19) directly from (2.12).

The theories (2.15) and (2.19) possess many nontrivial
vacua. Let us see how those vacua are described. First, the
vacuum configurations of (2.15) with the gauge group
UðMÞ are determined by

f12 þ�� ¼ 0; D�� ¼ 0: (2.21)

In the gauge in which � is diagonal, (2.21) is solved as

â1 ¼ 0;

â2 ¼ cos�	 1

sin�
�̂;

�̂ ¼ �

2
diagð
 
 
 ; ns�1; 
 
 
 ; ns�1|fflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflffl}

Ns�1

; ns; 
 
 
 ; ns|fflfflfflfflfflffl{zfflfflfflfflfflffl}
Ns

;

� nsþ1; 
 
 
 ; nsþ1|fflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflffl}
Nsþ1

; 
 
 
Þ; (2.22)

where the gauge field takes the configurations of Dirac’s
monopoles, so that ns must be integers due to Dirac’s
quantization condition. Note also that

P
sNs ¼ M. Thus

the vacua of YM-Higgs on S2 are classified by the mono-
pole charges ns=2 and their degeneracies Ns. Next, the
vacuum configurations of (2.19) with the gauge group

UðM̂Þ are determined by2

½XA; XB� ¼ i��ABCXC: (2.23)

(2.23) is solved as

X̂ A ¼ �LA; (2.24)

where LA are the representation matrices of the SUð2Þ
generators which are in general reducible, and are decom-
posed into irreducible representations:

(2.25)

where L½j�
A are the spin j representation matrices of SUð2Þ

and
P
sNsð2js þ 1Þ ¼ M̂. The vacua of the matrix model

are classified by the SUð2Þ representations ½js� and their
degeneracies Ns. represents concentric fuzzy spheres with
different radii.
In the remainder of this section, we show relationships

among the theories (2.12), (2.15), and (2.19). First, we
show that the theory around the vacuum (2.22) of YM-
Higgs on S2 is equivalent to the theory around the vacuum
(2.24) of the matrix model if one puts 2js þ 1 ¼ N0 þ ns
and takes the N0 ! 1 limit with g2mm=N0 fixed to g2

S2
�2.

We decompose the fields into the background correspond-

ing (2.22) and the fluctuation as Xðs;tÞ
A ! X̂ðs;tÞ

A þ Xðs;tÞ
A ,

where ðs; tÞ label the (off-diagonal) blocks. Then, (2.18)
is expanded around (2.22) as

SS2 ¼
1

g2
S2

Z d�2

�2

1

2

X
s;t

tr½ð�Xðs;tÞ
A þ i��ABCL

ðqstÞ
B Xðs;tÞ

C

þ i

2
�ABC½XB; XC�ðs;tÞÞð�Xðt;sÞ

A þ i��ADEL
ðqtsÞ
D Xðt;sÞ

E

þ i

2
�ADE½XD; XE�ðt;sÞÞ�; (2.26)

where qst ¼ ðns � ntÞ=2. ~LðqÞ is the angular momentum
operator in the presence of a monopole with the magnetic
charge q at the origin, which takes the form [42]

~L ðqÞ ¼ ~Lð0Þ � q
cos�	 1

sin�
~e� � q~er: (2.27)

We make a harmonic expansion of (2.26) by expanding the
fluctuation in terms of the monopole vector spherical har-
monics ~Y	JmqA defined in appendix A as

Xðs;tÞ
A ¼ X

	¼0;�1

X
~Q�jqstj

XQ
m¼�Q

Xðs;tÞ
Jm	

~Y	JmqA; (2.28)

where Q ¼ J þ ð1þ	Þ	
2 and ~Q ¼ J � ð1�	Þ	

2 . Substituting

(2.28) into (2.26) yields

SS2 ¼
1

g2
S2
�2

tr

�
�2

2

X
s;t

	ðJ þ 1Þ2Xðs;tÞy
Jm	 X

ðs;tÞ
Jm	

þ i�
X
s;t;u

	1ðJ1 þ 1ÞEJ1m1qst	1J2m2qtu	2J3m3qus	3
Xðs;tÞ
J1m1	1

� Xðt;uÞ
J2m2	2

Xðu;sÞ
J3m3	3

� 1

2

X
s;t;u;v

ð�1Þm�qsuþ1

� EJ�mqus	J1m1qst	1J2m2qtu	2
EJmqsu	J3m3quv	3J4m4qvs	4

� Xðs;tÞ
J1m1	1

Xðt;uÞ
J2m2	2

Xðu;vÞ
J3m3	3

Xðv;sÞ
J4m4	4

�
; (2.29)

where EJ1m1qst	1J2m2qtu	2J3m3qus	3
is defined in (A40) and we

have used (A37). Similarly we decompose the matrices
into the background given by (2.24) and the fluctuation as

Xi ! X̂i þ Xi and obtain the theory around (2.24):

2There is a solution to the equations of motion of the matrix
model (2.19), XA ¼ �

2 LA, which does not satisfy (2.23). It turns
out that the theory around this solution is unstable.
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Smm ¼ 1

g2mm

1

2

X
s;t

tr

��
�Xðs;tÞ

A þ i��ABCLB � Xðs;tÞ
C

þ i

2
�ABC½XB; XC�ðs;tÞ

��
�Xðt;sÞ

A þ i��ADELD � Xðt;sÞ
E

þ i

2
�ADE½XD; XE�ðt;sÞ

��
; (2.30)

where LA� is defined by

LA � Xðs;tÞ
B ¼ L

½js�
A Xðs;tÞ

B � Xðs;tÞ
B L½jt�

A : (2.31)

We make a harmonic expansion for (2.30) by expanding
the fluctuation in terms of the fuzzy vector spherical har-

monics Ŷ	JmðjsjtÞA defined in appendix A as

Xðs;tÞ
A ¼ X

	¼0;�1

Xjsþjt
~Q�jjs�jtj

XQ
m¼�Q

Xðs;tÞ
Jm	 � Ŷ	JmðjsjtÞA: (2.32)

Since js þ jt ¼ N0 þ nsþnt
2 � 1, N0 plays a role of the

ultraviolet cutoff. Note also that js � jt ¼ ðns � ntÞ=2 ¼
qst. Substituting (2.32) into (2.30) yields

Smm ¼ N0

g2mm
tr

�
�2

2

X
s;t

	ðJ þ 1Þ2Xðs;tÞy
Jm	 X

ðs;tÞ
Jm	

þ i�
X
s;t;u

	1ðJ1 þ 1ÞÊJ1m1ðjsjtÞ	1J2m2ðjtjuÞ	2J3m3ðjujsÞ	3

� Xðs;tÞ
J1m1	1

Xðt;uÞ
J2m2	2

Xðu;sÞ
J3m3	3

� 1

2

X
s;t;u;v

ð�1Þm�qsuþ1ÊJ�mðjujsÞ	J1m1ðjsjtÞ	1J2m2ðjtjuÞ	2

� ÊJmðjsjuÞ	J3m3ðjujvÞ	3J4m4ðjvjsÞ	4
Xðs;tÞ
J1m1	1

Xðt;uÞ
J2m2	2

� Xðu;vÞ
J3m3	3

Xðv;sÞ
J4m4	4

�
; (2.33)

where ÊJ1m1ðjsjtÞ	1J2m2ðjtjuÞ	2J3m3ðjujsÞ	3
is defined in

(A40) and we have used (A37). In the N0 ! 1
limit, the ultraviolet cutoff goes to infinity and

ÊJ1m1ðjsjtÞ	1J2m2ðjtjuÞ	2J3m3ðjujsÞ	3
reduces to

EJ1m1qst	1J2m2qtu	2J3m3qus	3
as shown in appendix A.

Namely, this limit corresponds to the commutative (con-
tinuum) limit of the fuzzy spheres. Hence, in the limit in
which N0 ! 1 and gmm ! 1 such that g2mm=N0 ¼ g2

S2
�2,

(2.33) agrees with (2.29). We have proven our statement.
Next, we show that the theory around a certain vacuum

of UðM ¼ N �1Þ YM-Higgs on S2 with a periodicity
condition imposed is equivalent to UðNÞ YM on S3. This
is an extension of the matrix T-duality to a nontrivial fiber
bundle. The vacuum of YM-Higgs on S2 we take is given
by (2.22) with s running from �1 to 1, ns ¼ s and Ns ¼
N. We decompose the fields on S2 into the background and
the fluctuation,

a� ! â� þ a�; �! �̂þ�; (2.34)

and impose the periodicity (orbifolding) condition on the
fluctuation,

aðsþ1;tþ1Þ
� ¼ aðs;tÞ� � aðs�tÞ� ;

�ðsþ1;tþ1Þ ¼ �ðs;tÞ � �ðs�tÞ:
(2.35)

The fluctuations are gauge transformed from the patch I to
the patch II as [29]

a0ðs�tÞ� ¼ e�iðs�tÞ�aðs�tÞ� ; �0ðs�tÞ ¼ e�iðs�tÞ��ðs�tÞ:
(2.36)

We make the Fourier transformation for the fluctuations on
each patch to construct the gauge field on the total space
from the fields on the base space:

A�ð�;’;  Þ ¼
X
w

aðwÞ� ð�; ’Þe�ið�=2Þwy;

Ayð�;’;  Þ ¼
X
w

�ðwÞð�; ’Þe�ið�=2Þwy:
(2.37)

We see from (2.36) that the left-hand sides of (2.37) are
indeed independent of the patches. We substitute (2.37)
into (2.26) and divide an overall factor

P
s to extract a

single period. Then, we obtainUðNÞYM on S3. The details
of this calculation are given as a special case of (4.13) and
(4.14).
Finally, combining the above two statements, we see that

the theory around (2.24) of the matrix model where s runs
from �1 to 1, 2js þ 1 ¼ N0 þ s is equivalent to UðNÞ
YM on S3 if the N0 ! 1 limit is taken with g2mm=N0 fixed

to
g2
S3
�3

4� , the periodicity condition is imposed on the fluc-

tuation on S2 and the overall factor �s is divided. In this
way, S3 is realized in terms of the three matrices X1, X2, X3.
In Secs. III, IV, and V, we generalize the results in this

section. We set � ¼ 1 and set all other dimensionful
parameters to a certain constant value.

III. DIMENSIONALREDUCTIONONA PRINCIPAL
BUNDLE

In this section, we provide the dimensional reduction of
YM on a principal G bundle to its base space. The case of
principal Uð1Þ bundles was already given in [29]. Here we
consider the case where G is non-Abelian.
First, we give a metric and a vielbein of a fiber bundle on

which pure YM is defined. We consider a principal
G-bundle P on a manifold M. The base space M has a
covering S, and the total space has a covering
f��1ðUÞjU 2 Sg. ��1ðUÞ is diffeomorphic to U�G by
the local trivialization. Thus it is parametrized by zM ¼
ðx�; ymÞð� ¼ 1; 
 
 
 ; dimM;m ¼ 1; 
 
 
 ; dimGÞ, where x�
parametrize the local patch U and ym parametrize an
element of G. We assume that the connection of P is
expressed as

! ¼ g�1ðyÞbðxÞgðyÞ � ig�1ðyÞdgðyÞ: (3.1)
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where gðyÞ 2 G, bðxÞ ¼ ba�ðxÞTadx� and Ta are the gen-

erators of the Lie group G.
The transition functions of a principal bundle act on

fibers by left multiplication. If there is overlap between
U andU0, the relation between fiber coordinates, gðyÞ onU
and gðy0Þ on U0, is given by

gðy0Þ ¼ kðxÞgðyÞ (3.2)

where kðxÞ 2 G. In the overlapping region U \U0, bðxÞ
must transform as

b0ðx0Þ ¼ kðxÞbðxÞk�1ðxÞ þ idkðxÞk�1ðxÞ: (3.3)

Indeed, by using (3.3), we can show

! ¼ gðyÞ�1bðxÞgðyÞ � igðyÞ�1dgðyÞ
¼ gðy0Þ�1b0ðx0Þgðy0Þ � igðy0Þ�1dgðy0Þ: (3.4)

We assume that the total space is endowed with a metric
that has the fibered structure determined by the connection
(3.1) and the isometry. As shown in [43], such metric can
be locally expressed as3

ds2 ¼ GMNdz
MdzN ¼ g�
ðxÞdx�dx
 þ 2Tr!2

¼ g�
ðxÞdx�dx
 þ feamðyÞdym � ba�ðxÞdx�g2: (3.5)

Here g�
 is a metric on the base space and eamðyÞða ¼
dimMþ 1; 
 
 
 ; dimPÞ are the components of the right-
invariant Maurer-Cartan 1-form of G, which is defined by

dgðyÞgðyÞ�1 ¼ �ieamðyÞTadym: (3.6)

We have assumed that the coefficient of the second term in
(3.5) is just �ab so that the resultant dimensionally reduced
theory is simple, although it is allowed to take y indepen-
dent function �abðxÞ. The Maurer-Cartan 1-form satisfies
the Maurer-Cartan equation

dea � 1

2
fabceb ^ ec ¼ 0; (3.7)

where fabc is the structure constant of the Lie algebra ofG,
and is regarded as the vielbein of the Cartan-Killing metric
on G defined by

hmnðyÞdymdyn � �2Trðdgg�1Þ2 ¼ eamðyÞeanðyÞdymdyn:
(3.8)

Note that eamðyÞ and bðxÞ in the metric (3.5) are defined
locally on U and must be transformed from U to U0: the
transformation of eamðyÞ is determined by (3.2) and an
equality

dgðy0Þgðy0Þ�1 ¼ �ieamðy0ÞTady0m; (3.9)

while the transformation of bðxÞ is given in (3.3). By

introducing a vielbein on the base space, e��ðxÞ�
ð� ¼ 1; 
 
 
 ; dimMÞ, one can write a vielbein and its in-
verse on the total space as follows:

EAMðzÞ ¼
e��ðxÞ 0
�ba�ðxÞ eamðyÞ

� �
;

EMA ðzÞ ¼ e
�
� ðxÞ 0

ema ðyÞba�ðxÞ ema ðyÞ
� �

;

(3.10)

where e
�
� and ema are the inverse of e�� and eam, respectively,

and ba�ðxÞ � e�� ðxÞba�ðxÞ. The local Lorentz frame defined

by (3.10) gives the vertical-horizontal decomposition of
vectors and 1-forms on the total space. Namely, � ¼
1; 
 
 
 ; dimM correspond to the directions to those of the
base space and a ¼ dimMþ 1; 
 
 
 ; dimP correspond of
the fiber space. Again, we remark that these expressions
are defined locally on U. From (3.3) and (3.9), we can
obtain relationships of the vielbeins between on U and on
U0 as

E0� ¼ E�; E0a ¼ AdðkÞabEb: (3.11)

where AdðkÞ is the adjoint representation of kðxÞ. (2.8) is a
counterpart of (3.5), (2.10), and (2.11) are a counterpart of
(3.10).
We next consider a gauge theory on the total space and

make a dimensional reduction of the fiber direction to
obtain a gauge theory on the base space. We start with
UðNÞ YM on the total space:

SP ¼ 1

g2P

Z
dDz

ffiffiffiffi
G

p
tr

�
1

4
FMNF

MN

�
: (3.12)

where D ¼ dimP and FMN ¼ @MAN � @NAM þ
i½AM; AN�. In order to make the reduction, we perform
the vertical-horizontal decomposition for the gauge field
AMðzÞ and the derivatives @M according to (3.10). The
gauge field is decomposed as

AMðzÞ ¼ A�ðzÞE�MðxÞ þ AaðzÞEaMðzÞ: (3.13)

After the reduction, horizontal components A� and vertical
components Aa of the gauge field will be naturally identi-
fied with the gauge field and the Higgs fields on the base
space, respectively. The field strength in the local Lorentz
frame is rewritten as follows:

F�
 ¼ rðMÞ
� A
 �rðMÞ


 A� þ i½A�; A
� � ba�
Aa

þ iba�LaA
 � iba
LaA�;

F�a ¼ e
�
�@�Aa þ i½A�; Ab� � fabcbb�Ac � iLaA�

þ ibb�LbAa;

Fab ¼ fabcAc þ i½Aa; Ab� þ iLaAb � iLbAa: (3.14)

Here we have defined the following quantities:

3Throughout of this paper, we use the following normaliza-
tions for the traces: TrðTaTbÞ ¼ 1

2�ab for the structure group of
the fiber bundle and trðTaTbÞ ¼ �ab for the gauge group.
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ba�
 � e
�
�e

f@�ba
 � @
b

a
� � fabcbb�b

c

g;

rðMÞ
� A
 � e

�
� ð@�A
 þ! �

�
 A�Þ; La � �iema @m;
(3.15)

where ! is the spin connection on the base space defined
by e�� and La are the right-invariant Killing vectors on the

total space, which represent the isometry. Note that our
calculations have been performed on U so far. When it is
performed on U0, the quantities on U0 must be used. The
transformation of ba�ðxÞ between on U and on U0 is given
by (3.3), so that that of ba�
ðxÞ is given by

b0a�
ðx0Þ ¼ AdðkÞabbb�
ðxÞ: (3.24)

The gauge field with the local Lorentz index must be
transformed according to (3.11) as

A0
� ¼ A�; A0

a ¼ AdðkÞabAb: (3.17)

In order to make the dimensional reduction, we relate
the fields on the total space to those on the base space as

A� ¼ a�; Aa ¼ �a; (3.18)

where a� are the gauge field in the local Lorentz frame and
�a are Higgs fields on the base space. We assume the both
sides in (3.18) are independent of ym. Using subscript of
curved space, we can write (3.18) equivalently as

A� ¼ a� � ba��a; Am ¼ eam�a: (3.19)

Here (3.18) and (3.19) are a generalization of (2.13) and
(2.14), respectively. Substituting (3.14) and (3.18) into

(3.12) and using
ffiffiffiffi
G

p ¼ ffiffiffi
g

p ffiffiffi
h

p
, we obtain YM-Higgs on

the base space:

SM ¼ 1

g2M

Z
ddx

ffiffiffi
g

p
tr

�
1

4
ðf�
 � ba�
�aÞ2 þ 1

2
ðrðMÞ

� �a

þ i½a�;�a� � fabcbb��cÞ2 þ 1

4
ðfabc�c

þ i½�a;�b�Þ2
�
; (3.20)

where g2M ¼ ðRdy ffiffiffi
h

p Þ�1g2P ¼ 1
VolðGÞg

2
P, d ¼ dimM and

f�
 ¼ rðMÞ
� a
 �rðMÞ


 a� þ i½a�; a
�. Note that the con-

nection in the fiber bundle can generate nontrivial mass
terms of the Higgs fields. This is reminiscent of the flux
compactification in string theory.

IV. EXTENSION OF THE MATRIX T-DUALITY

In this section, we extend the matrix T-duality on non-
trivial Uð1Þ bundles developed in [29] to that on nontrivial
SUð2Þ bundles.

A. Nontrivial vacua and transformation between
patches

As in the example in Sec. II, the theory on the base space
(3.20) has monopolelike vacua, which are in general patch
dependent if the principal bundle we consider is nontrivial.
Here we describe the vacua and their patch dependence.
We also consider how the fields of the theory are trans-
formed from a patch to another. We examine, in particular,
the transformation properties of fluctuations around the
vacua.
It is seen from (3.20) that the condition for the vacua is

given by

f�
 � ba�
�a ¼ 0;

rðMÞ
� �a þ i½a�;�a� � fabcbb��c ¼ 0;

fabc�c þ i½�a;�b� ¼ 0:

(4.1)

They are satisfied by the following configurations:

â �ðxÞ ¼ ba�ðxÞ�̂a ¼ ba�ðxÞLa; �̂a ¼ La; (4.2)

where La are the generators of the Lie algebra of G
satisfying ½La; Lb� ¼ ifabcLc and generally reducible.
Note that as mentioned in Sec. III, baðxÞ are generally
patch-dependent quantities. The vacua are, therefore, also
patch dependent. From (3.3) and (4.2), we can read off the
transformation properties for the vacua between patches:

â 0ðxÞ ¼ KðxÞâðxÞKðxÞ�1 þ idKðxÞKðxÞ�1;

�̂0
a ¼ AdðkðxÞÞabKðxÞ�̂bKðxÞ�1 ¼ �̂a;

(4.3)

where KðxÞ is obtained by replacing Ta in kðxÞ in (3.2) by

�̂a ¼ La. Note that this is the gauge transformation by

KðxÞ except for the rotation of �̂a by AdðkðxÞÞ, which
comes from (3.17).
Let us consider the theory around the vacua (4.2) and

decompose the fields into the backgrounds and fluctua-
tions:

a�ðxÞ ¼ â�ðxÞ þ ~a�ðxÞ; �aðxÞ ¼ �̂a þ ~�aðxÞ:
(4.4)

The fluctuations are transformed between patches as

~a 0
�ðxÞ ¼ KðxÞ~a�ðxÞKðxÞ�1;

~�0
aðxÞ ¼ AdðkðxÞÞabKðxÞ ~�bðxÞKðxÞ�1:

(4.5)

One can easily see that the action (3.20) is indeed invariant
under the transformation (4.3) and (4.5).

B. G ¼ Uð1Þ, SUð2Þ
In this subsection, we consider the case in which the

fiber is Uð1Þ or SUð2Þ. In the case of G ¼ Uð1Þ, the matrix
T-duality indeed works as shown in [29] and its typical
example was given in Sec. II. We extend the matrix T-
duality to the case of G ¼ SUð2Þ by applying the fact
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described in Sec. II that YM on S3 is realized in the matrix
model.

First, we review the matrix T-duality in the case of G ¼
Uð1Þ, which is a generalization of the relationship between
YM on S3 and YM-Higgs on S2 in Sec. II. In this case, the
metric (3.5) reduces to the following form:

ds2 ¼ g�
ðxÞdx�dx
 þ ðdy� b�ðxÞdx�Þ2; (4.6)

where y represents the fiber direction and 0 � y < 2�. We
put dimM ¼ d. (2.8) indeed takes the form of (4.6). YM-
Higgs on the base space obtained from YM on the total
space is given as the Uð1Þ case of (3.20):

SM ¼ 1

g2M

Z
ddx

ffiffiffi
g

p
tr

�
1

4
ðf�
 � b�
�Þ2

þ 1

2
ðrðMÞ

� �þ i½a�;��Þ2
�
: (4.7)

(2.15) is a special case of (4.7). We show that we obtain the
UðNÞ YM on the total space from the UðN �1Þ YM-
Higgs on the base space through the following procedure:
we choose a certain background of the UðN �1Þ YM-
Higgs on the base space, expand the theory around the
background and impose a periodicity condition.

Note, first, that a general background of (4.7) is given by

â� ¼ b��̂;

�̂ ¼ �diagð
 
 
 ; ns�1; 
 
 
 ; ns�1|fflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflffl}
Ns�1

; ns; 
 
 
 ; ns|fflfflfflfflfflffl{zfflfflfflfflfflffl}
Ns

;

� nsþ1; 
 
 
 ; nsþ1|fflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflffl}
Nsþ1

; 
 
 
Þ; (4.8)

which is a counterpart of (2.22). We decompose the fields
into the backgrounds and the fluctuations as

a� ! â� þ a�; �! �̂þ�: (4.9)

In particular, we take the following background: s running
from �1 to 1, ns ¼ s and Ns ¼ N. We label the (off-
diagonal) blocks by ðs; tÞ and impose the periodicity (orbi-
folding) condition on the fluctuations as in (2.35):

aðsþ1;tþ1Þ
� ¼ aðs;tÞ� � aðs�tÞ� ;

�ðsþ1;tþ1Þ ¼ �ðs;tÞ � �ðs�tÞ:
(4.10)

The fluctuations are gauge-transformed from U to U0 as

a0ðs�tÞ� ¼ e�iðs�tÞvðxÞaðs�tÞ� ; �0ðs�tÞ ¼ e�iðs�tÞvðxÞ�ðs�tÞ;
(4.11)

where e�iv is a transition function; e�iy0 ¼ e�ivðxÞe�iy.
(2.36) is a special case of (4.11). We make the Fourier
transformation for the fluctuations on each patch to con-
struct the gauge field on the total space:

A�ðx; yÞ ¼
X
w

aðwÞ� ðxÞe�iwy;

Adþ1ðx; yÞ ¼
X
w

�ðwÞðxÞe�iwy:
(4.12)

We can see from (4.11) that the left-hand sides in the above
equations are indeed invariant under the transformation
between patches. Using (4.9) and (4.12), we can rewrite
each term in (4.7) as

ðf�
 � b�
�Þðs;tÞ ! ðrðMÞ
� a
 �rðMÞ


 a� þ i½â�; a
� þ i½a�; â
� þ i½a�; a
� � b�
�Þðs;tÞ

¼ ðrðMÞ
� aðs�tÞ
 �rðMÞ


 aðs�tÞ� þ i½a�; a
�ðs�tÞ � iðs� tÞb�aðs�tÞ
 þ iðs� tÞb
aðs�tÞ� � b�
�
ðs�tÞÞ

¼ 1

2�

Z
dyðrðMÞ

� A
 �rðMÞ

 A� þ i½A�; A
� � b�
Adþ1 þ b�@yA
 � b
@yA�Þeiðs�tÞy

¼ 1

2�

Z
dyF�
e

iðs�tÞy;

ðrðMÞ
� �þ i½a�;��Þðs;tÞ ! ðrðMÞ

� �þ i½â�; �� þ i½a�; �̂� þ i½a�;��Þðs;tÞ
¼ rðMÞ

� �ðs�tÞ þ i½a�;��ðs�tÞ � iðs� tÞb��ðs�tÞ þ iðs� tÞaðs�tÞ�

¼ 1

2�

Z
dyðrðMÞ

� Adþ1 þ i½A�; Adþ1� � @yA� þ b�@yAdþ1Þeiðs�tÞy

¼ 1

2�

Z
dyF�ðdþ1Þeiðs�tÞy: (4.13)

Then (4.7) becomes
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SM ¼ 1

g2M

Z
ddx

ffiffiffi
g

p
tr

�
1

4
ðf�
 � b�
�Þ2 þ 1

2
ðrðMÞ

� �a þ i½a�;��Þ2
�

¼ 1

g2M

Z
ddx

ffiffiffi
g

p
tr

�X
s;t

�
1

4
ðf�
 � b�
�Þðs;tÞðf�
 � b�
�Þðt;sÞ þ 1

2
ðrðMÞ

� �þ i½a�;��Þðs;tÞðrðMÞ
� �þ i½a�;��Þðt;sÞ

��

! 1

g2M

1

2�

X
w

Z
dDz

ffiffiffiffi
G

p 1

4
trðFABFABÞ: (4.14)

By dividing an overall factor
P
w in the last line in (4.14) to

extract a single period, we obtain Yang-Mills theory on the
total space.

Next we consider the case where fiber is SUð2Þ. In this
case, YM-Higgs on the base space takes the form

SM ¼ 1

g2M

Z
ddx

ffiffiffi
g

p
tr

�
1

4
ðf�
 � ba�
�aÞ2

þ 1

2
ðrðMÞ

� �a þ i½a�;�a� � �abcbb��cÞ2

þ 1

4
ð�abc�c þ i½�a;�b�Þ2

�
: (4.15)

We show that we can obtain the UðNÞ YM on the total
space of a nontrivial SUð2Þ-bundle from the YMwith three
Higgs on its base space in a way similar to the case of G ¼
Uð1Þ.

The vacuum of YM-Higgs is given by (4.2) with La
satisfying the SUð2Þ algebra, ½La; Lb� ¼ i�abcLc, and La
generically take a reducible representation (2.25). We ex-
pand the fields around this background,

a�ðxÞ ! â�ðxÞ þ a�ðxÞ; �aðxÞ ! �̂a þ�aðxÞ:
(4.16)

We label the (off-diagonal) blocks of the fluctuations by
ðs; tÞ, which is ðNsð2js þ 1ÞÞ � ðNtð2jt þ 1ÞÞ matrix, and
expand them by the fuzzy spherical harmonics:

aðs;tÞ� ðxÞ ¼ Xjsþjt
J¼jjs�jtj

XJ
m¼�J

aðs;tÞ�;JmðxÞ � ŶJmðjsjtÞ;

�ðs;tÞ
a ðxÞ ¼ Xjsþjt

J¼jjs�jtj

XJ
m¼�J

�ðs;tÞ
a;JmðxÞ � ŶJmðjsjtÞ:

(4.17)

We verify from (4.5), (4.17), and (A26) that the modes are
gauge-transformed from U to U0 as

a0ðs;tÞ�;JmðxÞ ¼
X
m0
hJmjk½J�jJm0iaðs;tÞ

�;Jm0 ðxÞ;

�0ðs;tÞ
a;JmðxÞ ¼

X
m0
AdðkÞabhJmjk½J�jJm0i�ðs;tÞ

b;Jm0 ðxÞ;
(4.18)

where k½J� is the spin J representation of SUð2Þ for kðxÞ.

In what follows, we assume that as a background we set
2js þ 1 ¼ N0 þ s with s running from �T to T in (2.25)
and take the limit of N0 ! 1 and T ! 1 in order. For the
modes, we impose the periodicity condition:

aðsþ1;tþ1Þ
�;Jm ¼ aðs;tÞ�;Jm � a

ðqstÞ
�;Jm;

�ðsþ1;tþ1Þ
a;Jm ¼ �ðs;tÞ

a;Jm � �
ðqstÞ
a;Jm;

(4.19)

where qst � s�t
2 . By using these modes and the spherical

harmonics on S3, we make Fourier transformation on each
patch to construct the gauge field on the total space:

A�ðzÞ ¼
X
Jm ~m

að ~mÞ�;JmðxÞYJm ~mðyÞ;

AaðzÞ ¼
X
Jm ~m

�ð ~mÞ
a;JmðxÞYJm ~mðyÞ:

(4.20)

Its inverse is

að ~mÞ�;JmðxÞ ¼
Z d�3

2�2
A�ðzÞYy

Jm ~mðyÞ;

�ð ~mÞ
a;JmðxÞ ¼

Z d�3

2�2
AaðzÞYy

Jm ~mðyÞ:
(4.21)

From (4.18) and (A8), it is verified that the left-hand sides
in (4.20) are indeed transformed between patches as the
gauge field on the total space (3.17).
Using (4.17) and (4.21), we can obtain the following

equalities:

½La; a�ðxÞ�ðs;tÞ ¼
Z d�3

2�2
ðLaA�ðzÞÞYy

Jpqst
� ŶJpðjsjtÞ;

½�a;�b�ðs;tÞ ¼
Z d�3

2�2
½AaðzÞ; AbðzÞ�Yy

Jmqst
ðyÞ � ŶJmðjsjtÞ:

(4.22)

The derivation of the above equalities is given in
appendix B. Substituting these into (4.15), we obtain
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SM ¼ 1

g2M

Z
ddx

ffiffiffi
g

p
tr

�
1

4
ðf�
 � ba�
�aÞ2 þ 1

2
ðrðMÞ

� �a þ i½a�;�a� � �abcbb��cÞ2 þ 1

4
ð�abc�c þ i½�a;�b�Þ2

�

¼ 1

g2M

Z
ddx

ffiffiffi
g

p
tr

�X
s;t

�
1

4
ðf�
 � ba�
�aÞðs;tÞðf�
 � ba�
�aÞðt;sÞ þ 1

2
ðrðMÞ

� �a þ i½a�;�a�

� �abcbb��cÞðs;tÞðrðMÞ
� �a þ i½a�;�a� � �abcbb��cÞðt;sÞ þ 1

4
ð�abc�c þ i½�a;�b�Þðs;tÞð�abc�c þ i½�a;�b�Þðt;sÞ

��

! 1

g2M

N0

2�2

X
w

Z
dDz

ffiffiffiffi
G

p
tr

�
1

4
ðrðMÞ

� A
 �rðMÞ

 A� þ i½A�; A
� � ba�
Aa þ iba�LaA
 � iba
LaA�Þ2

þ 1

2
ðrðMÞ

� Aa þ i½A�; Ab� � fabcbb�Ac � iLaA� þ ibb�LbAaÞ2 þ 1

4
ðfabcAc þ i½Aa; Ab� þ iLaAb � iLbAaÞ2

�

¼ 1

g2M

N0

2�2

X
w

Z
ddþ1z

ffiffiffiffi
G

p
tr

�
1

4
FABFAB

�
(4.23)

By dividing an overall factor
P
w in the last line in (4.23) to

extract a single period, we obtain Yang-Mills theory on the
total space.

We can easily extend the above matrix T-duality to the
case in which the fiber is SUð2Þk �Uð1Þl. As an example,
we consider an SUð2Þ �Uð1Þ bundle, P. Let a, b, c in
(3.20) run 0, 1, 2, 3 such that ‘‘0’’ corresponds to the Uð1Þ
direction and ‘‘1, 2, 3’’ correspond to the SUð2Þ direction.
We assign i, j, k to the SUð2Þ direction. We can consider
YM-Higgs on theUð1Þ bundle onM,M0, which is obtained
by making the dimensional reduction of the SUð2Þ fiber
direction for YM on the SUð2Þ �Uð1Þ bundle. We realize
the theory around an SUð2Þ multimonopole background of
YM-Higgs on M0 by taking the following background in
YM-Higgs on M (3.20) and imposing the periodicity con-
dition to the fluctuations:

�̂ 0 ¼ � 1

R
diagð
 
 
 ; t� 1; t; tþ 1; 
 
 
Þ � 1M̂ þ bi0�̂i;

�̂i ¼ 11 � ðLiinð2:25ÞÞ; â� ¼ ba��̂a;

(4.24)

where b0� represents the Uð1Þ monopole and bi� represents
the SUð2Þ monopole. R is a certain constant depending on
the fiber structure. By setting 2js þ 1 ¼ N0 þ s with s
running from �T to T, taking the limit of N0 ! 1 and
T ! 1 in order and imposing the periodicity condition to
the fluctuations again, we realize YM on P in YM-Higgs
onM. In a similar way, we can realize YM on an SUð2Þk �
Uð1Þl in YM-Higgs on its base space.

C. Example: S7 ! S4

We present an example of our findings in the previous
subsection: we consider S7 with radius 2 and regard it as
SUð2Þ ffi S3 Hopf bundle on S4 with radius 1.

In order to describe S7 as SUð2Þ bundle on S4, it is
convenient to introduce the quaternion H (see for example
[44–46]). The quaternion algebra is defined by

i 2 ¼ j2 ¼ k2 ¼ �1; ij ¼ �ji ¼ k; (4.25)

j k ¼ �kj ¼ i; ki ¼ �ik ¼ j: (4.26)

An arbitrary element of H is written as

q ¼ aþ biþ cjþ dk: (4.27)

where a, b, c, d 2 R. Its conjugation q� is defined by

q� � a� bi� cj� dk: (4.28)

The absolute value is given by

jqj � ffiffiffiffiffiffiffiffi
q�q

p ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 þ b2 þ c2 þ d2

p
� 0: (4.29)

S7 with radius 2 is expressed by using quaternions as
follows:

fðq1; q2Þ 2 H2jjq1j2 þ jq2j2 ¼ 4g: (4.30)

The Hopf map �: S7 ! S4 is defined by

�:ðq1; q2Þ ! ½ðq1; q2Þ� � fðq1; q2Þqjq 2 Hnf0gg: (4.31)

In order to introduce local coordinates one needs to divide
S4 in two patches: U1 (q1 � 0) and U2 (q2 � 0). The local
trivialization is given on each patch by

��1ðU1Þ 3 ðq1; q2Þ ! ðq2q�1
1 ; q1jq1j�1Þ 2 U1 � SUð2Þ;

��1ðU2Þ 3 ðq1; q2Þ ! ðq1q�1
2 ; q2jq2j�1Þ 2 U2 � SUð2Þ:

(4.32)

We parametrize ðq1; q2Þ by using a matrix representation of
quaternions as

q1 ¼ 2 cos
�

2
�; q2 ¼ 2 sin

�

2
��: (4.33)

where �, � 2 SUð2Þ are defined by using Pauli matrices
�aða ¼ 1; 2; 3Þ as

� ¼ ei�ð�3=2Þei�ð�2=2Þei�ð�3=2Þ;

� ¼ e�i ð�3=2Þe�i�ð�2=2Þe�i�ð�3=2Þ:
(4.34)
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The ranges of variables in the above equations are

0 � � � �; 0 � � � �; 0 � �< 2�;

0 � � < 4�; 0 � � � �;

0 � �< 2�; 0 �  < 4�:

(4.35)

In particular, j�j2 ¼ det� ¼ 1 and j�j2 ¼ det� ¼ 1 hold.
One can easily see from (4.32) and (4.33) that on U1 the
fiber space SUð2Þ is described by � while on U2 that is
described by �0 � ��. In the following, we restrict our-
selves to the region U1. We denote sets of coordinates as
x� ¼ ð�; �; �; �Þ ¼ ð�; x ��Þ and ym ¼ ð�;�;  Þ. x� are co-
ordinates of S4, x �� are those of S3 inside of S4 and ym are
those of SUð2Þ of fiber. In order to describe a metric of S7

explicitly, we introduce the Maurer-Cartan 1-forms for �
and �

�ð �xÞyd�ð �xÞ ¼ i �ea��ð �xÞ
�a

2
dx ��;

d�ðyÞ�ðyÞy ¼ �ieamðyÞ�
a

2
dym;

(4.36)

where �x represents the set of fx ��g. Then we define the
metric of S7 as

ds2
S7

¼ detðdq1Þ þ detðdq2Þ; (4.37)

which is evaluated as

ds2
S7

¼
�
d�2 þ 1

4
sin2� �ea��ð �xÞ �ea�
ð �xÞdx ��dx �


�

þ
�
eamðyÞdym � sin2

�

2
�ea��ð �xÞdx ��

�
2
: (4.38)

In the above expression, the first term represents the metric
of the base space S4 and the second one represents that of
the fiber space SUð2Þ locally. Note that 1

4
�ea�� �e

a
�
 and 1

4 e
a
me

a
n

are a metric of S3 with radius 1. From (4.38) one can read
off the vielbein on S4 and the local connections of the fiber
bundle as

e��ðxÞ ¼
1 0

0 1
2 sin� �e

a
��ð �xÞ

 !
; e

�
� ðxÞ ¼

1 0

0 2
sin�

�e
��
a ð �xÞ

 !
;

ba�ðxÞ ¼ 0; ba��ðxÞ ¼ tan
�

2
ea��ðxÞ; ba� �
ðxÞ ¼ ea�
ðxÞ;

ba�� �
ðxÞ ¼ fabceb��ðxÞec�
ðxÞ: (4.39)

As noted before, when we move to the other region,U2, we
must change � to �0 � ��. Then, one can easily find that
the local connections change to

b0a� ðxÞ ¼ 0; b0a��ðxÞ ¼ � cot
�

2
Adð�Þabeb��ðxÞ;

ba� �
ðxÞ ¼ Adð�Þabbb� �
ðxÞ; ba�� �
ðxÞ ¼ Adð�Þabbb�� �
ðxÞ:
(4.40)

This transformation property is consistent with (3.3). The
vacua of (4.15) are given by (4.2), (2.25), (4.39), and (4.40)

on each patch. ba� and b0a� are known as the gauge field of

the Yang monopole [47].
By applying the arguments in the previous subsection,

we can show that YM on S7 is equivalent to the theory
around the multi-Yang monopole background of YM-
Higgs on S4 with the periodicity imposed.

V. GAUGE THEORIES ON SUðnþ 1Þð=HÞ AND
MATRIX MODEL

In this section, we reveal various relations among gauge
theories on SUðnþ 1Þ and SUðnþ 1Þ=H, where H is
SUðnÞ or SUðnÞ �Uð1Þ or SUðnþ 1Þ which is a subgroup
of SUðnþ 1Þ. Note that SUðnþ 1Þ=SUðnÞ ’ S2nþ1 and
SUðnþ 1Þ=ðSUðnÞ �Uð1ÞÞ ’ CPn and for H ¼ SUðnþ
1Þ the corresponding gauge theory reduces to a matrix
model. First, we develop a general formalism of a dimen-
sional reduction by which one can obtain YM-Higgs on
~G=H from YM on ~G, where ~G is an arbitrary group

manifold. Applying this formalism to the case of ~G ¼
SUðnþ 1Þ, we obtain YM-Higgs on S2nþ1 and on CPn

and the matrix model. Next, by using the facts explained in
appendix E, we show that the YM-Higgs on CPn in the
most general Uð1Þ monopole background is obtained by
taking the commutative limit of the theory around a certain
background of the matrix model. We have found the cor-
rect form of the YM-Higgs type action of such theory on
CPn. Third, by using the extended matrix T-duality of the
Uð1Þ case reviewed in Sec. IV, we show that YM-Higgs on
S2nþ1 is equivalent to the theory around a certain back-
ground of YM-Higgs on CPn with the orbifolding condi-
tion imposed. Combining these two facts, we also show
that YM-Higgs on S2nþ1 is realized as the theory around an
appropriate background of the matrix model with the orbi-
folding condition imposed. Finally, by using the results in
Sec. IV, we show that YM on SUðnþ 1Þ is realized in YM-
Higgs on SUðN þ 1Þ=ðSUð2Þk �Uð1ÞlÞ. In particular, it
follows that YM on SUð3Þ is realized in YM-Higgs on S5

and on CP2.

A. Dimensional reduction of YM theory on a group
manifold

In this subsection, we restrict ourselves to the case in

which the total space P is itself a group manifold ~G. In this
case, we can take the Maurer-Cartan basis and rewrite the

YM action on ~G in such a way that the relation between
YM on the total space and YM-Higgs on the base space
becomes more manifest. In terms of this expression of the
YM action, we can easily perform the dimensional reduc-

tion to obtain the YM-Higgs theory on a coset space ~G=H,

where H is a subgroup of ~G. Some conventions on the

group manifold ~G and the coset space ~G=H are summa-
rized in appendix C.

Let us consider pure YM on ~G. In the Maurer-Cartan
basis, the gauge potential is written as A ¼ XAE

A where EA
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are the right-invariant 1-forms on ~G which are defined in
(C2). In this basis, the field strength is written as

F ¼ dAþ iA ^ A
¼ 1

2ðfABCXC þ iLAXB � iLBXA þ i½XA; XB�ÞEA ^ EB;
(5.1)

where we have used the Maurer-Cartan equation (C3) and

LA are the right-invariant Killing vectors on ~G which are
defined in (C9). This is a counterpart of (2.20). Then, the

original YM action on ~G is rewritten as follows:

1

g2~G

Z
tr

�
1

2
F ^ �F

�
¼ 1

g2~G

Z
dDz

ffiffiffiffi
G

p
tr

�
1

4
ðfABCXC

þ iLAXB � iLBXA

þ i½XA; XB�Þ2
�
; (5.2)

where D ¼ dimð ~GÞ, G ¼ detGMN and GMN is the metric

on ~G. Note that the gauge transformation in this basis is
given by

XA ! UXAU
�1 �LAUU

�1: (5.3)

As explained in appendix C, if one drops the derivatives
along the fiber direction inLA, these operators are reduced

to the LA which are the Killing vectors on ~G=H defined in
(C12). By dropping the derivatives along the fiber direction

inLA in (5.2), therefore, we can obtain the theory on ~G=H,

1

g2~G

Z
tr

�
1

2
F ^ �F

�
! 1

g2~G=H

Z
ddx

ffiffiffi
g

p
tr

�
1

4
ðfABCXC

þ iLAXB � iLBXA

þ i½XA; XB�Þ2
�
; (5.4)

where g2~G=H ¼ g2~G=VolðHÞ, d ¼ dim ~G=H, g ¼ detg�


and g�
 is the metric on ~G=H. This is a counterpart of

(2.18).
The action (5.4) is also rewritten into the YM-Higgs

form which was obtained in Sec. III. The relation between

the fields XA and the gauge and Higgs fields on ~G=H is
given as follows. We introduce the orthogonal vectors to
LA as

Na
A ¼ AdðLðxÞÞaA; (5.5)

where LðxÞ is a representative element of ~G=H which is
defined in (C1), and Ad represents the adjoint action:
gTAg�1 ¼ TBAdðgÞBA. One can show the orthonormality
conditions,

L�AL


A ¼ �g�
; Na

AN
b
A ¼ �ab; L�AN

a
A ¼ 0;

(5.6)

where g�
 is the inverse of the metric on ~G=H.

Furthermore, the following equalities hold:

L�A@�N
a
B � L�B@�N

a
A ¼ �2iL�AL



Bb

a
�
 � fabcðL�ANb

B

� L
�
BN

b
AÞbc�;

fABCN
a
C � fabcN

b
AN

c
B þ L�AL



Bb

a
�
 ¼ 0:

(5.7)

We decompose XA into the gauge and Higgs fields in terms
of L

�
A and Na

A as follows [33]:

XA ¼ iL�Aa� þ Na
A�a: (5.8)

This is a generalization of (2.16). Then, each term in the
action (5.4) is rewritten as

fABCXC ¼ ifABCL
�
Ca� � L

�
AL



Bb

a
�
�a

þ fabcN
b
AN

c
B�a;

iLAXB � iLBXA ¼ �ifABCL�Ca� � L�AL


Bð@�a
 � @
a�

� 2ba�
�aÞ þ iðL�ANa
B � L�BN

a
AÞ

� ð@��a � fabcb
b
��cÞ;

i½XA; XB� ¼ �iL�AL
B½a�; a
�
� ðL�ANa

B � L�BN
a
AÞ½a�;�a�

þ iNa
AN

b
B½�b;�a�; (5.9)

where we have used (5.7). By substituting these equations
into the action (5.4) and using (5.6), we indeed obtain the
YM-Higgs type action (3.20),

S ~G=H ¼ 1

g2~G=H

Z
ddx

ffiffiffi
g

p
tr

�
1

4
ðf�
� ba�
�aÞ2 þ 1

2
ðD��a

� fabcb
b
��cÞ2 þ 1

4
ðfabc�cþ i½�a;�b�Þ2

�
: (5.10)

Finally, we consider the case in which P ¼ ~G and the
base manifold is just a point. This is the special case of the

above dimensional reduction in whichH equals ~G itself. In
this case, the theory on the base space is given by a zero-
dimensional matrix model. Dropping all the derivatives in
(5.2), we can easily make a dimensional reduction to the
matrix model:

1

g2~G

Z
tr

�
1

2
F ^ �F

�
! 1

g2mm
tr

�
1

4
ðfABCXC þ i½XA; XB�Þ2

�
;

(5.11)

where g2mm ¼ g2~G=Volð ~GÞ. This is a counterpart of (2.19).

Of course, we can obtain the matrix model (5.11) also from

the theory (5.4) on ~G=H by dropping the derivatives LA. If

we regard the original YM on ~G as YM on a principal ~G
bundle over a point, we obtain (5.11) as a special case of
(3.20).
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B. Dimensional reduction of YM theory on SUðnþ 1Þ
In this subsection, we derive the YM-Higgs on S2nþ1 and

onCPn by applying the dimensional reduction discussed in
the previous subsection. We also derive the 0-dimensional
matrix model in which the YM-Higgs on S2nþ1 and onCPn

will be realized.
Let us consider the group manifold SUðnþ 1Þ. We can

apply the dimensional reduction developed in Sec. VA to

the case of P ¼ ~G ¼ SUðnþ 1Þ and obtain a theory on a
coset space SUðnþ 1Þ=H, where H is a subgroup of
SUðnþ 1Þ. We begin with pure YM on the group manifold
SUðnþ 1Þ in the Maurer-Cartan basis,

SSUðnþ1Þ ¼ 1

g2SUðnþ1Þ

Z
dnðnþ2Þz

ffiffiffiffi
G

p
tr

�
1

4
ðfABCXC

þ iLAXB � iLBXA þ i½XA; XB�Þ2
�
; (5.12)

where fABC is the structure constant of SUðnþ 1Þ, G ¼
detGMN and GMN is the Cartan-Killing metric on ~G which
is defined in (C6).

Let us consider the dimensional reduction of the above

theory to a theory on ~G=H. If we take H to be SUðnÞ, the
coset space is given by SUðnþ 1Þ=SUðnÞ ’ S2nþ1. By
applying the dimensional reduction (5.4) to YM on
SUðnþ 1Þ, therefore, we obtain the YM-Higgs theory on
S2nþ1,

SS2nþ1 ¼ 1

g2
S2nþ1

Z
d2nþ1~x

ffiffiffi
~g

p
tr

�
1

4
ðfABCXC þ i ~LAXB

� i ~LBXA þ i½XA; XB�Þ2
�
; (5.13)

where ~g represents the determinant of the metric on S2nþ1,
and ~LA’s are the Killing vectors on S2nþ1. Note that S2nþ1

that we consider here possesses only SUðnþ 1Þ isometry
which is smaller than SOð2nþ 2Þ. In fact, this is not the
ordinary round sphere but a squashed sphere. In the case of
n ¼ 2, the metric of this squashed S5 is explicitly given in
appendix D.

Next, we consider the case of H ¼ SUðnÞ �Uð1Þ. In
this case, the coset space is SUðnþ 1Þ=ðSUðnÞ �Uð1ÞÞ ’
CPn. Then, we can obtain the theory on CPn from YM on
SUðnþ 1Þ through the dimensional reduction,

SCPn ¼ 1

g2CPn

Z
d2nx

ffiffiffi
g

p
tr

�
1

4
ðfABCXC þ iLAXB

� iLBXA þ i½XA; XB�Þ2
�
: (5.14)

As in the case of S2nþ1, g ¼ detg�
, g�
 and LA represent

the metric and the Killing vectors on CPn respectively. The
theory (5.14) can be obtained also from the theory (5.13) by
dropping the derivative along the extraUð1Þ fiber direction.
We can also rewrite (5.13) and (5.14) into the YM-Higgs
type actions as in (5.10) by using the relation (5.8). For

example, (5.14) is rewritten into (5.10) with �, 
 ¼
1; 
 
 
 ; 2n and a, b, c ¼ 0; 
 
 
 ; n2 � 1. Here, a, b, c are
indices of SUðnÞ �Uð1Þ and a ¼ 0 corresponds to the
Uð1Þ direction.
Finally, we consider the case in which H is SUðnþ 1Þ

itself. In this case, the coset space is just a point. Then, we
obtain the following matrix model by using (5.11):

Smm ¼ 1

g2mm
tr

�
1

4
ðfABCXC þ i½XA; XB�Þ2

�
: (5.15)

This theory is used to realize the theories (5.13) and (5.14)
in the next subsection. For n ¼ 1, the dimensional reduc-
tions in this subsection are equivalent to those in Sec. II.

C. Relations among gauge theories on SUðnþ 1Þ=H
In this subsection, we show that the theory (5.14) in a

monopole background can be realized by taking the com-
mutative limit of the theory around a nontrivial background
of (5.15). Combining this construction and the matrix T-
duality, we also show that the theory (5.13) on S2nþ1 can be
realized as the theory around a certain background of the
matrix model with the orbifolding condition imposed.
Furthermore, we apply the extended matrix T-duality de-
veloped in Sec. IV to YM-Higgs on SUðnþ 1Þ=ðSUð2Þk �
Uð1ÞlÞ and show that YM on SUðnþ 1Þ is equivalent to the
theory around a certain vacuum of YM-Higgs on SUðnþ
1Þ=ðSUð2Þk �Uð1ÞlÞ with the periodicity condition im-
posed. For n ¼ 2, we obtain YM on SUð3Þ from YM-
Higgs on S5 and on CP2 through the extended matrix T-
duality.
First, we review nontrivial backgrounds of the theory

(5.14) on CPn and the matrix model (5.15). The theory on
CPn has many nontrivial monopole vacua. In particular, we
focus on the Uð1Þ monopole background. Recall that we
have n2 Higgs fields �a. In the Uð1Þ monopole back-
ground, only the Higgs field along the Uð1Þ direction �0

acquires its nonzero vacuum expectation value. In the
gauge where �0 is diagonal, the vacuum configurations
of theUð1Þmonopole with the gauge groupUðMÞ are given
by

â� ¼ b0��̂0;

�̂0 ¼ � 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2nðnþ 1Þp diagð
 
 
 ; ns�1; 
 
 
 ; ns�1|fflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflffl}

Ns�1

;

� ns; 
 
 
 ; ns|fflfflfflfflfflffl{zfflfflfflfflfflffl}
Ns

; nsþ1; 
 
 
 ; nsþ1|fflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflffl}
Nsþ1

; 
 
 
Þ;

�̂a ¼ 0; ðfor a � 0Þ: (5.16)

Here,
P
sNs ¼ M and ns must be integers due to Dirac’s

quantization condition. Because of (5.8), the vacuum con-
figurations of XA are equivalently given by
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X̂A ¼ � iL
�
Ab

0
� þ N0

Affiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2nðnþ 1Þp diagð
 
 
 ; ns�1; 
 
 
 ; ns�1|fflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflffl}

Ns�1

;

� ns; 
 
 
 ; ns|fflfflfflfflfflffl{zfflfflfflfflfflffl}
Ns

; nsþ1 
 
 
 ; nsþ1|fflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflffl}
Nsþ1

; 
 
 
Þ: (5.17)

The theory around the background (5.17) is obtained by

expanding each block of the fields in (5.14) as Xðs;tÞ
A !

X̂ðs;tÞ
A þ Xðs;tÞ

A . Then, the following action is obtained,

1

g2CPn

Z
d2nx

ffiffiffi
g

p X
s;t

tr

�
1

4
ðfABCXðs;tÞ

C þ iLðqstÞ
A Xðs;tÞ

B

� iL
ðqstÞ
B Xðs;tÞ

A þ i½XA; XB�ðs;tÞÞðfABDXðt;sÞ
D

þ iL
ðqtsÞ
A Xðt;sÞ

B � iL
ðqtsÞ
B Xðt;sÞ

A þ i½XA; XB�ðt;sÞÞ
�
;

(5.18)

where qst ¼ ns�nt
2 and LðqÞ

A are the angular momentum

operators in the presence of a monopole with the magnetic
charge q, which take the form

LðqÞ
A ¼ LA þ 2qffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2nðnþ 1Þp ðiL�Ab0� þ N0
AÞ: (5.19)

These operators are the generalization of (2.27) in the case
of S2.

The vacua of the theory (5.15) are determined by

½XA; XB� ¼ ifABCXC: (5.20)

In addition to the trivial solution XA ¼ 0, there are non-
trivial solutions which are given by the representation
matrices of the SUðnþ 1Þ generators,

X̂ A ¼ L̂A: (5.21)

L̂A are generally in a reducible representation. In order to
construct a theory onCPn in aUð1Þmonopole background,
we consider the following representation:

(5.22)

Here L̂ðsÞ
A are the abbreviations of L̂½�s;0;


;0�

A which are the

generators of SUðnþ 1Þ in the irreducible representation
specified by the Dynkin index of SUðnþ 1Þ,
½�s; 0; 
 
 
 ; 0�. We consider the matrix model (5.15) around
the background (5.22) by expanding the each block of the

fields around the background: Xðs;tÞ
A ! X̂ðs;tÞ

A þ Xðs;tÞ
A . Then,

the action takes the following form:

Smm ¼ 1

g2mm

X
s;t

tr

�
1

4
ðfABCXðs;tÞ

C þ iL̂A � Xðs;tÞ
B

� iL̂B � Xðs;tÞ
A þ i½XA; XB�ðs;tÞÞðfABDXðt;sÞ

D

þ iL̂A � Xðt;sÞ
B � iL̂B � Xðt;sÞ

A þ i½XA; XB�ðt;sÞÞ
�
:

(5.23)

L̂A� are defined as

L̂ A � Xðs;tÞ
B � L̂ðsÞ

A X
ðs;tÞ
B � Xðs;tÞ

B L̂ðtÞ
A : (5.24)

We show in the following that the theory (5.23) is
equivalent to the theory (5.18) if we put �s ¼ N0 þ ns
and take N0 ! 1 limit. In order to show this equivalence,
we make a harmonic expansion [31,32,35]. As explained in

appendix E, the ðs; tÞ blocks Xðs;tÞ
A in the matrix model are

expanded by the basis of rectangular matrices (E21) as

Xðs;tÞ
A ¼ Xð�sþ�tÞ=2

J¼jqstj
X
ðs;tÞ�Jþqst
A � ŶðqstÞ

�Jþqst
: (5.25)

Then, the diagonal coherent map allows us to map the ðs; tÞ
blocks to local sections of the monopole bundle on CPn

with the charge qst,

Xðs;tÞ
A ¼ X1

J¼qst
X
ðqstÞ�Jþqst
A � ŶðqstÞ

�Jþqst

! X1
J¼qst

XðqstÞ
A

�Jþqst
�J�qst

~YðqstÞ
�Jþqst

ðw; �wÞ ¼ XCPðs;tÞA ðw; �wÞ;

(5.26)

where we have taken the commutative limit N0 ! 1 and
~Y
ðqstÞ
�Jþqst

are the basis of local sections of the Uð1Þmonopole

bundle on CPn which are defined in (E26). Note that we
have put the superscript CP on the quantity in the right-
hand side of the above equation in order to emphasis that

the XCPðs;tÞA are the fields on CPn appearing in (5.18).

Similarly, L̂A� is mapped to LðqÞ
A as shown in (E31)4:

L̂ A � Xðs;tÞ
B ! LðqÞ

A X
CPðs;tÞ
B ðw; �wÞ: (5.27)

Using (5.26) and (5.27), we find that the matrix model

4In [32], (5.26) and (5.27) are proven to the quadratic order in
the fields for all q and to all order for q ¼ 0. In this paper, we
assume that these are also valid to all order for all q.
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(5.23) is equivalent to the theory (5.18) on CPn in the
commutative limit N0 ! 1.

Next, we show that the theory around a certain vacuum
of UðM ¼ N �1Þ YM-Higgs on CPn with a periodicity
condition imposed is equivalent to UðNÞ YM-Higgs on
S2nþ1. This statement is nothing but the matrix T-duality.
As explained in Sec. IV, therefore, we consider the appro-
priate vacuum which is given by (5.17) (or equivalently
(5.16)) with s running from�1 to1, ns ¼ s and Ns ¼ N.
We expand the fields on CPn around the background as

XA ! X̂A þ XA; (5.28)

and impose the periodicity (orbifolding) condition on the
fluctuation,

Xðsþ1;tþ1Þ
A ¼ Xðs;tÞ

A � Xðs�tÞ
A : (5.29)

Then, we define the gauge and Higgs fields on S2nþ1 by the
Fourier transforms of the fluctuations on each local coor-
dinate patch:

XSA ¼ X
u

XCPðuÞA e�iuy; (5.30)

where y is a coordinate which parameterizes the fiber
(Uð1Þ) direction and satisfies 0 � � � 2�. Here, the super-

scripts S and CP indicate that XSA and XCPðwÞA are the fields
on S2nþ1 and CPn respectively. We substitute (5.30) into
(5.18) and divide an overall factor

P
s to extract a single

period. Then, we obtain UðNÞ YM-Higgs on S2nþ1 written
in the basis of XA (5.13).

Combining the above matrix T-duality and the construc-
tion of (5.18) in terms of the matrix model, we find that the
theory around (5.22) of the matrix model, where s runs
from �1 to 1 and �s ¼ N0 þ s, is equivalent to UðNÞ
YM-Higgs on S2nþ1 if we take the limit N0 ! 1, impose
the periodicity condition on the fluctuations, and finally
divide the overall factor

P
s.

Finally, it is straightforward to apply the extended ma-
trix T-duality to SUð2Þk �Uð1Þl bundle on SUðnþ
1Þ=ðSUð2Þk �Uð1ÞlÞ and show that YM on SUðnþ 1Þ is
equivalent to the theory around a certain vacuum of YM-

Higgs on SUðnþ 1Þ=ðSUð2Þk �Uð1ÞlÞ with the periodic-
ity condition imposed.

VI. INTERPRETATION AS BUSCHER’S T-
DUALITY

In this section, let us see that the extended matrix T-
duality of the Uð1Þ case, which was obtained in [29] and
reviewed in Sec. IVB, is actually interpreted as the T-
duality in Buscher’s sense. We put dimM ¼ p. For G ¼
Uð1Þ, as in (4.12), the metric of the total space is given by

ds2 ¼ GMNdz
MdzN ¼ g�
dx

�dx
 þ ðdy� b�dx
�Þ2;
(6.1)

where M, N ¼ 1; 
 
 
 ; pþ 1 and �, 
 ¼ 1; 
 
 
 ; p. We
assume that the other fields such as the antisymmetric
fields and the dilaton field are trivial. Then, YM on the
total space is viewed as the low energy effective theory for
theDp-branes wrapped on the total space.5 Wemake the T-
duality transformation for the fiber direction to obtain a
new geometry [36]:

ds02 ¼ g�
dx
�dx
þ dy2; B0

�
 ¼ 0; B0
�y ¼�b�:

(6.2)

The Dp-branes should be transformed to the Dðp�
1Þ-branes wrapped on the base space. The Dðp�
1Þ-brane effective action on the new geometry (6.2) is
given by

Sp�1 ¼ �p�1

Z
dp�e��

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
detð ~Gab þ ~Bab þ 2��0FabÞ

q
;

(6.3)

where �aða ¼ 1; 
 
 
 ; pÞ parametrize the world-volume of

the Dðp� 1Þ-brane, and ~Gab and ~Bab are the pullback of
(6.2) on the world volume which is defined through the
embedding of world volume zMð�Þ as
~Gab ¼ @zM

@�a
@zN

@�b
G0
MN; ~Bab ¼ @zM

@�a
@zN

@�b
B0
MN: (6.4)

In the static gauge x�ð�Þ ¼ �� and zyð�Þ ¼ 2��0�, (6.3)
reduces to

Sp�1 ¼ �p�1

Z
dpx

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
detðg�
 þ ð2��0Þ2@��@
�þ 2��0ðF�
 þ @��b
 � @
�b�ÞÞ

q
: (6.5)

Up to Oð�03Þ, this equals
1

g2YM

Z
dpx

ffiffiffi
g

p �
1

4
ðF�
 þr��b
 �r
�b�Þ2

þ 1

2
ðr��Þ2

�
; (6.6)

where g2YM ¼ 1
4��2�p�1

. If we redefine the gauge field as

a� ! a� þ b�� and make non-Abelianization, we obtain

from (6.6)

1

g2YM

Z
dpx

ffiffiffi
g

p
tr

�
1

4
ðF�
 � b�
�Þ2 þ 1

2
ðD��Þ2

�
; (6.7)

which indeed agrees with (3.20) with G ¼ Uð1Þ.

5Here we ignore the transverse directions.
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APPENDIX A: SPHERICAL HARMONICS

In this appendix, we review the spherical harmonics on
S3, the monopole harmonics on S2 [42] and the fuzzy
spherical harmonics [15,24,48]. For more details, see
[29,49] and references therein.

1. Spherical harmonics on S3

We regard S3 as the SUð2Þ group manifold. We parame-
trize an element of SUð2Þ in terms of the Euler angles as

g ¼ e�i’J3e�i�J2e�i J3 ; (A1)

where JA satisfy ½JA; JB� ¼ i�ABCJC and 0 � � � �, 0 �
’< 2�, 0 �  < 4�. The isometry of S3 is SOð4Þ ¼
SUð2Þ � SUð2Þ, and these two SUð2Þ’s act on g from left
and right, respectively. We construct the right-invariant 1-
forms,

dgg�1 ¼ �i�EAJA; (A2)

where the radius of S3 is 2=�. They are explicitly given by

E1 ¼ 1

�
ð� sin’d�þ sin� cos’d Þ;

E2 ¼ 1

�
ðcos’d�þ sin� sin’d Þ;

E3 ¼ 1

�
ðd’þ cos�d Þ;

(A3)

and satisfy the Maure-Cartan equation

dEA ��

2
�ABCE

B ^ EC ¼ 0: (A4)

The metric is constructed from EA as

ds2 ¼ EAEA ¼ 1

�2
ðd�2 þ sin2�d’2 þ ðd þ cosd’Þ2Þ:

(A5)

The Killing vectors dual to EA are given by

L A ¼ � i

�
EMA @M; (A6)

where EMA are inverse of EAM. The explicit form of the
Killing vectors are

L 1 ¼ �i
�
� sin’@� � cot� cos’@’ þ cos’

sin�
@ 

�
;

L2 ¼ �i
�
cos’@� � cot� sin’@’ þ sin’

sin�
@ 

�
;

L3 ¼ �i@’:

(A7)

Because of the Maure-Cartan equation (A4), the Killing
vectors satisfy the SUð2Þ algebra, ½LA;LB� ¼ i�ABCLC.
The scalar spherical harmonics on S3 are given by

YJm ~mð�3Þ ¼ ð�1ÞJ� ~m
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2J þ 1

p hJ � ~mjg�1jJmi: (A8)

These spherical harmonics form the basis of SUð2Þ algebra
generated by LA’s.

L 2YJm ~m ¼ JðJ þ 1ÞYJm ~m;

L�YJm ~m ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiðJ 	mÞðJ �mþ 1Þp
YJm�1 ~m;

L3YJm ~m ¼ mYJm ~m:

(A9)

The complex conjugates of the spherical harmonics are
evaluated as

ðYJm ~mÞ� ¼ ð�1Þm� ~mYJ�m� ~m: (A10)

The spherical harmonics also satisfy the orthonormality
conditionZ d�3

2�2
ðYJm ~mÞ�YJ0m0 ~m0 ¼ �JJ0�mm0� ~m ~m0 : (A11)

The integral of the product of three spherical harmonics is
given as follows:

C J1m1 ~m1

J2m2 ~m2J3m3 ~m3
�
Z d�3

2�2
ðYJ1m1 ~m1

Þ�YJ2m2 ~m2
YJ3m3 ~m3

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð2J2 þ 1Þð2J3 þ 1Þ

2J1 þ 1

s
CJ1m1

J2m2J3m3
CJ1 ~m1

J2 ~m2J3 ~m3
;

(A12)

where CJ1m1
J2m2J3m3

is the Clebsch-Gordan coefficient of

SUð2Þ. Finally, the spherical harmonics satisfy the com-
pleteness condition,X

Jm ~m

ðYJm ~mÞ�ð�3ÞYJm ~mð�0
3Þ ¼ 2�2�ð�3 ��0

3Þ; (A13)

where

�ð�3Þ ¼ 8

sin�
�ð�Þ�ð’Þ�ð Þ: (A14)

2. Monopole spherical harmonics on S2

We adopt the following metric for S2:

ds2 ¼ 1

�2
ðd�2 þ sin2�d’2Þ: (A15)

We define two local patches on S2 to describe nontrivial
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Uð1Þ bundles over S2: the patch I is specified by 0 � � < �
and the patch II is specified by 0< � � �. In the following
expressions, the upper sign is taken in the patch I and the
lower sign in the patch II.

The angular momentum operator in the presence of a
monopole with magnetic charge q at the origin takes the
form

LðqÞ
1 ¼ iðsin’@� þ cot� cos’@’Þ � q

1	 cos�

sin�
cos’;

LðqÞ
2 ¼ ið� cos’@� þ cot� sin’@’Þ � q

1	 cos�

sin�
sin’;

LðqÞ
3 ¼ �i@’ 	 q; (A16)

where q is quantized as q ¼ 0;� 1
2 ;�1;� 3

2 ; 
 
 
 . These
operators act on the local sections on S2 and satisfy the

SUð2Þ algebra ½LðqÞ
A ; L

ðqÞ
B � ¼ i�ABCL

ðqÞ
C . Note that when

q ¼ 0, these operators are reduced to the ordinary angular
momentum operators on S2 (or R3). if we regard S3 as a
Uð1Þ bundle over S2, and parametrize the fiber direction by
y ¼  � ’, the above expression (A16) can be obtained by
making a replacement in (A7): @y ! �iq.

The monopole spherical harmonics are the basis of local
sections on S2 and also form the basis of the SUð2Þ algebra
generated by LðqÞ

A . The monopole scalar spherical harmon-

ics are given by

~Y Jmqð�2Þ ¼ ð�1ÞJ�q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2J þ 1

p hJ � qjei�J2 jJmieið�qþmÞ’:
(A17)

Here J ¼ jqj; jqj þ 1; jqþ 2j; 
 
 
 , m ¼ �J;�J þ
1; 
 
 
 ; J � 1; J. The existence of the lower bound of the
angular momentum J is due to the fact that the magnetic
field produced by the monopole also has nonzero angular
momentum. Note that the monopole harmonics with q ¼ 0
do not transform on the overlap of two patches. They
correspond to global sections (functions) on S2 which are
expressed by the ordinary spherical harmonics on S2. The

action of LðqÞ
A on the monopole spherical harmonics is

given by

LðqÞ2 ~YJmq ¼ JðJ þ 1Þ ~YJmq;
LðqÞ
� ~YJmq ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiðJ 	mÞðJ �mþ 1Þp
~YJm�1q;

LðqÞ
3

~YJmq ¼ m ~YJmq:

(A18)

The complex conjugates of the monopole spherical har-
monics are evaluated as

ð ~YJmqÞ� ¼ ð�1Þm�q ~YJ�m�q: (A19)

The monopole spherical harmonics are orthonormal to
each other, Z d�2

4�
ð ~YJmqÞ� ~YJ0m0q ¼ �JJ0�mm0 : (A20)

The integral of three monopole spherical harmonics is

equal to the corresponding integral (A12) on S3 with the
identification ~m ¼ q,Z d�2

4�
ð ~YJ1m1q1Þ� ~YJ2m2q2

~YJ3m3q3

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð2J2 þ 1Þð2J3 þ 1Þ

2J1 þ 1

s
CJ1m1

J2m2J3m3
CJ1q1J2q2J3q3

¼ CJ1m1q1
J2m2q2J3m3q3

; (A21)

where the monopole charges must be conserved in the left-
hand side of the above equation as q1 þ q2 þ q3 ¼ 0. Note
that the monopole spherical harmonics are expressed in
terms of the spherical harmonics on S3:

~Y Jmqð�2Þ ¼ eiqð �’ÞYJmqð�3Þ;
LðqÞ
A

~YJmqð�2Þ ¼ eiqð �’ÞLAYJmqð�3Þ:
(A22)

(A21) and (A22) represent a map between the local sec-
tions on S2 and the Kaluza-Klein modes on S3.

3. Fuzzy spherical harmonics

Let us consider ð2jþ 1Þ � ð2j0 þ 1Þ rectangular com-
plex matrices. Such matrices are generally expressed as

M ¼ X
r;r0
Mrr0 jjrihj0r0j: (A23)

We can define linear maps L̂A � , which map the set of
ð2jþ 1Þ � ð2j0 þ 1Þ rectangular complex matrices to it-
self, by their operation on the basis:

L̂ A � jjrihj0r0j � L̂½j�
A jjrihj0r0j � jjrihj0r0jL̂½j0�

A ; (A24)

where L̂½j�
A are the spin j representation matrices of the

SUð2Þ generators. L̂A� satisfy the SUð2Þ algebra

½L̂A�; L̂B�� ¼ i�ABCL̂C � .
We make a change of a basis of the rectangular matrices

from the above basis fjjrihj0r0jg to the new basis which is
called the fuzzy spherical harmonics:

Ŷ Jmðjj0Þ ¼
ffiffiffiffiffiffi
N0

p X
r;r0

ð�1Þ�jþr0CJm
jrj0�r0 jjrihj0r0j; (A25)

where N0 is a positive integer which will be specified
below. For a fixed J the fuzzy spherical harmonics also
form a basis of the spin J irreducible representation of

SUð2Þ which is generated by L̂A � ,

ðL̂A�Þ2ŶJmðjj0Þ ¼ JðJ þ 1ÞŶJmðjj0Þ;
L̂� � ŶJmðjj0Þ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiðJ 	mÞðJ �mþ 1Þp
ŶJm�1ðjj0Þ;

L̂3 � ŶJmðjj0Þ ¼ mŶJmðjj0Þ:

(A26)

The Hermitian conjugates of the fuzzy spherical harmonics
are evaluated as

ðŶJmðjj0ÞÞy ¼ ð�1Þm�ðj�j0ÞŶJ�mðj0jÞ: (A27)
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The fuzzy spherical harmonics satisfy the orthonormality
condition under the following normalized trace:

1

N0

trfðŶJmðjj0ÞÞyŶJ0m0ðjj0Þg ¼ �JJ0�mm0 ; (A28)

where tr stands for the trace over ð2j0 þ 1Þ � ð2j0 þ 1Þ
matrices. The trace of three fuzzy spherical harmonics is
given by

ĈJ1m1ðjj00Þ
J2m2ðjj0ÞJ3m3ðj0j00Þ �

1

N0

trfðŶJ1m1ðjj00ÞÞyŶJ2m2ðjj0ÞŶJ3m3ðj0j00Þg

¼ ð�1ÞJ1þjþj00
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
N0ð2J2 þ 1Þð2J3 þ 1Þ

q
� CJ1m1

J2m2J3m3

�
J1 J2 J3

j0 j00 j

�
; (A29)

where the last factor of the above equation is the 6� j
symbol.

In order to reveal relationships among the fuzzy spheri-
cal harmonics, the monopole harmonics on S2 and the
spherical harmonics on S3, we introduce the following
parametrization for j, j0, and j00,

2jþ 1 ¼ N0 þ �; 2j0 þ 1 ¼ N0 þ � 0;

2j00 þ 1 ¼ N0 þ � 00:
(A30)

� , � 0, and � 00 are integers which are grater than�N0. Then,
in the limit N0 ! 1, one can show that

Ĉ
J1m1ðjj00Þ
J2m2ðjj0ÞJ3m3ðj0j00Þ ! CJ1m1q1

J2m2q2J3m3q3
(A31)

with the identification j� j00 ¼ q1, j� j0 ¼ q2, and j
0 �

j00 ¼ q3. This relation can be proved by using the following
asymptotic form of the 6� j symbols. If R� 1, one
obtains [50]�

a b c
dþ R eþ R fþ R

�
� ð�1Þaþbþcþ2ðdþeþfþRÞffiffiffiffiffiffi

2R
p

� a b c
e� f f� d d� e

� �
;

(A32)

where the 3� j symbol is related to the Clebsch-Gordan
coefficient as

J1 J2 J3
m1 m2 m3

� �
¼ ð�1ÞJ3þm3þ2J1

1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2J3 þ 1

p CJ3m3

J1�m1J2�m2
:

(A33)

The relation (A31) implies that the fuzzy spherical har-

monics ŶJmðjj0Þ give a matrix regularization of the mono-

pole harmonics ~YJmq through the following

correspondence:

j� j0 $ q; L̂A� $ LðqÞ
A ;

1

N0

tr $
Z d�2

4�
:

(A34)

Furthermore, combining the above correspondence and the
relations (A21) and (A22), we can also map the fuzzy
spherical harmonics to the spherical harmonics on S3.

4. Vector spherical harmonics

We introduce vector spherical harmonics for three dif-
ferent types of the spherical harmonics that we have de-
fined above. The vector spherical harmonics are given by

Y
	
Jm ~mAð�3Þ ¼ i	

X
n;p

UAnC
Qm
~Qp1n

Y ~Qp ~mð�3Þ;

~Y
	
JmqAð�2Þ ¼ i	

X
n;p

UAnC
Qm
~Qp1n

~Y ~Qpqð�2Þ;

Ŷ	
Jmðjj0ÞA ¼ i	

X
n;p

UAnC
Qm
~Qp1n

Ŷ ~Qpðjj0Þ;

(A35)

where 	 ¼ �1, 0, 1 and Q ¼ J þ �	1, ~Q ¼ J þ �	�1.

These spherical harmonics transform as the vector repre-
sentations under SUð2Þ rotation. The unitary matrix U is
given by

U ¼
�1 0 1
�i 0 �i
0

ffiffiffi
2

p
0

0
@

1
A: (A36)

The vector spherical harmonics satisfy

1

�
�ABCrBY

	
Jm ~mC ¼ i�ABCLBY

	
Jm ~mC þ Y	Jm ~mA

¼ 	ðJ þ 1ÞY	Jm ~mA;

i�ABCL
ðqÞ
B

~Y
	
JmqC þ ~Y

	
JmqA ¼ 	ðJ þ 1Þ ~Y	JmqA;

i�ABCL̂B � Ŷ	Jmðjj0ÞC þ Ŷ	
Jmðjj0ÞA ¼ 	ðJ þ 1ÞŶ	

Jmðjj0ÞA: (A37)

The complex (Hermitian) conjugates of these vector har-
monics are evaluated as

ðY	Jm ~mAÞ� ¼ ð�1Þm� ~mþ1Y
	
J�m� ~mA;

ð ~Y	JmqAÞ� ¼ ð�1Þm�qþ1 ~Y
	
J�m�qA;

ðŶ	
Jmðjj0ÞAÞy ¼ ð�1Þm�ðj�j0Þþ1Ŷ

	
J�mðj0jÞA:

(A38)

The orthonormal relations are

Z d�3

2�2
ðY	Jm ~mAÞ�Y	

0
J0m0 ~m0A ¼ �JJ0�mm0� ~m ~m0�		0 ;

Z d�2

4�
ð ~Y	JmqAÞ� ~Y	

0
J0m0qA ¼ �JJ0�mm0�		0 ;

1

N0

trððŶ	
Jmðjj0ÞAÞyŶ	

0
J0m0ðj0jÞAÞ ¼ �JJ0�mm0�		0 :

(A39)

Finally, the integrals (or trace) of three vector harmonics
are given by
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Z d�3

2�2
�ABCY

	1

J1m1 ~m1A
Y
	2

J2m2 ~m2B
Y
	3

J3m3 ~m3C
¼ EJ1m1 ~m1	1J2m2 ~m2	2J3m3 ~m3	3

;

Z d�2

4�
�ABC ~Y

	1

J1m1q1A
~Y
	2

J2m2q2B
~Y
	3

J3m3q3C
¼ EJ1m1q1	1J2m2q2	2J3m3q3	3

;

�ABC
1

N0

trðŶ	1

J1m1ðjj0ÞAŶ
	2

J2m2ðj0j00ÞBŶ
	3

J3m3ðj00jÞCÞ ¼ ÊJ1m1ðjj0Þ	1J2m2ðj0j00Þ	2J3m3ðj00jÞ	3
;

(A40)

where the monopole charges must be conserved in the left-hand side of the second equality as q1 þ q2 þ q3 ¼ 0 and E, Ê
are given by

EJ1m1 ~m1	1J2m2 ~m2	2J3m3 ~m3	3
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
6ð2J1 þ 1Þð2J1 þ 2	2

1 þ 1Þð2J2 þ 1Þð2J2 þ 2	2
2 þ 1Þð2J3 þ 1Þð2J3 þ 2	2

3 þ 1Þ
q

� ð�1Þ�ð	1þ	2þ	3þ1=2Þ

8>><
>>:
Q1

~Q1 1

Q2
~Q2 1

Q3
~Q3 1

9>>=
>>;

Q1 Q2 Q3

m1 m2 m3

 !
~Q1

~Q2
~Q3

~m1 ~m2 ~m3

 !
; (A41)

ÊJ1m1ðjj0Þ	1J2m2ðj0j00Þ	2J3m3ðj00jÞ	3
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
6N0ð2J1 þ 1Þð2J1 þ 2	2

1 þ 1Þð2J2 þ 1Þð2J2 þ 2	2
2 þ 1Þð2J3 þ 1Þð2J3 þ 2	2

3 þ 1Þ
q
� ð�1Þ�ð	1þ	2þ	3þ1=2Þ� ~Q1� ~Q2� ~Q3þ2jþ2j0þ2j00

�

8>><
>>:
Q1

~Q1 1

Q2
~Q2 1

Q3
~Q3 1

9>>=
>>;

Q1 Q2 Q3

m1 m2 m3

 !� ~Q1
~Q2

~Q3

j00 j j0

�
: (A42)

As in (A31), we can show

Ê J1m1ðjj0Þ	1J2m2ðj0j00Þ	2J3m3ðj00jÞ	3
! EJ1m1 ~m1	1J2m2 ~m2	2J3m3 ~m3	3

; (A43)

in the limit N0 ! 1 with j� j0 ¼ q1, j
0 � j00 ¼ q2, and j

00 � j ¼ q3 fixed.

APPENDIX B: DERIVATION OF (4.22)

In this appendix, we give the derivation of (4.22) in some detail.

½La; a�ðxÞ�ðs;tÞ ¼ a
ðqstÞ
�;JmðxÞ � La � ŶJmðjsjtÞ ¼

Z d�3

2�2
A�ðzÞYy

Jmqst
ðyÞ � La � ŶJmðjsjtÞ ¼

Z d�3

2�2
A�ðzÞLaY

y
Jmqst

� ŶJmðjsjtÞ

¼
Z d�3

2�2
ðLaA�ðzÞÞYy

Jmqst
� ŶJmðjsjtÞ; (B1)

where we have used (A9) and (A26).

½�a;�b�ðs;tÞ ¼
X
u

ð�ðqsuÞ
a;Jm�

ðqutÞ
b;J0m0 ��ðqsuÞ

b;Jm�
ðqutÞ
a;J0m0 Þ � ŶJmðjsjuÞŶJ0m0ðjujtÞ

¼X
u

ð�ðqsuÞ
a;Jm�

ðqutÞ
b;J0m0 ��ðqsuÞ

b;Jm�
ðqutÞ
a;J0m0 Þ � ĈJ

00m00ðjsjtÞ
JmðjsjuÞJ0m0ðjujtÞŶJ00m00ðjsjtÞ

¼X
u;v

Z d�3

2�2

d�0
3

2�2
fAaðzÞAbðz0Þ � AbðzÞAaðz0ÞgYy

Jmqsu
ðyÞYy

J0m0qvt
ðy0Þ

�
Z d�00

3

2�2
Yy
J00m00qst

ðy00ÞYJmqsuðy00ÞYJ0m0qvtðy00Þ � ŶJ00m00ðjsjtÞ

¼
Z d�3

2�2
½AaðzÞ; AbðzÞ�Yy

Jmqst
ðyÞ � ŶJmðjsjtÞ: (B2)

In the third and fourth lines of the right-hand side, we have used (A31), the charge conservation ~m00 ¼ ~mþ ~m0 of
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CJ
00m00 ~m00
Jm ~mJ0m0 ~m0 and (A12), so that we have added the new

summation over v additionally and replaced qut by qvt.
Then, we can regard the summation

P
u;v as

P
qsu;qvt

, and
the last equality holds due to (A13).

APPENDIX C: GROUP MANIFOLD AND COSET
SPACE

In this appendix, we describe some conventions on the

group manifold ~G and the coset space ~G=H which we
follow in this paper.

We parametrize an element of ~G as

gðzÞ ¼ LðxÞhðyÞ; (C1)

where LðxÞ 2 ~G=H, hðyÞ 2 H, the coordinates zM, x� and

ym parametrize ~G, ~G=H and H respectively and zM are
decomposed into ðx�; yiÞ. We can construct the right and

left invariant 1-forms on ~G as

dgg�1 ¼ �iEARTA; g�1dg ¼ iEALT
A; (C2)

where A ¼ 1; 
 
 
 ; dim ~G and TA represent the generators

of ~G which satisfy the Lie algebra of ~G, ½TA; TB� ¼
ifABCT

C. We decompose TA into ðT�; TaÞ where � ¼
1; 
 
 
 ; dim ~G=H, a ¼ dim ~G=H þ 1; 
 
 
 ; dim ~G, and we
assume that Ta satisfy the Lie algebra of H which is a

subalgebra of ~G, ½Ta; Tb� ¼ ifabcT
c. The both of EAR and

EAL satisfy the Maurer-Cartan equation,

dEAR � 1
2fABCE

B
R ^ ECR ¼ 0;

dEAL � 1
2fABCE

B
L ^ ECL ¼ 0;

(C3)

We also introduce the right and left invariant 1-form for

LðxÞ 2 ~G=H and hðyÞ 2 H as follows:

dLL�1 ¼ �iðeRÞA�ðxÞTAdx�;
L�1dL ¼ iðeLÞA�ðxÞTAdx�;
dhh�1 ¼ �ið~eRÞamðyÞTadym;
h�1dh ¼ ið~eLÞamðyÞTadym:

(C4)

Then, we can write down the components of EAR and EAL
explicitly:

ðERÞAM ¼ ðeRÞ�� AdðLÞ�b ð~eRÞbm
ðeRÞa� AdðLÞabð~eRÞbm

 !
;

ðELÞAM ¼ ðeLÞ
�AdðhÞ
� 0

ðeLÞ
�AdðhÞ
a ð~eLÞam

 !
;

(C5)

where Ad is defined as the adjoint action gTAg�1 ¼
TBAdðgÞBA. The Cartan-Killing metric on ~G is defined as

ds2 ¼ GMNdz
MdzN ¼ �2Trðdgg�1dgg�1Þ: (C6)

In terms of the components (C5), the above metric is
written as

ds2 ¼ ðeLÞ��ðeLÞ�
dx�dx
 þ fð~eRÞamdym � ðeLÞa�dx�g2:
(C7)

We can regard the group manifold ~G as the principal H

bundle on ~G=H. By comparing (C7) and (3.7), therefore,
we can make the following identifications:

ðeLÞ��ðeLÞ�
 ¼ g�
; ðeLÞa� ¼ ba�;

ð~eRÞamð~eRÞan ¼ hmn;
(C8)

where g�
 and hmn are the metrics on ~G=H and H, re-

spectively, and ba� are the local connection 1-forms of the

principal H bundle. Namely, we can regard ðeLÞ�� and

ð~eRÞam as the vielbein on ~G=H and H, respectively. The
metric (C6) is invariant under the right and left actions of
~G. The corresponding right and left invariant Killing vec-

tors on ~G are defined in terms of the inverse of EA as

L R
A ¼ �iðERÞMA @M; LL

A ¼ �iðELÞMA @M: (C9)

By using (C3), we can show thatLR
A andL

L
A satisfy the Lie

algebra of ~G� ~G,

½LR
A;L

R
B� ¼ ifABCLR

C;

½LL
A;L

L
B� ¼ ifABCLL

C;

½LR
A;L

L
B� ¼ 0;

(C10)

and they also satisfy the Killing vector equations,

rMLAN þrNLAM ¼ 0; (C11)

where rM are the covariant derivative on ~G and LAM ¼
GMNLN

A . We also define the following operators:

LA ¼ �iðERÞ�A@�: (C12)

One can show that LA do not depend on y
m and they satisfy

½LA; LB� ¼ ifABCLC by using (C10). Furthermore, we can
show that

rð ~G=HÞ
� LA
 þrð ~G=HÞ


 LA� ¼ 0; (C13)

where LA� ¼ g�
L


A. Namely, LA are the Killing vectors

on the coset space ~G=H.

APPENDIX D: METRICS OF SUð3Þ, S5 AND CP2

In this appendix, for concreteness, we give an explicit
form of the metrics of SUð3Þ, SUð3Þ=SUð2Þ ’ S5 and
SUð3Þ=ðSUð2Þ �Uð1ÞÞ ’ CP2 [51]. We parametrize an
element g of SUð3Þ as

g ¼ Lð�; �; ’;  ÞZð�ÞVða; b; cÞ; (D1)

where

FIBER BUNDLES AND MATRIX MODELS PHYSICAL REVIEW D 77, 126015 (2008)

126015-21



Lð�; �; ’;  Þ ¼ ei’�3ei��2ei �3e2i��5 ;

Zð�Þ ¼ e�i
ffiffi
3

p ð��2�Þ�8 ;

Vða; b; cÞ ¼ e�ia�3e�ib�2e�ic�3 ;

(D2)

and 0 � � � �
2 , 0 � � � �, 0 � ’< 2�, 0 �  < 4�,

0 � � < 2�, 0 � a < 2�, 0 � b � � and 0 � c < 4�.
�1; 
 
 
 ; �8 are the Gell-Mann matrices and satisfy
Trð�a�bÞ ¼ 1

2�ab. The metric of SUð3Þ is given by

dS2SUð3Þ ¼ �1
2 Trðdgg�1dgg�1Þ

¼ d�2 þ 1
4sin

2�fd�2 þ sin2�d’2

þ cos2�ðd þ cos�d’Þ2g
þ 3

4fd�þ 1
2sin

2�ðd þ cos�d’Þg2
þ 1

4fe1 þ cos�ðsin d�� sin� cos d’Þg2
þ 1

4fe2 � cos�ðcos d�þ sin� sin d’Þg2
þ 1

4fe3 � 1
2ð1þ cos2�Þðd þ cos�d’Þg2; (D3)

where

e1 ¼ � sinadbþ cosa sinbdc;

e2 ¼ cosadbþ sina sinbdc; e3 ¼ daþ cosbdc;

(D4)

which are the right-invariant 1-form of SUð2Þ. SUð3Þ is an
SUð2Þ �Uð1Þ bundle over CP2. The second line in the
right-hand side of (D3) is the Fubini-Study metric of CP2.
The third line represents the Uð1Þ fiber structure while the
fourth, fifth, and sixth lines represent the SUð2Þ fiber
structure. SUð3Þ is also viewed as an SUð2Þ bundle over
S5 ’ SUð3Þ=SUð2Þ. The second and third lines together
correspond to the metric of S5 ’ SUð3Þ=SUð2Þ. S5 ’
SUð3Þ=SUð2Þ is viewed as a Uð1Þ bundle over CP2. The
metric of the ordinary unit S5 is given by the sum of the
second and third lines with the factor 3=4 in the third line
replaced by 1=4.

APPENDIX E: FUZZY CPn

In this appendix, we give a brief review of a construction
of fuzzy CPn [28,31–35].

1. Functions on fuzzy CPn

FuzzyCPn is a well-known example of noncommutative
space which is given by the quantization of coadjoint orbit
of SUðnþ 1Þ in terms of a certain matrix algebra acting on
an appropriate representation space V. We can determine
this matrix algebra and the representation space V by
matching the spectrum of functions on CPn and that on
fuzzy CPn.

In order to consider the spectrum of functions on CPn,
We regard CPn as a coadjoint orbit in the Lie algebra of
SUðnþ 1Þ.

CPn ¼ fgtg�1jg 2 SUðnþ 1Þg
’ SUðnþ 1Þ=ðSUðnÞ �Uð1ÞÞ; (E1)

where t is an element of the SUðnþ 1Þ Lie algebra such
that the stabilizer of t is given by SUðnÞ �Uð1Þ. For
example, for the case of CP2, we can take t to be �8 which
is invariant under SUð2Þ �Uð1Þ adjoint action generated
by �1, �2, �3 and �8. Functions on CP

n should be invariant
under the action of SUðnÞ �Uð1Þ. Then, the space of
functions on CPn is given by a direct sum of the represen-
tation spaces of SUðnþ 1Þ which contain SUðnÞ �Uð1Þ
invariant states:

C1ðCPnÞ ¼ M1
J¼0

V½J;0;


;0;J� (E2)

where we denote ½J; 0; 
 
 
 ; 0; J� as the Dynkin index of
SUðnþ 1Þ, and V½J;0;


;0;J� represents the corresponding

irreducible representation space of the SUðnþ 1Þ Lie al-
gebra. One can show that V½J;0;


;0;J� are the only spaces

which contain the SUðnÞ �Uð1Þ singlets.
The space of functions on fuzzy CPn is obtained by

introducing a cutoff � in (E2) as

M�
J¼0

V½J;0;


;0;J� ¼ V½�;0;


;0� � V�
½�;0;


;0�: (E3)

By definition, it is obvious that the above spectrum on
fuzzy CPn tends to the spectrum (E2) on CPn in the
commutative limit � ! 1. Note that the right-hand side
of the above equation can be viewed as a space of matrices.
From this viewpoint, we make an identification V ¼
V½�;0;


;0� and regard functions on fuzzy CPn as matrices

acting on the vector space V. In particular, the coordinates
on fuzzy CPn are identified with

�̂ A ¼ L̂½�;0;


;0�
A ; (E4)

which are the generators of SUðnþ 1Þ in the irreducible
representation specified by the Dynkin index ½�; 0; 
 
 
 ; 0�.
These coordinates on fuzzyCPn are actually reduced to the
coordinates on CPn in the commutative limit through a
map which will be defined in the last part of this section.

2. Derivatives on fuzzy CPn

In order to construct differential operators on fuzzyCPn,
let us recall the simplest case of fuzzy CP1 ’ S2. In this
case, we established the differential operators on fuzzy S2

in appendix A. As shown in (A34), the adjoint action of the
SUð2Þ generators is reduced to the action of the Killing
vectors on S2 in the commutative limit. We can generalize
this fact into the case of fuzzy CPn with n � 2. The adjoint
action of the SUðnþ 1Þ generators on the space of square

matrices (E3), ½L̂½�;0;


;0�
A ; 
�, is mapped into the action of

the Killing vectors on the space of functions on CPn in the
commutative limit.
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3. Uð1Þ monopoles on fuzzy CPn

Topologically nontrivial field configurations including
Uð1Þ monopoles can be realized on fuzzy CPn. If we
consider rectangular matrices in addition to the square
matrices (E3), the concept of fiber bundles naturally arises.
Let us again consider the case of fuzzy CP1. We have
shown in appendix A that the basis of ð2jþ 1Þ � ð2j0 þ
1Þ rectangular matrices, ŶJmðjj0Þ, are mapped into local

sections of the Uð1Þ fiber bundle on S2. In this correspon-
dence, The difference j� j0 is identified with the mono-
pole charge q of the Uð1Þ bundle. This fact is also
generalized into the case of CPn with n � 2. For the
case of CPn, we consider a space of rectangular matrices,

V½�þq;0;


;0;� � V�
½��q;0;


;0;�: (E5)

Here, the charge q is a half integer and we take�� q to be
integers. When q ¼ 0,� is an integer and this is the case of
square matrices (E3). We can show that elements of (E5)
are mapped into local sections ofUð1Þ fiber bundle on CPn
with the monopole charge q. Furthermore, we can extend

the action of the differential operators ½L̂½�;0;


;0�
A ; 
� dis-

cussed above to the action on rectangular matrices as
follows.

L̂ A � M̂q ¼ L̂½�þq;0;


;0�
A M̂q � M̂qL̂

½��q;0;


;0�
A ; (E6)

where M̂q is an element of (E5). When q ¼ 0, M̂0 is just a

square matrix and L̂A� are nothing but the commutators

½L̂½�;0;


;0�
A ; 
�. The operators L̂A� map the space (E5) to

itself and they are reduced to the angular momentum
operators in the presence of a Uð1Þ monopole with the
magnetic charge q in the commutative limit. We will show
these facts in the following subsections.

4. Fock space representation

In order to construct a map between matrices and func-
tions on CPn, we introduce the Fock space representation

developed in [35]. Let ay�, � ¼ 1; 2; 
 
 
 ; nþ 1 be a set of
creation operators and a� be a set of annihilation operators
which annihilate the Fock vacuum j0i. They satisfy the
Heisenberg commutation relations.

½a�; a
� ¼ ½ay�; ay
� ¼ 0; ½a�; ay
� ¼ ��
: (E7)

By acting the creation operators on the vacuum state j0i,
we can construct the entire Fock spaceF which is spanned
by

jp1; p2; 
 
 
 ; pnþ1i ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p1!p2! 
 
 
pnþ1!

p ðay1 Þp1

�ðay2 Þp2 
 
 
 ðaynþ1Þpnþ1 j0i: (E8)

In terms of the operators (E7), we can construct elements
of the Lie algebra of SUðnþ 1Þ,

L̂ A ¼ ay�ðTAÞ�
a
; (E9)

where TA ¼ L̂½1;0;


;0�
A represent the generators of SUðnþ

1Þ in the fundamental representation. We also define the
number operator which commutes with all the operators in
(E9).

N̂ ¼ ay�a�: (E10)

The operators (E9) and (E10) act on the Fock spaceF , and
satisfy

½L̂A; L̂B� ¼ ifABCL̂C; ½L̂A; N̂� ¼ 0: (E11)

We can decompose the Fock space F into the eigenspaces

of N̂ as

F ¼M1
p¼0

V½p;0;


;0�; (E12)

where p represent an eigenvalue of N̂. The basis of each
eigenspace V½p;0;


;0� is formed by

j�pi ¼ j�1; �2; 
 
 
 ; �pi ¼ 1ffiffiffiffiffi
p!

p ay�1
ay�2


 
 
ay�p j0i;
(E13)

where �p is an abbreviation of a set of p indices,

ð�1; �2; 
 
 
 ; �pÞ.
Let us consider square matrices which are elements of

(E3). These matrices are generally written as

M̂ ¼ M̂��
��
j��ih��j: (E14)

We define a new basis of these matrices to see the corre-
spondence with the spectrum of functions on CPn, (E2):

Ŷ �J

�J ¼ Nn
�JP�J ;�J

�J ;�J j�J;���Jih�J;���Jj; (E15)

where �� J indices ���J are contracted and P�J ;�J
�J ;�J

is the projection operator onto the representation space
V½J;0;


;0;J� which appeared in the decomposition (E3),

that is, it removes all traces between �J and �J. For
example,

Ŷ ¼ Nn
�01; Ŷ�
 ¼ Nn

�1ðj
;���1ih�;���1j � 1
2�

�

1Þ:

(E16)

Hence, Ŷ�J

�J belong to the representation V½J;0;


;0;J� and
they are mapped to the corresponding spherical harmonics
on CPn in the commutative limit which are elements of
(E2). Nn

�J is an appropriate normalization constant which

is determined by the following orthonormality of the basis,

tr ððŶ�J

�J ÞyŶ�J0
�J0 Þ ¼ �JJ0P�J ;�J

�J ;�J : (E17)

In the case of n ¼ 1, Ŷ�J

�J are essentially the same as the

fuzzy spherical harmonics which are defined in (A25). The
action of differential operators on fuzzy CPn is given by
the adjoint action of operators in (E9). Then, one can
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evaluate the eigenvalues of the Laplacian as follows:

½L̂A; ½L̂A; Ŷ�J

�J �� ¼ JðJ þ nÞŶ�J

�J : (E18)

The above spectrum completely matches the spectrum of
functions on CPn up to the cutoff �.

In terms of the Fock space representation, we can also
express rectangular matrices which are elements of (E5).
Those rectangular matrices are generally expressed as

M̂ q ¼ ðM̂qÞ��þq
���q j��þqih���qj: (E19)

These matrices are expanded by a similar basis to (E15).
Note that the direct product representation (E5) is decom-
posed as

M�
J¼jqj

V½Jþq;0;


;0;J�q�: (E20)

For each representation space in (E20) with fixed J, we can
use the following basis:

Ŷ
ðqÞ
�Jþq ¼ Nn

�JqP�Jþq;�J�q
�J�q;�Jþq j�Jþq;���Ji

� h�J�q;���Jj: (E21)

As in the case of square matrices, P�Jþq;�J�q
�J�q;�Jþq is a

projection operator onto the space (E20) with fixed J and
Nn

�Jq is a normalization constant which is determined by

tr ððŶðqÞ
�Jþq ÞyŶ

ðqÞ
�J0þq Þ ¼ �JJ0P �Jþq;�J�q

�J�q;�Jþq : (E22)

When q ¼ 0, Ŷð0Þ
�J

�J are identical with the square matri-

ces (E15). The action of differential operators on

ŶðqÞ
�Jþq

�J�q is given by (E6). We can evaluate the eigen-

values of the Laplacian as follows:

ðL̂A�Þ2ŶðqÞ
�Jþq

�J�q ¼
�
JðJ þ 1Þ þ n� 1

nþ 1
q2
�
ŶðqÞ

�Jþq
�J�q :

(E23)

The above spectrum is the same as the spectrum of local
sections of Uð1Þ bundle on CPn up to the cutoff. We show

in the following that the rectangular matrices ŶðqÞ
�Jþq

�J�q

are indeed mapped to the local sections on CPn.

5. Relation between matrices and sections

Let us recall the spherical harmonics on CPn. In a
spinorial basis, they are given by

~Y �J

�J ¼ Nn
JP�J ;�J

�J ;�J �w�1

 
 
 �w�Jw�1 
 
 
w�J ; (E24)

In the above expression, w� are the coordinates of S2nþ1 ’
SUðnþ 1Þ=SUðnÞ which satisfy

P
�jw�j2 ¼ 1 and the

normalization constant Nn
J is determined byZ

CPn
!nð ~Y�J

�J Þ� ~Y�J0
�J0 ¼ �JJ0P�J ;�J

�J ;�J ; (E25)

where !n is the volume form on CPn. The functions (E24)
are invariant under the Uð1Þ phase rotation so that they can
be regarded as global sections (functions) on CPn. We can
generalize (E24) to a basis of local sections of the Uð1Þ
monopole bundle on CPn. The local sections of the mono-
pole bundle with the magnetic charge q can be expanded
by

~YðqÞ
�Jþq

�J�q ¼ Nn
JqP�Jþq;�J�q

�J�q;�Jþq �w�1

 
 
 �w�Jþq

� w�1 
 
 
w�J�q ; (E26)

which are normalized asZ
CPn

!nð ~YðqÞ
�Jþq

�J�qÞ� ~YðqÞ
�J0þq

�J0�q

¼ �JJ0P�J�q;�Jþq
�Jþq;�J�q : (E27)

~YðqÞ
�Jþq

�J�q are not invariant under theUð1Þ phase rotation,
so that they transform as the local sections of the monopole
bundle on CPn with the magnetic charge q. Note that
~Yð0Þ

�J

�J are nothing but the global sections, ~Y�J

�J .

The relation between matrices and sections on CPn is
given by the diagonal coherent state map [35]. Let us

consider a matrix M̂q which is an element of (E5) and

expanded as in (E19). M̂q corresponds to a section of the

monopole bundle on CPn through the map. In particular,

when q ¼ 0, M̂0 is just a square matrix and corresponds to
a global section on CPn. The map to the sections is given
by

~Mqðw; �wÞ ¼ hw;�þ qjM̂qjw;�� qi; (E28)

where

jw;pi ¼ 1ffiffiffiffiffi
p!

p ðw�ay�Þpj0i: (E29)

The map (E28) is equivalent to the following replacement
up to an over all constant factor,

ðay�ÞL ! �w�; ða�ÞL ! @

@ �w�
;

ða�ÞR ! w�; ðay�ÞR ! @

@w�
;

(E30)

where the superscripts L and R express that the operators
act on matrices from the left and right, respectively.
Through this correspondence, (E15) and (E21) are mapped
to (E24) and (E26) respectively. Furthermore, the differ-

ential operators L̂A� on fuzzy CPn are mapped to

L̂ A� ! LðqÞ
A ¼ �w�ðTAÞ�


@

@ �w

� w�ðT�

AÞ
�
@

@w

: (E31)

When q ¼ 0, these operators act on the functions (E24)
and they can be identified with the Killing vectors on CPn.
In the case q � 0, however, they act on the local sections
(E26) so that the derivative along the Uð1Þ fiber direction
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does not vanish and yields additional terms which are pro-
portional to the charge q. In this case, the operators (E31)

can be interpreted as the angular momentum operators on
CPn in the presence of a monopole with the charge q.
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