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Many experiments in the near future will test dark energy through its effects on the linear growth of
matter perturbations. It is therefore important to find simple and at the same time general parametrizations
of the linear growth rate. We show that a simple fitting formula that generalizes previous expressions
reproduces the growth function in models that allow for a growth faster than standard, as for instance in
interacting or scalar-tensor models. We use data from galaxy and Lyman-� power spectra to constrain the
linear growth rate. We find � � 0:6�0:4

�0:3 for the growth rate index and � � 0:0�0:3
�0:2 for the additional

growth parameter we introduce.
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I. INTRODUCTION

Many years since its first discovery [1,2], the evidence
for dark energy (DE) still rests primarily on background
quantities like the luminosity distance and the angular
diameter distance [3–5]. Only recently the cross-
correlation of the integrated Sachs-Wolfe effect with the
large-scale structure yielded an independent proof of the
existence of dark energy that relies on the linear growth of
the gravitational potential [6]. In the future, galaxy and
Lyman-� power spectra at high redshift and weak lensing
surveys from ground and from space will offer the oppor-
tunity to test competing dark energy models to a very high
precision using a mix of background, linear and nonlinear
indicators [7,8].

In order to use the growth rate of linear fluctuations as a
test of DE, it is however necessary to formulate simple
expressions that embody a large class of models, so as to
provide observers with a practical tool to analyze the data.
This procedure has proved most convenient with the equa-
tion of state of DE, whose parametrizations allow the
community to quickly compare the different experiments
and to optimize the design of further surveys (see, e.g., [9]).

For many years it has been known that a good approxi-
mation to the growth rate of the linear matter density
contrast � in standard models of gravity and dark matter
is given by the simple expression [10,11]

 s �
�0

�
� �m�a��; (1)

where the prime stands for derivative with respect to loga
(a being the cosmic scale factor) and where � � 0:55. In
[12] it was found that this growth rate also accounts for
coupled dark energy at small z and small coupling � (see
definition below) with � � 0:56�1� 2:55�2�. The formula
works quite well also in the case in which DE is described
by a mildly varying equation of state w�z� when general-
ized as [13] � � 0:55� 0:05�1� w�z � 1��.

However, this formula has an obvious drawback: assum-
ing a constant or weakly varying � > 0, it implies s � 1 at
all epochs since in standard cosmology the matter density
parameter is always 0 � �m � 1. More exactly, if � is a
constant, then s is always either smaller or larger than
unity. Therefore, this fit is unable to test for deviations
from the standard paradigm of fluctuation growth, which
assumes s � 1 for the matter-dominated universe at high
redshifts. This assumption is of course dangerous in view
of the multitude of dark energy or modified gravity models
currently being studied and should not be taken for granted
without serious scrutiny.

In this paper we show first that the s > 1 behavior takes
place in one of the simplest classes of modified gravity
theories, namely, interacting models or their Jordan frame
counterparts, the scalar-tensor models, and then we intro-
duce a simple new fitting formula that generalizes Eq. (1).
We note that a similar faster-than-standard growth has been
found also in TeVeS modified gravity models [14]. Finally,
we compare our fitting formula with the (scanty) data
available at present.

II. THE GROWTH FUNCTION IN
SCALAR-TENSOR THEORIES

In this section we show that generically s > 1 at early
times and s < 1 at late times in a simple class of modified
gravity theories.

Let us consider an interacting dark energy model in
which cold dark matter and baryons are coupled to a DE
scalar field � via two coupling functions Cc���, Cb���
[15–17]. Then the scalar degree of freedom acts as a new
force on matter, as expressed by the new conservation
equations

 T��;��c� � �Cc���T�c��;�; (2)

 T��;��b� � �Cb���T�b��;�; (3)
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 T��;���� � 	Cb���T�b� � Cc���T�c�
�;�; (4)

 T��;���� � 0: (5)

Here radiation remains uncoupled because it is confor-
mally invariant. This model can also be recast into a
generalized scalar-tensor model with a species-dependent
scalar coupling if one performs a suitable conformal trans-
formation (the so-called Jordan frame).

In a Friedmann-Robertson-Walker metric with scale
factor a these equations become (we assume flat space
throughout)
 

��� 3H _�� V;� � 	��c
c � �b
b�;

_
c � 3H
c � �	�c
c _�;

_
b � 3H
b � �	�b
b _�;

_
� � 4H
� � 0;

3H2 � 	2�
b � 
c � 
��;

(6)

where 	2 � 8�G, �c � Cc=	, �b � Cb=	, H � _a=a
(note that we use a coupling � which is

��������
2=3

p
the � used

in Ref. [17]). Then we have immediately

 
c;b � 
�0�c;ba�3 exp
�
�
Z
�c;b���d�

�
: (7)

To simplify the analysis and to satisfy local gravity con-
straints we put from now on �b � 0 and �c � � � const.
Since �b � 0 implies that the standard matter is conserved
(while the dark matter is not), the theoretical predictions of
this model can be directly compared with observations.
Quantities calculated in different frames should instead be
converted back before comparison.

As it has been shown in Ref. [17], for �<
��������
3=2

p
the

standard matter era that precedes the final acceleration is
replaced in this coupled model by an epoch in which the
energy density fractions �m � �c ��b, �� of matter
and field are constant and equal to

 �� �
2

3
�2; (8)

and �m � 1���. During this epoch one has �0 � 2�
(the prime stands for d=d loga) and the scale factor grows
as a� t�2=3�1�we�� with we � 2�2=3 (these values are ap-
proximated since are obtained neglecting both baryons and
radiation). This new matter era has been denoted as�MDE
in previous works. This occurs when the potential is neg-
ligible with respect to the field kinetic energy. Since the
potential is dominating the final accelerated epoch, it is
clear that the �MDE generically will take place before
acceleration and, of course, after the radiation era. This in
fact is what has been observed in several numerical and
analytical investigations, for instance in the case of expo-
nentials and inverse power-law potentials V��� � A��n

[18]. We now show that during �MDE the growth of

fluctuations is faster than in a standard matter era. In
Ref. [19] it has been shown that the perturbation equation
in the subhorizon regime is
 

�00c �
�
1�

H 0

H
��c�0

�
�0c�

3

2
��cc�c�c��bc�b�b� � 0;

(9)

where again the prime stands for derivation with respect to
� � loga and where �ij � 1� 2�i�j and H is the con-
formal Hubble function H � aH. We assume the baryon
component to be negligible. Then the fluctuation equation
can be solved analytically during the �MDE:

 �� a1�2�2
; (10)

from which it appears that s � 1� 2�2.
Let us briefly digress to evaluate the perturbation growth

in the Jordan frame, where we assume an universal cou-
pling, � � �c � �b, and where the total matter is con-
served. In this case, the�MDE corresponds to the standard
solution of the Brans-Dicke original theory (which is de-
rived in absence of a potential)

 aJ � t
�2�2!=4�3!�; (11)

where ! is the Brans-Dicke coupling parameter, upon the
substitution

 �2 �
1

2�3� 2!�
: (12)

Therefore, the �MDE is quite a generic feature of scalar-
tensor models and it also shows up in some f�R� models
[20]. The growth rate in the Jordan frame is

 �J � a�2�!=1�!� � a�1�2�2=1�2�2�; (13)

which again gives a rate larger than unity. When the
�MDE ends and acceleration takes over, the rate s declines
steadily to zero as in standard cases. Therefore, as antici-
pated, s goes from a value larger than unity to a value
smaller than unity both in the interacting model and in the
Jordan frame of scalar-tensor theories.

In the rest of the paper, we focus on the interacting
model defined by Eq. (6).

III. A GENERALIZED FIT

We now proceed to find a convenient fit to the full
evolution of ��a� for the coupled models introduced in
the previous section. In the standard scenario � obeys the
equation

 �00��� �
�
1�

H 0

H

�
�0��� �

3

2
�m���� � 0; (14)

where � � loga and

 

H 0

H
� �

1

2
�1� 3w���������� � �

1

2

�
1�

�0m
�m

�
:

(15)
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The solution can then be approximated as

 ���� � e
R
�

0
d�0�m��0�� : (16)

In our interacting model, Eq. (14) becomes

 �00 �
�
1�

H 0

H
� ��0

�
�0 �

3

2
�m�1� 2�2�� � 0; (17)

so the solution will depend parametrically on the value of
the coupling costant �. By solving this differential equa-
tion numerically for different values of � we find as
expected that the growth rate s � �0=� is larger than unity
in the past: the standard parametrization (16) is therefore
unable to describe a similar behavior. To solve this prob-
lem, one simple possibility would be to generalize (16) as

 ���� � e
R
�

0
d�0�m�����1�c�2�; (18)

with c a parameter to be determined by a least square fit.
The choice of a �2 behavior is suggested by the fact that
the �MDE depends only on �2. This parametrization
introduces a single new parameter, � � c�2, in addition
to those already in use to describe the growth factor, i.e.,
�m�0�, � and w (of course w itself could also be described
by more parameters). This new parameter appears well
justified: for instance, if future data will show that � is
significantly different from zero then the standard growth
of perturbations would be ruled out. However, this new fit
is not very practical because it contains the function �m���
that should be obtained by numerically integrating the
background equations and therefore depends on the field
potential. To overcome this difficulty, we propose to use
instead the standard expression for �m:

 ��s�m �a� �
�m;0

�m;0 � �1��m;0�a
�3ŵ ; (19)

where ŵ�a� � �loga��1
R
a
a0
w�a0�da0=a0 and the subscript

0 denotes the present time. Note that the present values of
��s�m and �m coincide. For the coupled dark energy model
we are considering here, we approximate w�z� � w��z �
0�; although one could easily expand w�z� to higher orders,
our approximation is sufficient to show that our general-
ized fit works well. Therefore we define the rate

 sfit � ��s�m �����1� c�2� (20)

where c will be determined below by fitting to numerical
results. In this way, the growth rate can be parametrized by
�m;0; �, and the combination � � c�2, plus the parame-
ters that enter w�z�. With the new parametrization, even in
the limit �m ! 1, one has s � 1. In the next section we
show that this generalized fit is indeed a good approxima-
tion. Since we know that during the �MDE (i.e., at high z,
for which ��s�m � 1) one has s � 1� 2�2 we can antici-
pate that the result will be close to c � 2.

Concluding this section we note that Eq. (20) should be
seen for what it is, i.e., a phenomenological fit. The relation
of �m;0, w�z�, � and � to the underlying theory will of
course depend on the theory itself. For instance, the iden-
tification of �m;0 with the presently clustered mass in
galaxies and clusters of galaxies is actually a model-
dependent assumption; if gravity is not standard this as-
sumption is likely to be incorrect. The value of �m�a� we
adopt in our fit (20) must be inferred from observations of
the background (as, e.g., supernovae Ia) performed with a
standard Hubble function H�z�. That is, we assume here
that the Friedmann equation (which accounts only for the
background data) can be written as the sum of two com-
ponents, one that dilutes as �m;0a�3 and the other as �1�
�m;0�a

�3�1�ŵ�; if the gravitational equations are not stan-
dard, one has to define �m�a� such that the above parame-
trization is still valid. The advantage of using [19,20] is that
both background and linear growth are fitted by the same
expression for w�a�; that is, once one adopts a prescription
for w�a� one can fit all the data by simply adding the two
parameters � and � (plus possibly further parameters to
account for the anisotropic stress, see e.g., [21]). In this
way we are able to use in Sec. V the constraints from
supernovae Ia directly on �m;0; w. Of course, in principle
one could proceed in different ways: for instance, one
could parametrize �m�a� so that values larger than unity
in the past were allowed so as to force s > 1. Trivially, in
fact, our parametrization above could be written equiva-
lently defining a new density �̂m � ��s�m �1� ��1=�; how-
ever, this density parameter would not be the same quantity
that appears in the Friedmann equation.

IV. COMPARING THE FIT TO THE NUMERICAL
RESULTS

We solved numerically the background equations of the
system (6) neglecting the fraction of baryons and radiation
and choosing an exponential form for the potential,
V��� � A exp����. The constant A is determined by the
present time condition on �m;0. Then we solved numeri-
cally the perturbation Eq. (17) thus obtaining a solution
(that we denote �exact) which depends on the value of the
coupling constant �. For � ranging between 0 and 0.5 and
� within 0.1 and 1 (both varied in steps of 0.1), we found
that the values of the parameters �, c appearing in (20),
which give the least square fit to �exact are � � 0:56 and
c � 2:1. Our best fit is therefore

 �fit��;�� � e
R
�

0
d�0��s�m ���0:56�1�2:1�2�; (21)

where we remark again that we use the standard expression
for �m�a�.

This new function is indeed a good approximation to the
exact solution �exact as one can see in Fig. 1 where the
curves of the growth factor g � �=a for two different �
and the corresponding gfit are plotted. In Fig. 2 we present
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the level of accuracy of the fitting formula. We find fits to
better than � 1% for different values of �. Moreover, we
find that the best-fit values of the parameters do not depend
on the actual value of the present matter density �m;0. We
experimented also with an inverse power-law potential and
found that also in this case Eq. (21) is a good fit (see curve
for � � 0:1 in Fig. 1). Without the �-correction the rela-
tive error ��fit � �exact�=�exact becomes larger than 15%
already for � � 0:2.

V. COMPARING THE FIT TO THE OBSERVATIONS

In the previous section we have seen that the expression

 ��s�m �����1� ��; (22)

where ��s�m ��� given by Eq. (19) gives a good fit to the
evolution of �0=� during both the decelerated and accel-
erated regimes for coupled dark energy models if � � 0:56
and � � 2:1�2. Here we take some preliminary steps
towards comparing the fit (22) to the observations. An
indication for a positive � could signal an attractive force
additional to standard gravity as in a scalar-tensor model;
on the other hand one can speculate that a negative � could
be related to a different physics, for instance a slowed
growth induced by a hot matter component.

We consider the following data: (a) Lyman-� power
spectra at an average redshift z � 2:125, z � 2:72 [22],
z � 3 [23]; (b) the normalization �8 inferred from
Lyman-� at z ranging between 2 and 3.8 [24]; (c) galaxy
power spectra at low z from SDSS [25] and the Two-degree
Field Galaxy Redshift Survey (2dFGRS) [26]. From the
three Lyman-� and the SDSS spectra we estimate the
ratios

 r�ki; z1; z2� �
P�ki; z1�

P�ki; z2�
; (23)

for the values of ki for which there are tabulated value of
the spectra (or for interpolated values and errors when the
tabulated wave numbers differ). For the �8 data we esti-
mate the ratios between successive values of z,

 r�z1; z2� �
�2

8�z1�

�2
8�z2�

(24)

(note that Ref. [24] reports the values of �8 extrapolated at
the present epoch).

For the Lyman spectrum at z � 3 and for 2dFGRS �z �
0:15�, the authors of [23,26] give directly their estimation
of the growth rate, sobs � 0:49� 0:10 for 2dFGRS and
sobs � 1:46� 0:29 for the Lyman-� data. Then we com-
pare the observations to our fit by using the likelihood
function

 L � N exp
X
i

�
�
�robs
i � r

theory
i �2

2�2
i

�

 exp
X
j

�
�
�sobs
j � s

theory
j �2

2�2
j

�
; (25)

where the errors �i are obtained from the quoted errors on
P�k� and �8 by standard error propagation.

As we will see the data available at the present are not
sufficient to set stringent limits to the growth function.
Moreover, there are several sources of possible systematic
effects that we cannot account for. For instance, the matter
spectra derived from Lyman-� clouds are obtained through
calibration (i.e., bias correction) with N-body simulations;
these simulations have been generated only for a limited
set of cosmological models and the results might depend
on the assumptions (see, e.g., [27]). It is difficult to quan-
tify the impact of this limitation upon our results; the fact

2.5 5 7.5 10 12.5 15
z

0.01

0.005

0

0.005

0.01

0.015

gexact gfit

gexact 0.1

0.2

0.3

FIG. 2 (color online). Level of accuracy of the best fit to the
exact solution for the growth rate. For � ranging between 0 and
0.3 the fits are better than 1.2%. Without the correction the
relative errors would be larger than 15% already for � � 0:2.

0 5 10 15 20
z

0.8

0.9

1

1.1

g

m 0.3

0

0.2

gfit

g exact

0.1

FIG. 1 (color online). We compare the functions gfit � �fit=a
(red solid curves), given by the fitting formula (18) with the best
fit (parameters � � 0:56, c � 2:1) for two different values for �,
to the exact solutions gexact � �exact=a (black dashed curves) of
the differential Eq. (14) for the growth rate. The curve for � � 0
also gives the standard best fit (i.e., for c � 0). All curves are
normalized at unity at z � 20. The cases � � 0, 0.2 are for an
exponential potential, the case � � 0:1 for V � 1=�.
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that we consider ratios of spectra from similar sources
(e.g., Lyman-� clouds) might however alleviate the prob-
lem since one can expect that the calibration errors are only
weakly dependent on redshift. For this reason we consider
separately the ratios of the high-z Lyman-� spectra to the
low-z SDSS galaxy spectra; our final results do not take
these into account.

The current observational situation is summarized in
Fig. 3 (and the associated Table I), in which we plot the
data we used in this work with 1� errors, along with the
�CDM growth rate and with our best fit (see below). This

figure gives a clear idea of the potential for improvement in
the observational estimation of the growth rate.

We assume that the function s depends on four parame-
ters, (�m;0, w0, �, �). We assume also a flat prior �m;0 2

�0:05; 0:4� and w0 2 ��1;�0:6� which generously ac-
counts for the supernovae constraints (neglecting the phan-
tom region). The resulting tridimensional likelihood,
marginalized on �m;0 and w0, is displayed in Fig. 4. Our
main result is contained in Fig. 5, which displays the like-
lihood contour plots at 68%, 95%, and 99.7% in the plane
(�, �), marginalizing over �m;0, w0. Remarkably, the best-
fit values practically coincide with the �CDM prediction,
��; �� � �0; 0:6�. However the likelihood extends consid-
erably on both negative and positive � and even negative
values of � are not excluded beyond 3�. In Figs. 6 and 7
we plot the marginalized one-dimensional likelihoods for

0 1 2 3 4
z

0

0.5

1

1.5

2

2.5

3

s

FIG. 3 (color online). Summary of experimental data for the
growth rate s, as detailed in Table I. The big colored error boxes
represent the ratios ��z1�=��z2� for various z intervals given in
Ref. [24] (three additional very large error boxes have been
excluded from the plot but not from the analysis); the smaller
black box represents the average spectral ratio for the Lyman-�
data of Ref. [22]. The two points with error bars are from
Refs. [23,26]. The black solid line is the �CDM model, the
red dotted curve is the coupled dark energy model with � � 0:2
and � � 0:4 (i.e., � � 0:34) and the dashed blue curve is the
overall best fit ��m;0; w0; �; �� � �0:05;�0:6; 0:4; 0:45�.

TABLE I. Summary of observational data. We report in the z
and s columns either the corresponding ranges or the central
value and 1� errors. For the �8 data or Ref. [24] we chose to
report the error boxes on s obtained using the ratios at the given
redshifts.

z s

Ref. [22]
2.125–2.72 0:74� 0:24
Ref. [24]
2.2–3 0:99� 1:16
2.4–3.2 1:13� 1:07
2.6–3.4 1:66� 1:35
2.8–3.6 1:43� 1:34
3–3.8 1:30� 1:50
Ref. [23]
3 1:46� 0:29
Ref. [26]
0.15 0:49� 0:10

1

0

1

2 1

0.5

0

0.5

1

1.5

η

0
0.25
0.5

0.75

1

L

1

0

1

2
γ

FIG. 4 (color online). Tridimensional likelihood function
marginalized on �m;0 and w0. The peak corresponds to ��; �� �
�0:6; 0�.

1 0.5 0 0.5 1 1.5 2 2.5
γ

1

0.5

0

0.5

1

1.5

η

FIG. 5 (color online). Contour plot of the likelihood marginal-
ized over �m;0 and w0. The contours, from inside to outside, are
at the 68% (red zone), 95%, 99.7% confidence level. The dot
marks the peak ��; �� � �0:6; 0�.
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� and �. The results are tabulated in Table II. The best-fit
values and 1� errors are

 � � 0:60�0:41
�0:30; � � 0:00�0:28

�0:18: (26)

As we anticipated, the current data impose only very weak
constraints on �, �. For completeness, we also quote in
Table II the best fit and errors on �standard, i.e., assuming a
standard model in which � � 0. Even in this case the
likelihood distribution for � remains very broad, although
now negative values are rejected at more than 3�.
Including the ratio of Lyman-� to SDSS power spectra
has a minor effect on � and moves the best fit of � to�0:2.

Assuming �< 0:58 at 2� we can derive an upper limit
to the coupling � introduced in Sec. II,

 �< 0:52 (27)

(at 95% C.L.). This limit is very weak when compared to
the cosmic microwave background limits [18], but it is
nevertheless interesting since it is independent and derived
uniquely from the growth rate at small redshifts.

VI. CONCLUSIONS

The search for useful parametrizations of the dark dy-
namics is important since as it has been shown several
times every parametrization introduces some arbitrariness
in the way data are analyzed [28]. In particular, with the
advent of models of dark energy based on modification of
Einstein’s gravity, we have become aware of many possible
trends, both at the background and at the perturbation level,
that are not easily accounted for with earlier parametriza-
tions. In this paper we introduced a generalized form of
parametrization of the growth rate that allows for a rate s �

1, i.e., faster or slower than the standard matter-dominated
growth. We showed that this parametrization is suitable to
model the fluctuation growth in coupled dark energy mod-
els and in scalar-tensor models.

We have analyzed the current data in search of observa-
tional constraints on �,�. Considering data from Lyman-�
and galaxy power spectra at various redshifts we have
obtained (rather weak) constraints on both parameters.
The best fit turns out to be very close to the �CDM
predictions. Many future experiments based on weak lens-
ing or baryon oscillations will be able to estimate the
growth rate and other fluctuation parameters with much
higher precision [21,29,30]. We expect therefore that the
constraints derived in this paper will soon be superseded by
much more precise ones and that new estimates of the
growth factor will help clarify the nature of dark energy.
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1 0.5 0 0.5 1 1.5 2 2.5
γ

0

0.2

0.4

0.6

0.8

1
L

FIG. 6 (color online). Marginalized likelihood for � (solid
line) and for �standard, i.e., fixing � � 0 (dashed line). The three
horizontal lines represent the 68%, 95%, 99.7% C.L. from top to
bottom.
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η
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0.6

0.8

1
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FIG. 7 (color online). Marginalized likelihood for �. The three
horizontal lines represent the 68%, 95%, 99.7% C.L. from top to
bottom.

TABLE II. Best fit and errors (marginalized over all other
parameters).

1� 2� 3�

� 0:00�0:28
�0:18

�0:58
�0:38

�1:1
�0:58

� 0:60�0:41
�0:30

�0:97
�0:49

�1:6
�0:74

�standard 0:60�0:34
�0:26

�0:77
�0:40

�1:4
�0:50
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