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Massive Yang-Mills theory based on the nonlinearly realized gauge group
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We propose a subtraction scheme for a massive Yang-Mills theory realized via a nonlinear representa-
tion of the gauge group [here SU(2)]. It is based on the subtraction of the poles in D — 4 of the amplitudes,
in dimensional regularization, after a suitable normalization has been performed. Perturbation theory is in
the number of loops, and the procedure is stable under iterative subtraction of the poles. The unphysical
Goldstone bosons, the Faddeev-Popov ghosts, and the unphysical mode of the gauge field are expected to
cancel out in the unitarity equation. The spontaneous symmetry breaking parameter is not a physical
variable. We use the tools already tested in the nonlinear sigma model: hierarchy in the number of
Goldstone boson legs and weak-power-counting property (finite number of independent divergent
amplitudes at each order). It is intriguing that the model is naturally based on the symmetry SU(2);
local ® SU(2)g global. By construction the physical amplitudes depend on the mass and on the self-
coupling constant of the gauge particle and moreover on the scale parameter of the radiative corrections.

The Feynman rules are in the Landau gauge.
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I. INTRODUCTION

With this work we outline a theoretical framework for
the explicit evaluation of the Feynman amplitudes of a
massive Yang-Mills theory in its perturbative loop expan-
sion. We propose a subtraction scheme for the divergences
at D = 4 and a robust set of symmetry requirements for the
vertex functional in order to guarantee stability under the
subtraction procedure, physical unitarity, and predictivity.

Quantization of non-Abelian gauge theories is a subject
with a long history in quantum field theory. The perturba-
tive treatment of non-Abelian gauge models was boosted
by the observation that the Yang-Mills action [1] can be
gauge fixed in such a way to guarantee physical unitarity
together with renormalizability by power counting (in the
absence of anomalies) [2,3]. The discovery of the nilpotent
Becchi-Rouet-Stora-Tyutin (BRST) symmetry [4] then
provided a powerful and elegant tool to study algebraically
the gauge theories and, in particular, physical unitarity to
all orders in the perturbative expansion [5]. The implemen-
tation of the BRST symmetry by the Slavnov-Taylor (ST)
identity [6] has boosted unexpected progress in quantum
field theory (see e.g. [7,8] and references therein).

As is well-known, within this framework a mass term for
the non-Abelian gauge field can be accounted for by en-
larging the physical spectrum. In fact the mass generation
through spontaneous symmetry breaking [9] in the pres-
ence of a linearly realized gauge symmetry requires the
introduction of (at least) one physical scalar field, known as
the Higgs field. Power-counting renormalizability is pre-
served under this extension [10].
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The latter field-theoretic paradigm has led to the ex-
tremely successful standard model of particle physics.
Still, the question of the origin of spontaneous symmetry
breaking remains to be elucidated from the theoretical
point of view, and the experimental evidence of the exis-
tence of a Higgs particle is still waited for.

This paper is devoted to the analysis of a different
approach to the subtraction of the divergences of the
massive Yang-Mills theory which relies on the use of a
nonlinearly realized gauge group through the introduction
of a flat connection. This strategy has been applied in [11-
17] to the four-dimensional SU(2) nonlinear sigma model.
There the flat connection was coupled to an external vector
source transforming as a background gauge field under the
local SU(2), left symmetry' which implements the SU(2);,
invariance of the Haar measure in the path integral.

The present approach can be compared with the infinite
mass limit of the Higgs model in the linear case. This has
been already done in the case of the sigma model in
Ref. [15]. The same conclusions about the absence of a
general criterion for an unambiguous removal of the
logM; parts apply here [16].

In a previous work [17] we found a very powerful
technique for integrating the functional equation derived
from the invariance of the path-integral Haar measure
under local SU(2); transformations. Our strategy in build-
ing a massive Yang-Mills theory is based on the same
technique. We use the gauge field A, and the nonlinear
sigma model field () to construct a bleached gauge field

a,,

'The left symmetry acts on the SU(2) element from the left. In
the following a global SU(2); symmetry will also be introduced,
acting on the group element from the right.
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which is invariant under SU(2), transformations. Notice
that each element of the 2 X 2 matrix is invariant. This
opens far too many possibilities than expected for con-
structing a gauge theory. In order to recover the classical
form of the massive Yang-Mills theory, we introduce some
more constraints. In particular we impose global SU(2),
invariance [invariance under local right SU(2) transforma-
tion would forbid a mass term]. By this requirement all
“right” indices are saturated, and consequently the number
of invariants is drastically reduced. This will not be
enough. Therefore we will impose other constraints, sug-
gested by our previous works on the nonlinear sigma
model. They are aimed at controlling the severe divergen-
ces due to the presence of the nonlinear realization of the
gauge transformations: weak power counting and hier-
archy. The first requirement controls the number of inde-
pendent divergent amplitudes, while the second guarantees
that the amplitudes involving the unphysical Goldstone
field (descendant amplitudes) are determined by the am-
plitudes of the ancestor fields (gauge fields, Faddeev-
Popov fields, composite fields associated with nonlinear
transformations, etc., i.e. most of the field content present
in a power-counting renormalizable gauge theory).

With this set of constraints we get a field theoretical
model in the Landau gauge which classically describes a
massive non-Abelian gauge field interacting with the
Faddeev-Popov (FP) ghosts and nonpolynomially with
the unphysical Goldstone bosons. We stress that the model
is BRST-, local SU(2); -, and global SU(2)g-invariant and
moreover it satisfies the necessary conditions for the va-
lidity of the weak-power-counting theorem. We prove that
the resulting equations for the 1-PI generating functional
(ST identity, local functional equation, ghost equation, and
Landau gauge equation) are valid for the amplitudes con-
structed in D dimensions by using the Feynman rules for
the loop expansion of the model (without any subtraction).
Moreover we demonstrate that minimal subtraction for the
limit D = 4 yields a consistent theory in terms of the
parameters of the tree-level effective action plus a mass
scale for the radiative corrections. The consistency of the
theory relies upon some essential facts: (i) the subtraction
of the divergences is achieved by local counterterms;
(i) the number of the independent counterterms is finite
at every order of the loop expansion (as a consequence of
the hierarchy property and of the validity of the weak-
power-counting theorem); (iii) the subtraction procedure
does not modify the defining equations; (iv) the validity of
the ST identity guarantees the fulfillment of physical uni-
tarity. The last point requires that the Goldstone bosons are
unphysical modes together with the FP ghosts and the
massless mode present in the Landau gauge description
of the vector field.

Moreover it turns out that all the external sources
coupled to composite operators, which are necessary in
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order to perform the subtraction of the divergences, are not
physical parameters. In particular K|y, the source coupled to
the order parameter field ¢, responsible for the sponta-
neous breakdown of the gauge symmetry, is not physical.
Furthermore the physical amplitudes do not depend on v =
(bo)-

The proof of physical unitarity (cancellation of unphys-
ical states) has been given in Ref. [18] both in the dia-
grammatic and in the operatorial formalism, under quite
general assumptions which are fulfilled by the subtraction
scheme discussed in the present paper. The question of
possible violations of the Froissart unitarity bounds [19,20]
that may occur at fixed perturbative order and the related
issue of resummation of the perturbative series will not be
dealt with here.

It is somewhat important to investigate the symmetry
properties of the counterterms by cohomological methods.
For this purpose we consider the ST equation and the local
functional equation at the one-loop level (the linearized ST
and local functional equations). The aim is to provide a
basis for the counterterms in terms of local invariant solu-
tions of these equations. These solutions are parametrized
by representatives of the cohomology of the linearized ST
operator on the space spanned by the local solutions of the
linearized functional equation [i.e. the variables bleached
by a procedure similar to the one used in Eq. (1)].

We have structured the paper according to the logical
sequence by which the requirements are imposed on the
field theoretical model. In Sec. II we construct the bleached
fields according to the nonlinear realization of the gauge
group. The presence of unwanted invariants suggests im-
posing the symmetry under global SU(2)y transformations.
In Sec. IIT the requirement of weak power counting is
imposed. In Sec. IV the ST identity is derived, and it is
shown that it is not sufficient to yield the hierarchy. In
Sec. V we exploit the invariance of the path-integral mea-
sure under local gauge transformations and derive the
functional equation which yields both the hierarchy and
the subtraction procedure for the D = 4 divergences. In
Sec. VI we consider the final setup of all the equations (ST
identity, local functional equation, ghost equation, Landau
gauge equation). In Sec. VII we prove that the unsubtracted
vertex functional satisfies all the defining equations in the
loop expansion. The structure of the equations suggests the
subtraction procedure for the limit D = 4. The equations
are shown to be stable after the introduction of the counter-
terms. In Sec. VIII we show that the whole set of identities
(ST identity, local functional equation, ghost equation,
Landau gauge equation) guarantees the hierarchy and
thereby that Goldstone boson amplitudes (descendant)
are fixed by the ancestor amplitudes. Section IX contains
the implementation of weak power counting to the con-
struction of the tree-level vertex functional I'© (massive
Yang-Mills theory). In Sec. X we discuss the properties of
the local solutions of the linearized equations, and we list a
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complete set of them compatible with the required dimen-
sions in the one-loop approximation. The conclusions are
in Sec. XI. Appendix A gives the Feynman rules,
Appendix B proves that ST identity is not enough in order
to impose the hierarchy among the ancestor and the de-
scendant amplitudes, Appendix C yields the proof of the
weak-power-counting formula, Appendix D lists the line-
arized ST transforms of the bleached variables, and
Appendix E is devoted to the proof of the vacuum expec-
tation value (VEV) independence of the physical ampli-
tudes by using an extended ST identity.

II. NONLINEARLY REALIZED GAUGE
SYMMETRIES

The introduction in the Yang-Mills theory of a flat
connection gives rise to a peculiar set of invariant variables
which can be conveniently described by making use of the
technique discussed in [17], which we will briefly summa-
rize here. It turns out that there are many more invariants
than in the usual approach based on SU(2) local invariance
mediated only by a vector meson. By adding extra fields
and, in particular, a flat connection, one gets more terms.
The usual field strength term is achieved not only by
requiring an invariance under a large group, noticeably a
global SU(2) beside the local SU(2);, but also by impos-
ing the weak-power-counting criterion. This last require-
ment will be dealt with later on.

We will consider a SU(2) gauge group and denote by
A, =A% the gauge connection. 7, are the Pauli
matrices.

The field strength of the gauge field A, is defined by

G, [A] = Ta— g4,

a,uv 2 y, - l[A,wAV] (2)

The nonlinear sigma model field () is an element of the
SU(2) group, which is parameterized in terms of the coor-
dinate fields ¢, as follows:

Q= %(% + iT,,), ota =1,
detQ =1, dF+ P2 =12

where v is a parameter with dimension equal one. We shall
find out that v is not a parameter of the model, because it

3)

can be removed by a rescaling of the fields qg, ¢o. The
SU(2) flat connection is

. Td
= lQa#Qf = a/-’v?’
) “
Fap. = ?(d)oa,u(ﬁa - a;ﬂf’o‘f’u + eubca#¢b¢5)-
The field strength of F,, vanishes since F, is a flat con-
nection:
G,,[F1=0. &)
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Under a local SU(2) left transformation U, = exp(ias %),

one gets
QI = ULQ,
Al, = U, AU +iULd,U].

Fl, = U F,U} +iU.a,Uf, ©

The nonlinearity of the SU(2) constraint in Eq. (3) implies
that the gauge symmetry is nonlinearly realized on the
fields ¢,, whose infinitesimal transformations are

by = v’ — P2

(D

6¢a = %d)Oafz + %eabc(ﬁbaé"
Sy = —ai b,

Under local SU(2), symmetry the combination A, —
F, transforms in the adjoint representation of SU(2).
Hence one can construct out of A, —F, and () a
SU(2),-bleached variable a, which is invariant under
SU(2); local transformations:

a, = ag, =014, - F,)0 = Q14,0 — o, 0t0.

®)

The SU(2); local symmetry is trivialized by the variable
a,, since any combination of a, and its derivatives is
SU(2); invariant.

One can also consider local SU(2)g transformations on
Q,

"

o

O =Qul, 9)
leaving A, invariant.
Then one finds that a,, transforms as a SU(2)g gauge
connection:

al, = Uga, U} + iUgd U} (10)

In the presence of a flat connection the interplay of left
and right symmetries with renormalizability properties
provides very restrictive constraints on the classical action.

In order to discuss this point we start from the Yang-
Mills action in the presence of a Stiickelberg mass term
[18,21]:

- faf
_ A(D 4 dex< Gy [AIGETA]
- F

M
g A

v M?
Gop 1G] + 53,

) ) (n

A is a mass scale for continuation in D dimensions.

Notice that the field strength squared of a, coincides
with the one of the gauge field A,,, (since a, is obtained
from A, through an operatorial gauge transformation gen-
erated by (}).
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S is invariant under local SU(2); symmetry (since it
only depends on a,,) and also global SU(2)g symmetry. It
is not invariant under local SU(2); symmetry, since the
latter forbids the Stiickelberg mass term because of the
transformation property given in Eq. (10).

Global SU(2); symmetry restricts to some extent the
number of independent invariants (all right indices are
saturated). We find it very intriguing that the symmetry
under global SU(2) transformations is necessary in order
to reproduce a massive Yang-Mills gauge theory. In fact
when one uses the present theory for the electroweak
model, the SU(2)z global symmetry plays the role of
custodial symmetry [22]. We stress that our approach
provides a natural justification of this property.

The implementation of the symmetries SU(2); local and
SU(2)x global is also of great interest. From Eq. (7) one
sees clearly that SU(2), global is spontaneously broken
since the vacuum expectation value of ¢ is nonzero. The
same conclusion is valid for SU(2)x global. Thus only the
symmetry generated by the vector currents (L + R) is
unitarily implemented and guarantees a global SU(2) sym-
metry for the physical amplitudes, while the symmetry
generated by the axial currents is spontaneously broken.
This is another striking difference from massive Yang-
Mills realized in the realm of power-counting renormaliz-
able theories [23], where the SU(2) local symmetry is
spontaneously broken in its global sector.

III. WEAK POWER COUNTING I

One should notice that global SU(2)z symmetry allows
for additional independent invariants which are also local
SU(2);, symmetric. For instance we have the following
independent Lagrangian terms of dimension: = 4

fd“xa#aa,,a“a;’, fd“x(aa)z,
fd“xaz, fd“xea,,cé#aa,,a’;af., (12)
fd“x(az)z, fd“xawaﬁfaavaz.

Thus the action S in Eq. (11) for D = 4 is not the most
general Lorentz-invariant functional with couplings of di-
mension = 0 compatible with local SU(2); and global
SU(2)g symmetry.

However, S is uniquely fixed by local SU(2); symmetry,
global SU(2); symmetry, and the requirement of the weak-
power-counting property. By this we mean that the number
of superficially divergent independent amplitudes is finite
at each order in the loop expansion. This property is
required to be stable under the procedure of subtraction
of the divergences. While the second part of the statement
requires some effort, after the subtraction procedure has
been given (see Sec. VII), the first part can be easily
established, under the assumptions discussed in Sec. IX.
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The proof of this central result requires extending the main
tool developed to deal with the divergences of the non-
linear sigma model, i.e. the hierarchy of the Feynman
amplitudes, to the case where the gauge bosons are dy-
namical (see Appendix C).

The weak-power-counting property limits in a substan-
tial way the number of independent coefficients associated
with the monomials in Eq. (12). One observes that each
monomial in Eq. (12) is a power series in the Goldstone
field (;/; and moreover it contains in some cases derivatives.
The number of derivatives in the Goldstone interaction
vertices is critical when one evaluates the superficial de-
gree of divergence of a graph. Appendix A provides some
relevant Feynman rules, and Appendix C gives the the
superficial degree of divergence of a graph with no external
Goldstone lines. In Sec. IX we prove that the number of
divergent ancestor amplitudes turns out to be finite only if
the monomials of Eq. (12) enter into the combination given
by the invariant (G4”)? and the presence of & is confined in
the Stiickelberg mass term.

IV. SLAVNOV-TAYLOR IDENTITY 1

In order to set up the perturbative framework we use the
Landau gauge.

The gauge fixing is performed by BRST techniques. The
BRST differential s is obtained in the usual way by pro-
moting the gauge parameters o to the ghost fields ¢, and
by introducing the antighosts ¢, coupled in a BRST dou-
blet to the Nakanishi-Lautrup fields B,:

s¢a = %¢Oca + %eabc(bbcm

s¢, = B,

$Ag = (D,[AIC),,
sB, = 0. (13)

In the above equation D ,[A] denotes the covariant deriva-
tive with respect to (w.r.t.) A,

(D [ADye = 6400, T €apcApy- (14)
The BRST transformation of ¢, then follows by nilpotency
sCy = —%eabccbcc. (15)

The tree-level vertex functional is

(D-4)
p sdex(EaaAa) + dex(AZMsAﬁf

t aspa + cascy)

ro—g+ A

AD—4)
=55 f dPx(B,9A, — 2,0, (D[Alc),)
+ [de(AZMsAff + pisp, + cisc,). (16)

In ' we have also included the antifields A w» @arand ¢
coupled to the nonlinear BRST variations of the quantized

fields.
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We can assign a conserved ghost number by requiring
thatA,,,, ¢,, and B, have ghost number zero; ¢, has ghost
number one; ¢,, Ay, and ¢; have ghost number —1; and
finally ¢} has ghost number —2. With these assignments
the vertex functional has zero ghost number.

The propagators derived from I'© are collected in
Appendix A. From Eq. (A3) one sees that the propagator
for ¢, goes to infinity like 1/p>. Since in S there are
interaction vertices with four ¢’s and two derivatives
(coming from the square of the flat connection), already
at the one-loop level there is an infinite number of diver-
gent amplitudes with an arbitrary number of ¢ legs. This
phenomenon is also present in the nonlinear sigma model
and has been widely discussed in Refs. [11-17].

In the nonlinear sigma model the way out is to make use
of the hierarchy principle [11] for the vertex functional, i.e.
to fix the ¢ amplitudes in terms of ancestor amplitudes
involving only the insertion of the flat connection and the
nonlinear sigma model constraint. This is achieved by
making use of the local functional equation expressing
the invariance of the path-integral Haar measure under
local SU(2); transformations. The number of divergent
ancestor amplitudes is in turn finite at each order in per-
turbation theory (weak-power-counting theorem) [12].

In the Stiickelberg model the situation is somehow dif-
ferent. The invariance under the BRST symmetry in
Egs. (13) and (15) can be translated into the following
ST identity:

ST© 5T
0)) —= D +
ST f d x(BAZM SAE
sr® 510
och bc,

ST 5T
8¢, 8¢,

STO
Btl ?> = 0. (17)

This holds provided that the following dependence on the
antifields of the tree-level vertex functional I'® is im-
posed:

8T ST 1
Paaa (D'U’[A]C)a, A ¢Oca + - Eabcd’bcc’
5A%, 54, 2 2
sT® 1
F = _EeabchCC' (18)

The ST identity for the full quantum vertex functional is
ST =0. (19)

In power-counting renormalizable theories the ST identity
is the tool to control the symmetry properties of the coun-
terterms and to prove physical unitarity. In the present case
it has some limitations; in particular, it does not imply the
hierarchy property. In Appendix B an explicit counterex-
ample is fully developed. Here we give a short and simple
argument. We want to show that at least one particular
amplitude, involving only one g{; field, cannot be obtained
by using Eq. (19) through the hierarchy mechanism. These
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one—dz field amplitudes can originate only from the relevant
term of the linearized Eq. (19):

STO o)
Pl S — ) 20
f Y5670 34,00 (20)

Let us consider a one-loop amplitude given by the inte-
grated monomial

ﬂl = deyAZ,u,cba'u¢ceabc~ (21)

The action of the linearized ST operator in Eq. (20) con-
nects linearly ¢-dependent amplitudes [such as the ex-
ample in Eq. (21)] to terms with no ¢ (hierarchy). We get

f e sTO 5
8pa(x) 6, (x)

- D, A%
= vfd XAy cpdtc €qpe -

dDyAZp,CbGM ¢cEabc

1 *
=5V /deAaMG“(cbcc)eabc . (22)

where dots represent terms with higher powers of (Z which

are irrelevant since we have to put qg = 0. Similarly the
monomial

‘/,ZL2 = ]dDyaMAZ,U,Cb(bceabc (23)
yields
sTO 5
dPx dPyorAL  cpd €pe
J 500 By | v et
= vdixaf‘AZ#cbcceabc.... (24)

Thus there is at least one amplitude that cannot be obtained
from the hierarchy procedure since
= 0. (25)

ST 6
dPx——— ——(2A, + Ay)
f 8a() 8, () T g
Thus the set of ancestor fields (elementary or composite)
has to be enlarged in order to fix completely the descendant

amplitudes, i.e. those involving one or more (;5 fields. This
will be done by using the functional equation that follows
from the invariance of the path-integral measure under
local gauge transformations.

V. LOCAL GAUGE TRANSFORMATIONS

In order to overcome the difficulties arising from the
absence of a hierarchy in the ST identity, we make use of
the local SU(2); invariance of the path-integral measure.
While the classical action in Eq. (11) is invariant under
local gauge transformations in Eq. (6), the gauge-fixing
term in Eq. (16) is not. In fact if we extend the gauge

transformations (6) to the ghost fields by
aca = Eabccbag: 65(1 = eabcéba{fr (26)

we get

045021-5



D. BETTINELLI, R. FERRARI, AND A. QUADRI
8Sgr = —AD_4dexa”a{;(x)(sDM[A]E)w 27

where use has been made of the fact that the BRST
differential s and the generator of infinitesimal gauge trans-
formation 6 are commuting operators

[s, 8] =0. (28)

In order to implement the gauge transformations properties
for the 1-PI vertex functional, we have to introduce a new
set of external sources coupled to the relevant composite
operators. Thus the tree-level 1-PI vertex functional be-
comes

D—4
F<O)=S+A2

s dex(Ea(?”A,m)

AD4
+

f dPx(VEs(D [A]D), + OL(D,[A]0),)

dex(A* SAY + Pisdo + Pisda

+ cisc, + Koo). (29)
|
or or
W(F) = dexag(x)<—8M m + eabL‘Vc,u, m —
1 6" or 1 or

2 5K, 8,

* *
+e€,.c.— + — (15
abcCe SCZ ) 0

5¢2 2 abL¢L 6¢b

The interlacing between the local functional equation in
Eq. (31) generated by the gauge transformations and the ST
identity will be treated in full detail in the next section.

We remark that the above equation contains a bilinear
term, which arises as a consequence of the nonlinearity of
the local gauge transformations. This term allows estab-
lishing the hierarchy procedure as in the nonlinear sigma
model [11,12,17]. The hierarchy tool allows getting all the
amplitudes involving at least one ¢ field (descendant
amplitudes) from those with no ¢ fields (ancestor ampli-
tudes). The boundary condition for this algorithm is pro-
vided by

or

—5K0 ) =v (32)

All fields and sources=0

[see Eq. (7)]. Since ¢, is not invariant both under left- and
right-SU(2) transformations, both are spontaneously bro-
ken by the condition (32), and only the SU(2)y is unitarily
implemented. The parameter v that spontaneously breaks
the symmetry is not a physical quantity. This can be seen at
the tree level in Egs. (29) and (30) where v can be removed
by the change of variables

" 8A
+ +e
abc¢c 5¢ eabc c 3-

__d)a
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This can be recasted in the following form:

D—4
1“<0>=S+A2

,[de(Ba(DM[V](AM - VM))a

AD—4
— &(D*[VID,[Al0),) + —

x f dPx®%(D,[A]0), + f dP (A%, AL

+ ¢6S¢0 + ¢Zs¢a + CZSCa + KO(/)O)- (30)

The gauge-fixing part can be interpreted as the background
gauge fixing [24] in the presence of the background con-
nection V,,

The tree-level vertex functional in Eq. (30) fulfills a
local functional equation which has to be preserved by
the quantization procedure (which includes the subtraction
of the divergences)

or or o' 1
+ EabcAc;Lm + Eachc 53 += K0¢a
o

or | o o0 e
€ - €
abc~cu 6®b,u abc

ap

€abcC c5 cp 5A*

5¢0) =0. 3D

IrO[4,,¢ ¢ v, B, IK;‘;, & v lgh v g v 1K, v]

-

F [ y72] E: Z_') (5) B; A* c* (;b (;b()) K()7 v]lv 1
(33)

or directly in Eqs. (31) and (32) where v also disappears
after one uses in I the substitution given in Eq. (33). The
rescaling of the field (Z has no effects on the physical
amplitudes. Also the effect of the rescaling on the external
sources ¢, and K, is null for physics. However, this
conclusion can be drawn only after the enlargement of
the ST transformations to the new variables (Sec. VI) and
the discovery that ¢ and K|, are not physical variables.
In the sequel we will explicitly use the hierarchy proce-
dure in the one-loop approximation by integrating the
linearized form of Eq. (31) as in Ref. [17]. Equation (31)
together with the ST identity will be our tool for the
symmetric subtraction of the divergences in the perturba-
tive expansion at the point D = 4 for dimensionally regu-
larized amplitudes. For that purpose we put in evidence the
linearized part of the above equation for future use both in
the recursive construction of the counterterms in the loop

expansion and in the integration over the variable ¢.
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o o o 0 o _ 0
Wo(l—‘( )) = dexaf;(x)<—8#m + €abcvcﬂ SVb# - BM 5Aalu + eubcAc/J, 5A + eachC(S—Bb + €abCCC6—Eb
8 1 5r<°> 1 5 1 T 5 8 8
+ —+ (=6 O.,—+ Ab, ——
€abcCe acb <2 ab o 5K0 abc¢ ) ¢ 2 5¢a 8K0 €abc cp 5®b,u €abc cp BAZM
- Ry - = re
€abcCe SCZ 2¢0 5¢Z 2 abc¢c 5¢b 2¢a 5¢0>
1 =t ST §T (=)
_ ! dPxal(x) _ (34)
2 j=1 [ ¢ 3K0 Bd)a
The requirement of the invariance under W, corresponds  where the matrix R, is given by
to the invariance under the local transformations .
WA, = (D, [A]aL)w WV, = (D, [V]ab),, Rpa =5 Tr(Qt7,Q7,)
1 22
Wiy, = d’oa + 2eabc¢bac’ (1 - 2¢_>5hu + zd) ¢b + 26, d’oj’c‘ (40)
v
WOBa = eachbaér b g
Wi, = e, pipal,  Woc, = € pecyal, This procedure allows to construct the bleached variables
WO® = 6abc®blua£" Ba, Ea, Ea, G)a;u AZM, ~*. (41)
WAz, = emel at,  Woch = eecyal,
0%ap = €abe 0€a ™ €abeCp e Moreover, since F,,, transforms as a flat connection under
W, P =— aﬁ i Wod: =—-ak akgs+— 1 eabc prak, local gauge transformations, .the comlbi.nations A, —_F “
and V, — F, both transform in the adjoint representation.
1 5F(0) ok, The corresponding bleached variables are denoted by a,
WK, = (35) - g
25 (;Sa and v,, and are given by
where a n Rbu(Abp, - Fb,u,)) v n Rbu(vh,u - Fbp,)’
W, = f dPxal(x) W, (x). (36) (42)

The action of ‘W, on the fields coincides with the one of
the generator of the local gauge transformations. In addi-
tion W) also acts on the external sources, as displayed in
the last four lines of Eq. (35).

The technique discussed in [17] can be used in order to
derive a set of bleached variables [in one-to-one correspon-
dence with the original ones appearing in Eq. (35)] which
are invariant under W,,.

We first notice that for any I = I, 5+, transforming in the
adjoint representation under the local gauge transforma-
tions in Eq. (6)

= ULIU{, (37)

its bleached counterpart = I, %
jugation w.r.t.

“ can be obtained by con-

I=0Q0. (38)

In fact 7 is invariant under local gauge transformations. In
components one finds
I,

= Rbalb’ (39)

Since Ry, is invertible, the change of variables leading to
the bleached variables in Egs. (41) and (42) is invertible.

We remark that all the bleached variables in Egs. (41)
and (42) reduce for ¢ = 0 to their corresponding ances-
tors. One could also consider the "W -invariant combina-
tion

Rya(Apy = Vi), (43)

but this would spoil the correspondence at ¢ = 0 with a
single ancestor variable.

According to Eq. (35) the matrix

W =y + idata
transforms as () under W,,. In particular the combination

Q1O = dody + dudi + i(dado — dyba
6abc¢z¢c)7a

(44)

is ‘W, invariant. This suggests introducing the bleached
counterparts of ¢ and ¢, as follows:
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~ 1
b= v—(¢0¢3 + ¢.b2),
P (45)

7 % 1 * * *

d)a = ;(Q{’o@ba - ¢a¢0 - Eabc¢b¢c)-

The normalization factor has been chosen in such a way

that at ¢ = 0 ¢ and ¢, reduce to ¢ and ¢, respectively.
Finally it can be proved by the same methods used in

[12] that the combination

%o 1 ( ;0 5¢a

is ‘W, invariant. Again the normalization condition is
chosen in such a way that K0|¢:O = K holds.

The use of the bleached variables will greatly simplify
the solution of the local functional equation (34), since in
these variables W, takes the very simple form

— ¢,

(IO 0)) (46)

o
W, = / AP L 5 @7)
where the invertible matrix {,;, is given by
gab = %¢05ab + %eacbd)r (48)

VI. SLAVNOV-TAYLOR II

According to the standard algebraic treatment given in
[25-27] the background connection V,,, is paired with the
classical ghost ©,, into a S, doublet [28,29]:

Sova# =0 S()@a,u, = 0. (49)

ap

This technical device allows guaranteeing that physical
observables are not modified by the introduction of the
background connection [26,27]. ¢, and —K|, pair as well
into a S, doublet:

PHYSICAL REVIEW D 77, 045021 (2008)

Under the assignments in Egs. (49) and (50) o in Eq. (29)
is also ST invariant. We remark that, since the source K of
the nonlinear constraint in Eq. (3) is the component of a S,
doublet, it is an unphysical variable (unlike in the nonlinear
sigma model). As a consequence the physical amplitudes
are not affected by the rescaling performed in Eq. (33), and
therefore they do not depend on v.

The ST identity in the presence of the new set of sources
is

oI’ oI o' oI' oI or
ST) = | dPx[— = - + —
0A,, 6Az ¢, 6¢, dc, dc,
or or or
+B,— + —— —Ky—=|=0. 1
“5¢, O SVip °5¢;;> 0 Ob
I' also obeys the Landau gauge equation
or’ AD 4
D#[V](A, 52
55~ VI =V (D)
and the ghost equation
ST AP~
= ( D [V] S+ D [A]@“) (53)
Cq a

which follows as a consequence of the linearity of the
gauge-fixing condition. In the background Landau gauge
a further identity holds, the antighost equation [30].
However, we will not make use of it in the present con-
struction since it cannot be generalized to different
Lorentz-covariant gauges.

The Eqgs. (51)—(53) are not independent. By taking the
functional derivative of Eq. (51) with respect to B and by
using Eq. (52), one obtains the ghost equation (53).

In the perturbative loop expansion we need to recur-
sively use Eq. (51) in order to extract the symmetric

. counterterms. This leads us to consider the linearized
Soby = —Ko, SoKoy = 0. (50)  version of the ST identity
|
SIr® grw — srO sTw 7O sT0 IO sT  sTO T STO ST
0A,, 6Ay 0A; 6A,, O¢, 6¢, OS¢, 8¢, oc, Oc, oc, Oc,
ST ST ST nzl, sT0) sTC=)  sTW §T=) TV §T0—)
+B,——+0,, - K, *>=—/de ( ,L - ) (54)
0¢, oV o0y = 0A,, 0Aq o, 0Od, oc, ©Oc,
[
S, is nilpotent. ST AD—4 ST I
The Landau gauge equation (52) yields in the loop 5¢, = e <_3M 5L, €abeVbp SAY Aiﬂ) (56)

expansion at order n = 1

ST

=0 55
55, (55)

i.e. the dependence on B, is only at tree level. Moreover
the ghost equation (53) yields at order n = 1

The above equation implies that I'"”) depends on &, only
through the combination

D4
A ap = Az,u + o (D/A[V]E)a- (57)
The use of A, instead of A},

transforms involving A,

simplifies the relevant S
. In fact one finds
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55 .
6Aap, - eabcchc,w

A 1 * 1 *
SOCZ = (DM[A]A,U,)H + Ed)()d)a - Ed’aﬁﬁo

SOAAZM =

1 £
- 5 Eabcd)z(ﬁc + €abcCpCe- (58)

With the transformation properties under S, given in this
section the only field that describes physical states is A ,.

The massless mode of AM (in the Landau gauge), the
Goldstone bosons, and the FP ghosts are unphysical and
are expected to give zero contribution in the physical
unitarity equation [18]. Moreover also the external sources
Auus Cas Dar bo, and Ky are unphysical. We stress once
again the surprising fact that the external source associated
to the order parameter field ¢, is not a physical variable.

The dependence on v of the 1-PI vertex functional can
be discussed by means of cohomological tools as shown in
Appendix E. This is achieved by introducing an extended
ST identity under which also v transforms into an anti-
commuting constant ghost 6. This extended ST identity
holds for the quantum effective action whose classical
approximation I‘(e?()t involves an additional 6-dependent
part. F§31 reduces for § = 0 to I'® in Eq. (30). The advan-
tage of this procedure is that it allows discussing the
dependence on v of the connected Green functions by
algebraic methods which are close to those developed in
gauge theories in order to discuss the dependence of the
connected generating functional on the gauge parameter
[31]. One finds that the connected Green functions of
BRST-invariant local operators are independent of v.
This is a rather remarkable result, since it shows that in
the present approach v is an unphysical mass scale.
Moreover one can derive an equation allowing control of
the dependence of the Green functions involving K in
terms of those involving the antifield ¢;. This reflects the
fact that ¢; and — K, form a S, doublet [see Eq. (50)]. In
this connection we remark that the issue of whether the
composite operator ¢, coupled to the external source K|,
is physical or not is a somewhat peculiar problem. By
standard cohomological arguments [28] it can be proved
that ¢ and Ky do not contribute to the cohomology of the
linearized ST operator S, (because they form a S, doublet
[28,29]). Since in the perturbation expansion of gauge
theories physical observables can be identified with the
cohomology classes of S,;, we conclude that K, is
unphysical.

VIIL. PERTURBATIVE SOLUTION IN D
DIMENSIONS

It is of paramount importance to establish whether
Egs. (31), (51), and (52) are compatible. For our purpose

PHYSICAL REVIEW D 77, 045021 (2008)

it would be very satisfactory to prove that the perturbative
expansion in the number of loops of the generating func-
tional of the 1-PI functions yields a solution of both
equations. This is indeed the case, and the proof of this
result is very close to the one already given for the non-
linear sigma model in Ref. [14]. Thus we will not repeat it
here. The Feynman rules are taken from the classical action
in Eq. (30) in D dimensions. A technical point should be
noted regarding the presence of massive tadpoles. In di-
mensional regularization they are nonzero, unlike in the
massless case. Therefore one should keep track of them.

Let us state here only the final formulas. In the present
section we perform a rescaling by a factor

AD—4)
Ap="m (59)
8
of the antifields A, ¢,, and ¢} and of the external sources
d)?)v K():

(A Car D D0 Ko) = Ap(AG, ciy du b, Ko) - (60)

so that the unperturbed effective action [(29) or (30)]
becomes

ro =g+ ADs]de(Eaa“AaM)
T A f dPx(VEs(D [A]D), + O(D,[A1),)

+Ap f dPxX(A%, AL + Bisbo + Pl

+ cisc, + Kyy). (61)

This rescaling is introduced in order to give D-independent
canonical dimensions to all the ancestor fields and sources.
It introduces however some A p-dependent factors both in
the local gauge functional equation and in the ST identity.
We shall account for this change, since it is important for
the subtraction procedure. Moreover we denote by

=10+ %710 (62)

i=1

the whole set of Feynman rules, including the counter-

terms. The local functional I’ collects all the counter-
terms of order /.

A. Local gauge equation

In generic D dimensions after the rescaling of Eq. (60)
the functional Z, generating the Feynman amplitudes,
obeys the equation associated with the local gauge trans-
formations
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5 5 Y 5 5 5 5
< a,u 6V + eubcvc,um + a,u,La - eabcLb,um - ahc‘lb 5]3 eahc nb% + eabcnbg

ADK o 1 0 1 P o 4 0 o 4 " o . ., O
——€ —te€ —+te€ € —
0 3K 2A a 5KO 2 abc™b 5K abc™~cu 5@17“ abctiep 5A* abcCc 56’2
+ = *
e T e
a 5f+ v ot ; T s sT Baf+ _5F+ sT
=ijl—-0,—t¢€ - € — t € €.pcC €upeCo=—
< " 5Va/_L abc ¥ cu avhp, " 5Aa,u abccp aAh,u, abcPc SB abctc 55}) abctc 5Ch
Ap 1 s o 1 sT ST sT ST
+ 2Ky, + —— — + = —t €Oy ——— F € AL, ——— + i
2 Od)a 2AD 5KO 5¢a 2eabc¢c 6¢b €abc cp 5@[)# €abc cpu 5AZM €abcCe 5cz
1 ol
+~ + €y Pl — = 63
2¢0 6¢Z zeubcd)c 5¢b d)u 5¢0> ( )
where the dot indicates the insertion of the local operators and the field sources are given by
or or or or or
Ly,=———7 K,=- JE=— = - g = < 64
ap A" a 5. d 5B, Na 5z MNa 5c. (64)

If no counterterms are present, then [' = T©_1In this case Eq. (63) proves that the unsubtracted amplitudes in D dimensions
satisfy the functional equation associated with the local gauge transformations. In fact I'®) is by construction a solution of
Eq. (31), and therefore the right-hand side (R.H.S.) of Eq. (63) is zero. On the other side, if counterterms are introduced,

they must obey the identity

st 8T ST 8T 5f 8T sT AD 1 &

— 0yt €upeVeu———— 0y =+ €apeAoy———+ €upe B —+ + 2Ky, +———

7 5V €abc cp 5V " 5Aa,u €abc cp 8Ab,u €abcDe SBb abc c 8_ €abcC 66 O¢a 2AD 5KO

ot L1 r 3f 8T Lof 1 s 1
X — 0 A, ——+ = "— —= =0. (65
6¢a abc¢c 545 €abc cpu 5@ €abe cu 8A4< €abcC C8CZ 2¢0 5¢Z 2 abc¢c 6¢h ¢a 5¢0 ( )
[

B. The subtraction procedure AT, (68)

Equation (65) is the tool used in order to construct the
counterterms necessary for the limit D = 4. Assume that
the subtraction procedure has been performed up to order
n — 1. Only the pole parts are subtracted by adopting the
counterterms structure

=1+ ApY f dPx MW, (66)

j=1

where the local polynomials M) in the fields and sources
have no D dependence apart from the poles in D — 4. At
order n Eq. (34) is then violated since the nth counterterms
are not present as they should be according to Eq. (65). The
violation is explicitly given by

1 "=lsr® §T0—D)

Wl + 5 Z 6K, ¢

1 ol 31"(1) 51“(”*/)
20 5 6Ky 8,

(67)

According to Eq. (66) the pole part M has to be
extracted from the normalized amplitude

By this normalization condition the R.H.S. in Eq. (67) is D
independent apart from the poles in D — 4 by construction
[as stated in Eq. (66)]. Then minimal subtraction on the
normalized amplitude (68) removes the breaking terms in
the R.H.S. In the left-hand side (L.H.S.) of Eq. (67) W, at
n > 0 contains no A, factor, and therefore the procedure
of subtraction [normalization according to Eq. (68) and
pure pole subtraction] does not modify the equation.

Further details about this subtraction procedure are in
Appendix D of Ref. [14].

Once again we stress our point of view that, by using the
freedom to introduce free parameters describing the gen-

eral solution AT™ of the homogeneous equation
Wo(ar™) =0, (69)

one would destroy the predictivity of the theory, since the
theory is not power-counting renormalizable and therefore
the new parameters appearing in the quantum corrections
cannot be reabsorbed by a redefinition of the constants
already present in the classical vertex functional I'¥). Our
subtraction prescription is based on a finite number of
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parameters. Therefore it is predictive and it can be experi-
mentally tested.

C. Comments on the subtraction procedure

Let us look closer into this subtraction procedure by
considering the dependence on A, of a generic amplitude.
The removal of the divergences requires the insertion of
counterterms. Therefore it is important to distinguish the
order in the # expansion from the loop number. A counter-
term M ® in Eq. (66) is of order /*. The vertex functional
can be graded according to the # power of the counterterms
included in the amplitudes (in D dimensions):

' = N

[k, (70)

'K has important properties that are discussed in
Ref. [14].

With the Feynman rules given by the ' in Eq. (61), the
propagators of the dynamical fields carry a factor Ap!,
while every vertex has a factor A, (including the counter-
terms). Since the number n; of topological loops for a 1-PI
amplitude is given by

nL:I_V+1, (71)

where V is the number of vertices (including the counter-
terms), then the factor is

AR, (72)

Therefore I'% carries an overall factor given by a power
of Ap, where the exponent is not given by the order in the 7
expansion but by the number of topological loops

rm = Z A(l;*’lL)F(n,k)

k=0

n
= AR S AT
k=0

Ap=1

(73)

Ap=1
where Aj can be set to one, by considering it as an
independent variable together with A and D:
D-4
g2 _ AD—4)
Ap

(74)

The power of A" of ¥ is given by

n=I~I—ZVU)(j—1)+1=I—V~I—1+k=nL~I—k,
=0

(75)

where V) counts the number of vertices of order #/ and k
is the total 7 power of the counterterms. In particular the
tree vertices are of order 7°. Also the coupling constant
enters in the amplitudes in a powerlike form (g2"~1),
since the subtraction procedure does not alter the depen-
dence on g.

PHYSICAL REVIEW D 77, 045021 (2008)

The complex dependence of the vertex functional from
Ap makes the subtraction procedure nontrivial. In the
iterative procedure of subtraction, where the counterterms
have been consistently used up to order n — 1, the 1-PI
amplitude I" (J) (where the subscript U reminds that the last
subtraction at order n has yet to be performed) has a
Laurent expansion

(o]

D> a(D -4y (76)

=M

(n) —

Iy =

Then the proposed finite part is given by the (D — 4)°
coefficient in the Laurent expansion of A(4*D)F(J). Le.

M

Z]— In(A)ia_,. (77)

While the counterterms are given by
21 . .
f XM (x) = ~g> S ~(~ In(A)(D — 4)
=k

M
X Z a,j(D - 4)71
Jj=0

Pole Part

- _gzzw 4)I<Z(J_l)'

X (— ln(A))(j*’)a,]). (78)
One can easily verify that the finite part for D = 4 of

Iy + Ap f dPxM" (x)

D=4

- AD<A—D e + f de.’]Vl(”)(x)>

1
= (o + [aem)
82<AD v

D=4

(79)

D=4
is indeed the expression given in Eq. (77).

D. Slavnov-Taylor equation

Now we examine the same items for the ST identity (51).
The ghost equation (53), being linear in I', poses no
problems.

As for the functional equation (63) associated with the
local gauge transformations, we state the relation between
ST identity and the equation for the counterterms
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o 5 K, 8 @, 8 &
f < AD 5A%,  Ap 8¢ Apoc, 8JE
P) )

+ 0, Ko |Z

®“”5va °5¢;;>

VA o of 1 ol of

] <AD SALL AL A, 04, 00,

RN AR AP AR LI WO

Ap 8¢ 8¢, e, MoV, °5¢;§> '

(30)

Thus the counterterms in perturbation theory must obey the

following equation:
|

PHYSICAL REVIEW D 77, 045021 (2008)
5f*(j) 5f*(n—j)

So(™) 56, od,

1 "= 1<3f"(j) 5f*(n—j)

Ap S\8A;, SAL

() s—J)
+5F oI’ ) 81

oc, bc,
As in Eq. (67) the nonlinear part of Eq. (81) fixes the

violation at n loops of Eq. (51) and therefore the imple-
mentability of the pure pole subtraction strategy.

E. Subtraction procedure and ST identity

After the subtraction has been performed at n — 1 order,
the nth order correction to the vertex functional obeys the
equation

L[ 1 /8T® s 61 § sTO § sTO § 67O § TO §
dPx| —|( == + + + —t——
f x[AD (BAZ# SAL  SAlL SA;, 8¢y 8, 3¢a 8¢E 8¢k e, e, 5c;>
S S STW) sT =) 5F(.i) ST=i  sTW §T0—J))
+B,—+0© - K e+ — [qP
“5¢, M8V, 05¢J Ap f d"x <5A* SAY 5¢; 8¢, 8¢, ock )
1 =l sT0 st=d  sT0) sf=0) sV 51’*('1#)
= -+ . 82
Ap Z(SAZM SAY 8¢ 8¢, B¢k e, ) (82)

In fact only after the introduction of the counterterm ['™ is
the ST identity expected to be valid by Eq. (80). The
missing counterterm can be replaced by the nonlinear
part exhibited in Eq. (81), thus yielding the breaking
term in the R.H.S. of Eq. (82).

A closer look at the L.H.S. of Eq. (82) shows that the
operator acting on I'™ does not contain A, and that the
last nonlinear terms involving I'V)(j < n) have no pole
parts by assumption. We now divide both terms by A, in
order to normalize the vertex functional in the L.H.S.
according to Eq. (68) and to remove any D dependence
in the R.H.S. apart from the pole in D — 4, in agreement
with the normalization of the counterterms in Eq. (66). The
subtraction of the poles from A,'T'™ leaves invariant in
form the L.H.S. of the equation, and the breaking terms are
removed. L.e. one recovers the ST identity for the sub-
tracted amplitudes at order n.

VIII. WEAK POWER COUNTING 1I

By making use of the functional equation associated
with the local gauge transformations, one can indeed es-
tablish a weak-power-counting theorem. The number of
independent ancestor amplitudes can be fixed by taking
into account the functional identities which are fulfilled by
the vertex functional I'. As we have already discussed, the
ST identity (51) is not enough to induce a hierarchy. The
Landau gauge equation (52) shows that the dependence on
B only enters at tree level (since the R.H.S. of this equation
is purely classical).

The ghost equation (53) fixes the dependence on c,.
Therefore the field ¢, can be neglected in the hierarchy
procedure.

The functional equation (31) will in turn fix the depen-
dence on the ¢’s. The ancestor amplitudes can correspond-
ingly be identified with those involving the ancestor

variables, i.e. all the fields and sources except the q’; fields.

The weak-power-counting theorem can be stated as
follows. The number of independent superficially diver-
gent amplitudes is finite at each order in the loop expan-
sion. These amplitudes involve only the ancestor fields and
sources. In particular, given a 1-PI n-loop graph G with N,
external A legs, N, external c legs, Ny external V legs, Ng
external O legs, Ng: external ¢, legs, N, external K

legs, Ny external ¢, legs, N4+ external A* legs, and N
external ¢* legs, the superficial degree of divergence of G is
bounded by

—2(Ng + Ny- + Ny: + New + N). (83)

Moreover this property is stable under minimal subtraction
in dimensional regularization. A detailed proof of this
result is given in Appendix C. From Eq. (83) we see that
at each order in the loop expansion there is only a finite
number of divergent ancestor amplitudes.

The above result relies on the assumptions discussed in
Sec. IX.

Our subtraction scheme is consistent and predictive. It is
consistent since the defining equations are stable under the
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subtraction procedure, and it is predictive because the
physical parameters are those of the zero-loop vertex func-
tional plus the scale of the radiative corrections (denoted in
the present paper by A). Uniqueness of the tree-level
vertex functional (see Sec. IX), as dictated by the symme-
tries and weak power counting, forbids additional terms.
Physical unitarity in the Landau gauge has been proved
under quite general assumptions [18], and it is based on the
ST identity (51). By weak power counting the number of
counterterms is finite at each order in the loop expansion
[see Eq. (66)]. The nth loop counterterms contain ancestor
monomials with dimension bounded by Eq. (83).

We finally notice that from Eq. (83) one can associate a
dimension (distinct from the canonical dimension) which
serves to establish the degree of divergence of a graph. This
allows establishing a grading in the local solutions of the
homogeneous equations for the counterterms [Eq. (87)].
This technique will be used in Sec. X for the construction
of a basis for the counterterms in the one-loop
approximation.

IX. UNIQUENESS OF THE TREE-LEVEL VERTEX
FUNCTIONAL

We are now in a position to prove the uniqueness of the
tree-level vertex functional in Eq. (29). The dependence on
the antifields is fixed by the boundary conditions in
Eq. (18). The dependence on B, and on the antighost field
¢, 1s determined by Eqgs. (52) and (53), respectively. The
local SU(2); symmetry is implemented through Eq. (31).
Then the ST identity in Eq. (51) fixes the dependence on
Va. and Ko, as well as on the ghosts c¢,. However, by
requiring global SU(2)g invariance there is still the free-
dom to add any global SU(2) invariant constructed out of
the bleached variable a,,, . This residual freedom is indeed
limited by the weak-power-counting theorem. For that
purpose we first notice that only invariants up to dimension
four in the A,,, variables are allowed by the UV behavior of
the A,, propagator. Such an argument is shared also by
power-counting renormalizable theories. This limits the
possible interaction terms to the set of invariants in
Eq. (12). Then the central idea of the argument is that
only (G,,,[a])? is independent of the fields é and ¢, in
a way already shown in Eq. (11). If any dependence on the
fields (2) and ¢ in the dimension four a, monomials in
Eq. (12) remains, then we get infinitely many divergent
graphs for the ancestor amplitudes already at one-loop
level (violation of the weak-power-counting rule).

First we notice that only the combination

dex(aﬂaa,,a“aZ — (9a,)?) (84)

is allowed by the requirement of the absence of negative
metric modes in the ¢, sector. In fact if we expand a,,, in
powers of ¢, according to Eq. (8) after setting the gauge
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FIG. 1. A weak-power-counting violating graph.

field A, u to zero, we find at the lowest order

4
dexaluaa,,&“aZ ~ ]de(aaaV ~ dexd)aDZQba.
(85)

We now notice that each of the invariants in Eq. (12), with
the exclusion of the mass term f d*xa?, contains vertices
with two A’s, two ¢’s, and two derivatives. These vertices
destroy the weak-power-counting bound in Eq. (83) since
they give rise already at one-loop level to divergent graphs
involving an arbitrary number of external A legs (see
Fig. 1) with superficial degree of divergence d(G) = 4.

By requiring that these interaction vertices vanish, one
finds that only the following combination is allowed (up to
an overall constant):

[ dxG,,,[a]G""[a]. (86)

This is a rather remarkable result. The tree-level vertex
functional in Eq. (29) (which embodies the Yang-Mills
action with a Stiickelberg mass term) is uniquely deter-
mined by symmetry requirements and the weak-power-
counting property. In particular, the symmetry content of
the model allows for the anomalous trilinear and quadri-
linear couplings in Eq. (12), but the latter are excluded on
the basis of the weak-power-counting criterion.

X. ONE LOOP

As is well-known there is no consistent theory of pure
massive Yang-Mills in the framework of power-counting
renormalizable field theory (i.e. physical unitarity is vio-
lated). The present formulation aims to overcome the
limitation of power-counting renormalizability and yet to
provide a consistent physical theory. This can be tested
already at one loop. In particular one can verify that the
conditions for the validity of physical unitarity are met and
moreover that the divergences can be consistently organ-
ized in counterterms which preserve the defining equations
(symmetric subtraction). Some one-loop calculations will
be published elsewhere. Here we provide a theoretical
analysis of the counterterms by means of the local solu-
tions of the linearized equations (65) and (81), which
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[together with the Landau gauge equation (52)] at one loop
take the form

6f‘(1)
6B,

W@ =0 S@Y)=0 =0. (87)
We want to provide a basis for the local solutions of
Eq. (87). The FP ghost number has to be zero, and more-
over the dimensions of the monomial must match those of
the pole part of the Feynman amplitudes. The analysis of

this problem is made easy by the fact that
[ Wi, Sol =0. (88)

This can be proved by the following steps: (i) The com-
mutator is either zero or of first order in the functional
derivatives; thus Eq. (88) needs to be checked only on the
fields and sources. (ii) On fields Eq. (88) reduces to
Eq. (28). (iii) In order to test Eq. (88) on the sources we
use the identities

Wol®) == [xat(Kud, ~ g

So(T0) = — [de<B

ST
9, )

5 B 5
40, —Ky—— IO,
8¢, M8V, 5¢>3>

(89)

Eq. (88) is used in order to construct the solutions of
Eq. (87). The solutions of

are constructed by using bleached fields. Then Eq. (88)
says that the ST transform of M also satisfies Eq. (90):

W o(Sp(M)) = So(Wo(M)) = 0. 1)

In Appendix D we explicitly realize Eq. (91) by showing
that the ST transform by S, of bleached fields and sources
remains bleached. The results are used here to perform the

|

A
8

]7 = SodiXTI‘(EZU’U’) =
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ST transforms on monomials that yield solutions of
Eq. (87) of dimensions equal or less than four. The output
of this calculation provides a basis for the counterterms at
the one-loop level. The invariants can be divided into two
classes: one depends only on the bleached gauge field a,,,
and the other is given by all possible Sj-exact local func-
tionals of dimension less than or equal to four. The first
class is given by

I, =]deTr8Ma,,8“a”, Iz=dixTr(8a)2,
I,=i / dPxT(d ,a,[a*, a")),
I,= ] dPxTr(a®) Tr(a?),

I =/deTr(aMa,,)Tr(a“aV), ]6=]deTr(a2).

92)
By explicit calculation one shows that
I,—1,-3I;+2I,—21s— M*I
= — dexTr[a“(DpGpM[a] + M?a,,)]
- g DA% .
= _WSOTrfd XA, a*; (93)

i.e. the invariants J, — I are linearly independent, but S,
dependent (cohomologically dependent). Moreover it
should be remembered that J; — J¢ can be linearly com-
bined to reproduce [d”x(G,,,)?*, which is independent
from J) Thus one of the invariants out of J; — I can be
discarded in favor of the squared field strength. This has
some advantages if one projects to amplitudes involving
the Goldstone d; field.

The second class contains the Sy-exact local functionals

D—4 I 2
] / dPx TH{v*(D?G,,[a] + M?a,)] - / dPxTr(ALOM) + f dPxTrA (DH[]),

Iy = 30[ f dPxTr( (S, Tr(fl*))} — f dPA[(Tr(R))? — (Tr(@Q))? + 2i Te(R) Tr(¢0)]

I, =8, [ dPxTH( Q) Tr(a?) = —i f dPx Tr(E0") Tr(a?) — f dPx Tr(R) Tr(a?),

Ty =S, [ dPx Tr(eG) = [ de<Tr((Du[a]2;)a) - ﬁ Tr(@)1) + % THE e, 5})),

I,=58, f dPxTr(Q) = —i f dPxTr(eQ*) — f dPx Tr(K). (94)

The last invariant, J;, although of lower dimensions, has been included for a possible use in gauges different from

Landau’s.

At the one-loop level the weak-power-counting criterion fixes the upper bound for the dimensions of the local invariants.
On the basis of this argument we have omitted invariants like
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So f dPxTr(Q*K) = f dPxTr([(—icQ* — KIK + iQ*¢K)
= — f dPxTr(ic{Q, K} + K?),  (95)

since it has terms of dimension five according to the
counting of Eq. (83).

XI. CONCLUSIONS

A consistent theory of massive Yang-Mills can be for-
mulated in spite of the fact that the starting set of Feynman
rules corresponds to a power-counting nonrenormalizable
theory. Consistency is based on the existence of a subtrac-
tion scheme for the divergences which does not alter the set
of defining equations. Physical unitarity, locality of the
counterterms, a finite number of subtractions at each order
of the loop expansion (more correctly: expansion in #), and
a finite number of physical parameters are essential prop-
erties of the procedure of subtraction. The symmetry of the
model is the gauge group SU(2) left (local) ® SU(2) right
(global). Moreover BRST invariance is enforced in order to
guarantee physical unitarity. The managing of the diver-
gences is based on techniques already tested in the non-
linear sigma model: hierarchy, weak power counting, and
dimensional subtraction on properly normalized 1-PI am-
plitudes. The spontaneous breakdown of the global axial
symmetry is via a vacuum expectation value which has no
physical significance. The global vector symmetry remains
unitarily implemented.

APPENDIX A: FEYNMAN RULES

In order to fix the Feynman rules we find it convenient to
use the tree-level effective action (61) instead of the origi-
nal form in Eq. (30). By this choice both the local func-
tional equation (31) and the ST identity (16) acquire an
explicit dependence on A, = AP~*/g? (as discussed in
Sec. VII).

The advantage resides in the fact that with the rescaled
effective action (61) the dependence of the 1-PI amplitudes
on Ap can be easily traced: any n;-loop amplitude con-
tains A;)_"L as a factor [see Eq. (73)]. Then one can discard
any dependence from Ap in the intermediate steps and
recover it at the end of the calculations. In particular when
one evaluates the counterterms, the prescription (68) re-
quires that at any loop order the amplitudes must be
normalized by the prefactor A*~?, before the subtraction
of the poles [see Eq. (77)]. On the other side, if physical
matrix elements are required, the normalization of the
asymptotic states has to be taken into account. Thus at
the tree-level approximation, one gets for physical

S-matrix elements
SA]-UANA = gNAWXI..AANA’ (Al)

where W/fl 4. denotes the connected amputated Green
Ay,
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function with physical polarizations inserted on the gauge
boson legs Ay, ..., Ay, .

A

The quadratic part in the quantized fields of I'®) (where
Ap has been discarded) is

1 M? 2 2
[de<_Z(a,U«AaV - aVAa,u)z + _<Aa,u B ;al’«qﬁ“)

2
+ B,0A, — EaDca>. (A2)
It is straightforward to get the propagators
_ —i p,u.pv
My = 7 <g;w - 7)«5“;,,
)
i ve 1 Pu
Bt =33 20 Bean = r0w o
.V i
B, = ~igs Bas = 3%
ABan = O’ AAau¢b = 0

APPENDIX B: ABSENCE OF THE HIERARCHY
BASED ON SLAVNOV-TAYLOR IDENTITY

At one-loop order the ST identity in Eq. (19) reads

sT® sTM 57O sTM
roy = [ d° +
SoT™) f x(éA;;M SAF " 5A,, 0AL,

STO sTM  sTO sTMD  sTO sTM
+ + +
8¢y 8¢, O, 8¢, bc, bc,
sr® sT) srw
+ —+B,— | =0.
6c, Och o¢,

In order to show that Eq. (B1) does not uniquely fix the
dependence on the ¢’s once the amplitudes involving all
the remaining variables are known (absence of the hier-
archy), we will construct two different solutions, J and I/,

of Eq. (B1) which coincide at ¢, = 0.
For that purpose we notice that

7= 50< f dPx(AL, + aMEa)AQ‘>

(B1)

éS . _
= [dl)x<Aale —(As, + aﬂca)a”ca> (B2)

is Sy invariant due to the nilpotency of S,. Nilpotency
holds as a consequence of the tree-level ST identity in
Eq. (17).

At ¢ = 0 I reduces to

AD—4
Iyp= ][?(—aﬂAm&“Ag + (0A,)?
— B€upc0, A AL AL — (AD? + A AN A LAY

+ M?AZ,) — (A5, + aﬂéa)a#ca} (B3)
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We now set

Soba = Qupc, = Gdodap + S€ucrd)ch. (B4)

The matrix (), is invertible due to the nonlinear constraint
in Eq. (3). Let us now replace in the first two lines of
Eq. (B3) 9, with the covariant derivative w.r.t. F,,. We
substitute A,,, with the combination /,, = A,, — F,,.
Moreover we make separately S, invariant the last line
of Eq. (B3) as follows:

D—4
r= f [A 5 (=(DIF1,1,) (DIF1“1"), + (D[FII);
8

- 36abc(D,u,[F]IV)algIé} - (12)2 + Ia,ulglavlg

+ M) + Sol(A), + 9,8,)0%(Q,) ¢p)]} (B5)

By construction I’ is also S invariant. Moreover at ¢ = 0
T and I’ coincide, as can be easily checked by noticing that

SO((AZ,U, + a,uéa)a#(ﬂc:pl d)p))
= SO(AZ,M + apc(_:a)a'u(ﬂt;pl ¢p)

— (AL, + 9,C,)0%c,. (B6)

However, T and I’ differ in their ¢-dependent terms.
Let us consider for instance the sector A*c¢. By using
integration by parts, a basis of monomials involving just
one derivative is given by €,,, A, P, €4pcAny ¥ Crd,.
We project on the latter monomial. The only term contrib-
uting to this monomial in I’ is

2

;Az,u Gahca'ucbd)c" (B7)

On the other hand, there is no similar contribution in I
(since in I Ay, does not couple to the ¢’s).

This means that we have found two different S, invar-
iants with the same ancestor amplitudes. This gives an
explicit counterexample showing that the ST identity is
not sufficient in order to implement the hierarchy principle.

APPENDIX C: PROOF OF THE WEAK-POWER-
COUNTING FORMULA

In this appendix we prove the power-counting formula in
Eq. (83).
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Let G be an arbitrary n-loop 1-PI ancestor graph with /
internal lines, V  vertices, and a given set
{N4 N., Ny, Ng, Ny, Niyy Nz, Nav, N_} of external legs.

By Eq. (A3) all propagators but those involving the field
Bbehave as p~2 as p goes to infinity, while those involving
B behave as p~!. Let us denote by / the number of internal
lines associated with propagators which do not involve B,
and by Iy the number of internal lines with propagators
involving B. One has

[=1+1I (Cl)

According to the Feynman rules generated by the tree-
level vertex functional in Eq. (29), the superficial degree of
divergence of G is

d(G) =nD =21 = Iy + Vaap + > Vg
k

+ 2> Vi + Veea + Veer- (C2)
k

In the above equation we have denoted by V4,4 the number
of vertices in G with three A fields, with V4« the number

of vertices with one A and k ¢’s, and so on. By using
Eq. (C1) we can rewrite Eq. (C2) as

d(g) =nD —2I + IB + VAAA + ZVA¢k
k

+ 2> Vi + Veea + Veey- (C3)
k

Moreover, since B only enters into the trilinear vertex
Fg){?vhﬂ A, the number of BVA vertices must coincide
with the number of propagators involving B:

Ig = Vpya. (C4

The total number of vertices V is given by

V ="Vaar T Vaaaa + ZVA‘M + Zv¢k T Vaya + Veea
% X
T Veev + Veeva + Veaao + Vrge + qubf,(bkc
X

+ Vaae ¥ Veree + ZVK0¢k’ (CS)
k

Euler’s formula yields
I=n+V-—1 (Co)

By using Egs. (C4)—(C6) into Eq. (C2) one gets
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dG) =D —2)n+2+ 1z = Vasa — ZVA¢k = Veea = Veev
3

- 2|:VAAAA T Veva + Veeva + Veag + Vgrge + 2V¢Z¢kc + Vasae t Veree T ZVK0¢ki|
T T

=D =2)n+2 = Vypy — ZVA¢k = Veea = Veev = Viya
%

- Z[VAAAA + Veeva + Vaaa + Vogrge + D Vargre T Varae + Veree + ZVKDqﬁ"}'
X X

Clearly one has

Vean = No, Vrpe = Ny, Varae = Nas,
Veree = Ne, §V¢;¢’fc = Ng:» (C8)
Z‘VKOW‘ = Nk, Veev + Vaya + Veeva = Ny.
Moreover
Vaaa t zk:VA¢k T 2Vaaaa + Veea
(C9)

+ VEL'VA + ZV¢Z¢kC = NA + NC.
k

In fact the quadrilinear vertex V4444 can give one or two
external A lines.

By using Egs. (C8) and (C9) into Eq. (C7) we obtain in a
straightforward way the following bound:

dG =(D—2n+2—Ny—N.— Ny — Ny

—2(Nq + Ny + Ny» + Neo + Ng)). (C10)

This establishes the validity of the weak-power-counting
formula.

APPENDIX D: S, TRANSFORMS OF THE
BLEACHED VARIABLES

In this appendix we derive the S, transforms of the
bleached variables. For that purpose it is useful to work
in matrix notation.

The S, transform of () in Eq. (3) is

Soﬂ = iCQ, (Dl)
where
r
=c, 2. D2
) (D2)
Moreover
Soc = %{c, c}. (D3)

It follows by direct computation that the bleached partner
of ¢

¢=QtcQ (D4)

(C7)

[

transforms as follows under Sy:

Sof = — é{a & (DS)

a, in Eq. (8) is S invariant. On the other hand the S,
transform of

Ta
Un T Vo

=Qf(v, - F,Q (D6)

yields
Sov, = 1O, —D,[VI)Q =06, - D,[v]é, (D7)
and
S0, = —i{¢, 0} (D8)

We now move to the study of the antifield-dependent
sector.
For that purpose we first evaluate the S variation of

Ay =4, % (D9)
and get according to Eq. (58)
S 65 Ta 2 Ta
SOA,LL = 5Aa,u, 3 - EabchAcp.E
AP~4 T T
= DPGg, 2+ M* Ay, — Fap) -2
g2 |: apu 2 ( ap a ) 2:|
+ i{c, AL} (D10)

We need to express the R.H.S. of the above equation in
terms of bleached variables. The bleached counterpart of
A* s

"

AT, = QfALQ. (D11)
The transition from A, to the bleached gauge field a,, is
achieved by means of a SU(2); gauge transformation of
parameters {):

A, =Qa, 0" +i00,0% (D12)
Since the terms between square brackets in Eq. (D10)
transform in the adjoint representation under SU(2); gauge
transformations, we get, by taking into account Egs. (D4)
and (DI11),
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R AD—4
SoA, = p Q[D*G,,la] + MQaIM]QJr
+ 045 A0t (D13)
and finally
Kk AD74
SoA, = (DG, la] + MZaM]. (D14)

I g2

The matrix 1" in Eq. (44) has the following S trans-
form

8T

809* = _Ko + l—5¢a Ta = _(KO + iKaTa) = _K,
(D15)
where we have introduced the notation
STO©
K, =—- . D16
= e (D16)

Under local left multiplication K transforms as €} [12]. The
bleached counterpart of {1* is

Q* =010 (D17)
Its S transform gives
SoQ* = —i0tcQ* — Otk = —ieQ* - K
SoK = —icK. (D18)
Finally we consider the S variation of
¢ =cla (D19)

2

It is convenient to rewrite the couplings between the anti-
fields (¢, ¢7;) and the BRST variations (s¢g, s¢,) in
Eq. (29) in the following way:

[@xtisso+ disdo) = [ r@y50)

1
=dex§ Tr[(Q*)Tica% }

(D20)
One finds
By STO T,
Soc” = Sc, 2

Tq

— DH{AJA; — Tr[(n*)f TZQL —i[¢", ]

— Q(DH[alAl)0t - % Tr[(ﬂ*)TQT %Q}%

—iQ[e, ¢t (D21)
Then we consider the S variation of
¢ =0te"Q, (D22)
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and we get
- X i ~ T, Ty
Soc" = (D*{ald,) — 5 Tr[(ﬂ ot ?Q}QT “q.
(D23)

Since the matrices T, = Q1 5} are unitarily equivalent

to the Pauli matrices, the bleached matrix (Q*)T can be
decomposed as follows:

QHt = %Tr[(ﬂ*)T]l + 2T ()T 1T .
And thus finally the R.H.S. of Eq. (D23) can be rewritten as

(D24)

Soe* = (Dr[a)AL) — :i(ﬂ*ﬁ + é T (D25)

The results of this appendix are quite remarkable. The
Sptransforms of bleached variables are bleached. The So
transform of the bleached antifield AZ is the equation of
motion of the original Stiickelberg action S in the bleached
gauge field a, [see Eq. (D14)].

APPENDIX E: DEPENDENCE ON v

In this appendix we derive an extended ST identity
allowing control of the dependence of the Green functions
on v through cohomological methods. For that purpose we
allow v to transform under ST differential S, according to

Sev=10  S=0 6 =0 (ED

The ST identity (51) is then modified to
o' oI o' oI o' oI'
ST) = | dPx|— -+ +— —
0Ay, 8Aa 8¢, 8¢, Oc, Oc,

sT oT sT oT
is T O Ky 5|+ 0-—=0.
8¢, 8V Sy

+ B
Jv

(E2)
The effective action at the tree-level '@ [(29) and (30)] is a

solution of the above equation only after adding an extra
term dependent on v and 6:

AD—4
=5+ j dPx(B,(DMVIA, — V,),

D—4

Agz j AP0 (D [ATE),

—¢,(D*[VID,[Alc),) +
+ f de<AZ,LsA$f + g5+ Bisda

- .0 L0
+cgsc, T Koo + d’o;(ﬁo"' ¢a;¢a>- (E3)

Now we can discuss the dependence of the physical am-
plitudes from the parameter v. For this purpose it is con-
venient to introduce the connected generating functional W
[we use the same notations as in Eq. (64)]
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wW=T+ f d’x(L,, A% + K,p, + JEB,

+ naéa + ﬁaca * (E4)
The ST identity for W reads

ow ow ow oW

SW)= [ d®x( Loy~ Koz — Tlacs— <5
(W) f X< wsar,  Kgge ™ Mages 58N

ow oW aw

+0,,—Ky—=|+6—=0. E5
H SV °5¢3> dv )

This equation can be used in order to study the dependence
of the Green functions on wv. In particular let
Bi (x),..., B (x,) denote a set of additional external
sources coupled to BRST-invariant local operators
0, (x1),..., 0, (x,). By differentiating Eq. (E5) w.rt. 0
and B(x;), ..., B(x; ) and by setting all sources (collec-
tively denoted by ¢) to zero, one gets

J oW
v 8B, (x1)...8B; (x,) | =0

= 0; (E6)
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i.e. the Green functions of the operators O;(x;) are v
independent. Moreover by differentiating Eq. (ES) w.r.t.
6 and K, we get

9 oW
dv 5Ko() | 1o

K2 ow
20 3¢3(x) {:0'

(E7)

This equation is a consequence of the fact that ¢ and — K|
form a S, doublet [see Eq. (50)]. We remark that a device
technically similar to the one adopted here (pairing of v, 8
into a Sy doublet) has been used in the context of gauge
theories in order to discuss the dependence on the gauge
parameter. However, we stress an important difference: in
the present case the dependence on v is not confined to the
BRST-exact sector of the tree-level vertex functional, since
it also enters through the combination % in the Stiickelberg
mass term and in the term Ky¢, of (E3). Therefore v
cannot be identified fout court with a kind of gauge
parameter.
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