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I. INTRODUCTION

Coulomb gauge Yang-Mills theory (and by extension
quantum chromodynamics) is a fascinating, yet frustrating
endeavor. On the one hand, Coulomb gauge offers great
potential for understanding such issues as confinement
[1,2]; on the other, the intrinsic noncovariance of the
formalism makes any perturbative calculation formidably
complicated. Many approaches to solving (or providing
reliable approximations to solving) the problems in
Coulomb gauge have been forwarded. Recent among these
are the Hamiltonian approach of Ref. [3], based on the
original work of Christ and Lee [4]. A lattice version of the
Coulomb gauge action also exists [5], which has led to
numerical studies, for example, Refs. [6]. Functional meth-
ods based on the Lagrangian formalism have also been
considered, especially within the first order (phase space)
formalism [1,7] and most recently, one-loop perturbative
results for both the ultraviolet divergent and finite parts of
the various two-point functions have been obtained [8].
Similar results were previously obtained for the gluon
propagator functions under a different formalism (using
the chromoelectric field directly as a degree of freedom and
without ghosts) and using different methods to evaluate the
integrals [9].

In this paper, we consider the (standard, second order)
functional approach to Coulomb gauge Yang-Mills theory.
We derive the Dyson-Schwinger equations and Slavnov-
Taylor identities for the two-point functions that arise in
the construction and using the techniques of [8] we present
results for the one-loop perturbative dressing functions.

The paper is organized as follows. In the next section,
the functional formalism used is described. Section III
concerns the decomposition of the functions used. The
(nonperturbative)  Dyson-Schwinger equations and
Slavnov-Taylor identities relating the various Green’s
functions are derived in Sec. IV. In Sec. V, the one-loop
perturbative results are obtained. Finally, there is a sum-
mary and outlook.

II. FUNCTIONAL FORMALISM

Let us begin by considering Coulomb gauge Yang-Mills
theory. We use the framework of functional methods to
derive the basic equations that will later give rise to the
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Dyson-Schwinger equations, Slavnov-Taylor identities,
Feynman rules, etc. Throughout this work, we will use
the notation and conventions established in [7,8]. We
work in Minkowski space (until the perturbative integrals

are to be explicitly evaluated) with metric g,, =

diag(1, —1). Greek letters (w, v, ...) denote Lorentz indi-
ces, roman subscripts (i, j, ...) denote spatial indices and
superscripts (a, b, ...) denote color indices. We will some-
times also write configuration space coordinates (x, y, ...)
as subscripts where no confusion arises.

The Yang-Mills action is defined as

1
Sym = fd4x|:—ZFwa‘””}

where the (antisymmetric) field strength tensor F' is given
in terms of the gauge field Aj;:

2.1

Fo, = 9,A% — 0,A% + gfPcAL A, (2.2)

In the above, the f*¢ are the structure constants of the
SU(N,) group whose generators obey [T¢, T?] = 1feb<T¢.
The Yang-Mills action is invariant under a local SU(N,.)

gauge transform characterized by the parameter 6%:
U, = exp{—164T"}. (2.3)

The field strength tensor can be expressed in terms of the
chromoelectric and chromomagnetic fields (o = A?)

E* = —904 — Vg + gf“b”AbUC,
B¢ = €,[V,A¢ — L abCA?Ai]

4

(2.4)

such that Syy = [(E* — B?)/2. The electric and magnetic
terms in the action do not mix under the gauge transform
which for the gauge fields is written

- t_ ! t
A,— A, =UA,U; —g(aMUX)Ux. (2.5)

Given an infinitesimal transform U, = 1 —10¢T¢, the
variation of the gauge field is

8A4 = —éf)ﬁ;‘ec

where the covariant derivative in the adjoint representation
is given by

(2.6)
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Dyc = 6%a, + gfcAb. (2.7)
Consider the functional integral
Z= ]fDCD exp{iSym} (2.8)

where @ denotes the collection of all fields. Since the
action is invariant under gauge transformations, Z is diver-
gent by virtue of the integration over the gauge group. To
overcome this problem we use the Faddeev-Popov tech-
nique and introduce a gauge-fixing term along with an
associated ghost term [10]. Using a Lagrange multiplier
field to implement the gauge-fixing, in Coulomb gauge

(6 ‘A= 0) we can then write

7= [ D® exp{iSym + 1Sy, (2.9)

Spp = fd“x[—x\”% CAC — gy - ﬁabcb].

The new term in the action is invariant under the standard
BRS transform whereby the infinitesimal gauge parameter
0¢ is factorized into two Grassmann-valued components

4 = ¢%6A where §A is the infinitesimal variation (not to
be confused with the colored Lagrange multiplier field A?).

The BRS transform of the new fields reads
|
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oct = l/\“5);
8

Sc = —Lfabecbeesa 614 =0.

(2.10)

It is at this point that this work diverges from Ref. [7] in
that we remain here within the standard (second order)
formalism. By including source terms to Z, we construct
the generating functional, Z[J]:

Z[J] = jD(I) exp{iSym + 1Sy, + 18} (2.11)

where
S, = fd“x[p“o"‘ + J% A + cint 4+ nct + £904]

(2.12)

It is convenient to introduce a compact notation for the
sources and fields and we denote a generic field ®, with
source J, such that the index « stands for all attributes of
the field in question (including its type) such that we can
write

S, =J,0, (2.13)

where summation over all discrete indices and integration
over all continuous arguments is implicitly understood.
Expanding the various terms we have explicitly

1 1

: 1 1
+ gfP[—(3pADAL o — (Via)Ab o + (V,ADALAS] + g2 f7P° ffde[EAf’(r“Af-’a" - ZA,.bAjA?AjH. (2.14)

The field equations of motion are derived from the
observation that the integral of a total derivative vanishes,
up to boundary terms. The boundary terms vanish,
although this is not trivial in the light of the Gribov prob-
lem [2] (the reader is directed to Ref. [7] and references
therein for a discussion of this topic). Writing S = Sy +
S¢p, we have that

o
= +18,). :
0 ffD(I) 51D, exp{iS +18,} (2.15)

The explicit form of the field equations of motion is given
in the appendix.

In addition to the field equations of motion, there exist
identities derived by considering the BRS invariance of the
action (these eventually form the Slavnov-Taylor identi-
ties). The BRS transform is continuous and we can regard
it as a change of variables in the functional integral. Given
that the Jacobian of such a change of variables is trivial and
that the action is invariant, we have that

[
ozfz)cp‘S

5150 exp{zS +1S, + 155;}5;\:()

1
= /fD@exp{lS + ISs}fd“x[—p“agc“ + fabepaghce
8
1 be Ja Ab 1 U abeza b
—=J¢V,;c? + fTIA cC +— A + Ef" ‘nlc cci|.
8 8

(2.16)

So far, the generating functional, Z[J], generates all
Green’s functions, connected and disconnected. The gen-
erating functional of connected Green’s functions is W[J]
where

Z[J] = "V, (2.17)
We define the classical fields to be
1 1 67
b, == | DOD =— . 2.18
« Zf wexpIS = 2 2.18)

The generating functional of proper Green’s functions is
the effective action, I', which is a function of the classical
fields and is defined through a Legendre transform of W:
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I[®] = W[J] - iJ,P,,. (2.19)

We introduce a bracket notation for derivatives of W with
respect to sources and of I' with respect to classical fields
(no confusion arises since the two sets of derivatives are
never mixed):

oW or
<l'la> - T‘]a: <lq)a>

-2 2.2
51D, (2.20)

J

(1AY) =
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It is now possible to present the field equations of motion in
terms of proper functions (the Dyson-Schwinger equations
are functional derivatives of these equations). Using the
results listed in the appendix we have:

—[6:;05, — 8,V + Vi,V JA% — 90,V ot + Vi, A + g fobe [d4yd4230x5(y = x)8(z — X)W hips) + A% of]

1

— gffe f d*yd*z8(z — x)V . 8(y — 0)[(plipl) + (ism]) + olot + &)

+ gf“bc [d4yd41[5ij5(2 — 1)V, 6@y —x) + 5jk5(y -0V, 6(z —x) — 5kivjx6(y —x)8(z — x)]

X [IB0TE) + A AL T+ g2fFec fe[(up&alipe) + oSuIdaps) + oS(pSuTd) + Alliptaps) + oSA% o¢]

y

1 . . . .
— Zngbeffde Bjkail[ﬁgcseh((sabadz + 6ad5bz) + 5bg5dh(5acaez + Baeacz)]

X [I§aTiadi) + AS Gt adl ) + A G5 + AR QIS adl ) + AS ALLATL (2.21)
(109) = =90,V AL — V2ot — gf/he f d*yd*z8(z — )90,8(y — D[y + ALAL]
+ gfe f d*yd*2[V; 8(y — x)8(z — x) + 8(y — 1)V, 8(z — 0 5108) + A} o]
+ g2frbafrde[ gl agdipey + AL (Jdipe) + a(baJdy + A Il ips) + AL A o], (2.22)
{
ay = _V, A 1 1
A5 = ~Vulty CE 0= [t en - o
8 8
~a\ — _\72 b 4 g4 T _ _ Ir Vv,
<lC?;> VXC? + gf“ c /d yd ZV1x6(y X)(S(Z X) _fuhc<l(fg>[<lp)}?li];> + O.J}éc;] _ g|:(_€2) <1A?x>i|<léscl>
b, = b .c x
LTy + Agec) @20 pare Ay (L) + AL )
It is also useful to express the A equation of motion in terms 1., - .
of connected functions: + Efa CQeDqing) + ¢y Cﬁ]}, (2.27)

&8 =V, (JL). (2.25)

The identity stemming from the BRS invariance is also best
expressed in terms of both connected and proper functions
and reads:

1 1

0= f d4x{— OGED) +  p2a0, (177
8 8

V.

=i

b fabe pal(ptime) + (p?Yime)] — ;[
+ fbe T (O[T Lam) + (18w

1
+ o frmlnlng + Gnnl, (226)

where we have used the common trick of using the ghost
equation of motion in order to reexpress one of the inter-
action terms transversely, with the transverse projector in
configuration space being #;;(x) = 8;; + ViXij/(—Vi).
This manipulation will be useful when we consider the
Slavnov-Taylor identities for the two-point functions later
on.

At this stage it is useful to explore some consequences of
the above equations that lead to exact statements about the
Green’s functions. Introducing our conventions and nota-
tion for the Fourier transform, we have for a general two-
point function (connected or proper) which obeys transla-
tional invariance:
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W) = Wy — x)1J(0))
= f dkW o g(k)e k=),
(P, (1P (x)) = (P, (y — x)1P(0))
= [ dkT gl 0,

(2.28)

where ¢k = d*k/(27)*. Starting with Eq. (2.23), we have
that the only nonzero functional derivative is

(AL IAE) = 18PV . 8(y — x) = 8" f dkkje~ k0=

Jy
(2.29)

and all other proper Green’s functions involving deriva-
tives with respect to the A-field vanish (even in the pres-
ence of sources). In terms of connected Green’s functions,
Eq. (2.23) becomes Eq. (2.25) and the only nonzero func-
tional derivative is

Vighuls) = —18%8(y — x).

y

(2.30)

Because Eq. (2.25) involves the contraction of a vector
quantity, the information is less restricted than previously.
However, we can write down the following (true once
sources have been set to zero such that the tensor structure
is determined):

WIhdi) = fdeZf\(k)tij(/g)e_’k'(y_x),

k

(1€nge) = 8% ]dkk_*;e_lk.(y_ﬁ’ (tpyrlf)y =0,

(2.31)

where tj,»(lz) =6, — kik;/ K is the transverse projector in
momentum space. These relations encode the transverse
nature of the vector gluon field. Turning to Eq. (2.26), we
recognize that if we functionally differentiate with respect
to m;’ , again with respect to 1£¢ and set sources to zero, we
get that

g0y = 0.

In effect, the auxiliary Lagrange multiplier field A drops
out of the formalism to be replaced by the transversality
conditions, as it is supposed to.

(2.32)

ITII. FEYNMAN RULES AND DECOMPOSITIONS

Let us now discuss the Feynman rules and general
decompositions of Green’s functions that will be relevant
to this work. The Feynman rules for the propagators can be
derived from the field equations of motion (written in the
appendix) by neglecting the interaction terms and func-
tionally differentiating. Denoting the tree-level quantities
with a superscript (0), the corresponding equations read:
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J4 =1[6;05, — 6;Vi + vixvjx]<l']]a'x>(0) + 90, Vi (1pH©
- vix<l§§>(0)r
pfrl = anvix<l‘]gc>(0) + v)2c<lpg>(0):
n¢ = ViinHO.

The tree-level ghost propagator is then

(3.1

1
<lﬁf]§cllnlj>(0) = _laah fdk?e_’k'(y_x) (32)
and we identify the momentum space propagator as

WO (k) = — 5 . (3.3)

k
The rest of the propagators follow a similar pattern and
their momentum space forms (without the common color
factor 8*?) are given in Table I. Note that it is understood
that the denominator factors involving both temporal and
spatial components implicitly carry the relevant Feynman
prescription, i.e.,

1 1

S — 3.4
CEGECE TN G4

such that the integration over the temporal component can
be analytically continued to Euclidean space. It is also
useful to repeat this analysis for the proper two-point
functions and using the tree-level components of
Egs. (2.21), (2.22), and (2.24) we have

<lA?x>(0) = _[5ija(2)x - 8ijv,% + vixvjx]A?x - anvixa-frl

+ VIXA'?) (3.5)
<la-§cl>(0) = _GOxViXA?x - v)zco-;’
(120 = ~ Vi,

The ghost proper two-point function in momentum space is

T () = sabiic? (3.6)

TABLE I. Tree-level propagators [top] and two-point proper
functions [bottom] (without color factors) in momentum space.
Underlined entries denote exact results.

wo A; A
N (—k)

Ai tij(k) (k(zrlzz) p2
T (=K%

A 7 5 0

ro A, o A

A, —1k3d;; + k1K) 1kOk; k;

o lkokj —ii? 0
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and the rest are presented (without color factors) in Table I.
It is immediately apparent that the gluon polarization is not
transverse in contrast to Landau gauge.

The tree-level vertices are determined by taking the
various interaction terms of Egs. (2.21), (2.22), (2.23),
and (2.24) and functionally differentiating. Since, in this
study, we are interested only in the eventual one-loop
perturbative results we omit the tree-level four-point func-
tions (I'y4 and 'y 4 ). Defining all momenta as incoming,
we have:

0)ab .
FET.EQZJL/‘((par Pbs pc) = lgfab 8jk(p(b) — p?);

0)abc be
T O Par Py D) = =181 (Py = D))o

0)abc be .
1—‘gA)iajk (par Pbs Pc) = _lgf b [Sl](Pa - pb)k (3 7)

+ 6Py — Po)i + 61i(pe — Pa)jl
F(_O)abc

CcAi

(Po Pe» Pa) = —18F% pei.

In addition to the tree-level expressions for the various
two-point functions (connected and proper) it is necessary
to consider their general nonperturbative structures. These
structures are determined by considering the properties of
the fields under the discrete transforms of time-reversal and
parity (the noncovariant analogue of Lorentz invariance
arguments for covariant gauges). Using the same tech-
niques as in Ref. [7] we can easily write down the results
in momentum space. For the ghost, we have

We ) = =67 5 D), Te(0) = 8T ()

(3.8)

and the rest are presented in Table II. With the exception of
the ghost, all dressing functions are scalar functions of two

independent variables, k3 and k*. The ghost dressing func-
tions are functions of k> only for exactly the same reasons
as in the first order formalism [7]. At tree-level, all dressing
functions are unity.

The dressing functions for the propagators and two-
point proper functions are related via the Legendre trans-
form. The connection follows from

81/ 5 5D
57, Oas = iy G B = 57 1Py Pp)

= (W11, )@ D1 D).

3.9)
J
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TABLE II. General form of propagators [top] and two-point
proper functions [bottom] (without color factors) in momentum
space. All dressing functions are functions of k3 and .

A (=k)
A; tij(k)mDAA 0 T
g 0 ]gzDa'a' (_]‘{‘é{ )Da'/\
k:

A % ED,) 0
A = =2 A _ g2 kiki 0

i l(ko k )Zij(k)FAA lkOkTFAA lk kiFAO' kl
o KOk T 4 —ik°T,, 0
A —k; 0 0

J

(Recall here that there is an implicit summation over all
discrete indices and integration over continuous variables
labeled by 7.) Considering all the possibilities in turn, we
find that

Da'zr:r;é" Dc:r_l

c

— 11
DAA - 1—‘AA’

_ (3.10)
D(T/\ = FA(TF(;(L = FAAFXUI'
Actually, while we have included D,, up to this point,
since there is no vertex involving the A-field this propa-
gator will not directly play any role in the formalism.
However, indirectly it does turn out to have a meaning as
will be shown in the next section.

IV. DYSON-SCHWINGER EQUATIONS AND
SLAVNOV-TAYLOR IDENTITIES

With the observation that
1)
m(ﬂyllo) = = 1P P gD )T 51,) (4.1)

[stemming from the Legendre transform and following
from Eq. (3.9)], the derivation of the Dyson-Schwinger
equations becomes relatively straightforward. Starting
with Eq. (2.21), omitting the terms that will not contribute
at one-loop perturbatively and recognizing the tree-level
vertices in configuration space, we have that

(ALY =1[8,;03, — 8,,V3 + ViV JiAS, + 100, Viaog —iViaAg — ]d“yd“zrgxﬁ(z, X, y)[(lJbelpg) - lA?leg]

1 ‘ 1 .
- f d“yd“zil“ffﬁﬁff’(z, x Yplips) — 10biot] — f d“yd“zirgﬁfﬁ (x, v, D[IhTg.) — 1AL 1AS ]

+ /‘d“yd“zr(ﬁg)ffa(y, Z x)[(zﬁgn’y’) + lcglc';] +...

f

Taking the functional derivative with respect to 1A},

4.2)

using Eq. (4.1), setting sources to zero and Fourier transforming to
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momentum space (each step is straightforward so we omit the details for clarity) we get the Dyson-Schwinger equation for

the gluon polarization:

P k) = 59—l -

0)cab
wp [dorisio -

dw ré‘iz;;‘z‘(k —w, @ — WL ()5

0)b
fd FccAlca

Turning now to Eq. (2.22), we have

)8, — tkik)] + [ 2T 08w — k,

(w, =k, k —

, —w, k)WLd(w)F‘Cl;’L(w, k— o

k, —o)Wi,, (o )T (k= o, 0, — )W (0 — k)

k, k, —@)WE ()T (0, =k k — @)W (w — k)

Wi (0 = B)

— W (0w — k) + ... 4.3)

(109) = 190, V(1A% + 1V2ig® — [d4yd4z— E%‘Z‘k(x Y, z)[(l.lb i) — lAﬁ?yzA,iz]

— fd“yd‘*zrfg)\%b]c(x v,z )[(1

where again, terms that do not contribute at the one-loo
derivatives of interest, those with respect to 10], and 1A

equations:

a 1 aoc e
T () = 3%/ (=) + o, f 20T (k, —w, 0 — OWS, (0115, (~k o, k -

gAoj

jdwF(O)abc

I, (k) = 5“f1k0k1+— f w02

fdwr(")“’”(k, -0, 0 — k)Wgﬁjm(a))FEdAml(k w, 0, — kW (w — k) + ...

gAoj

Next we consider the ghost equation, Eq. (2.24), which can
be written

e = Vet + [ dyataT 3.2
X [Iinh) — 1ASich]. 4.7)

The ghost Dyson-Schwinger equation is subsequently

T (k) = 895102 + f Tk — 0, 0 — W)
X T (0, =k k — 0)WSS (0 — k). (4.8)

In addition to the Dyson-Schwinger equations, the
Green’s functions are constrained by Slavnov-Taylor iden-
tities. These are the functional derivatives of Eq. (2.27).
Since Eq. (2.27) is Grassmann-valued, we must first func-
tionally differentiate with respect to lcf. We are not inter-
ested (here) in further ghost correlations, so we can then set
ghost sources to zero. Also, there is no further information
to be gained by considering the Lagrange multiplier field
A%, and we set its source to zero also. Equation (2.27) then
becomes

1pS) — 1AL o]+

—w, w — k)Wf\’jjm(w)

ak, —w, 0 —

4.4)

perturbative level are omitted. There are two functional

which give rise to the following two Dyson-Schwinger

w)WSS, (@ — k)

% (ko k— o)W (o — k) + ... (4.5)
k)sz‘;jm(w)rggfnln(w’ _k’ k — "’)foink("’ - k)
(4.6)
[
é30>'<l‘7§1> — fGainoy = fOUAL L ()GAR)
=/' {fwww> Guplamg)
+ = ! [( vvz) (1A >j|<15§lc;i>
—ﬂWm>mm5szm4 4.9)

Taking the functional derivatives of this with respect to 10¢
or 1A}, and setting all remaining sources to zero gives rise
to the following two equations:

éaoy(w’;lof) = fd“x{l [( vvz) (1ot1A¢ >:|<1521c§f

- f“b“<uf§l<f“>5 d(lpxln§;>

— A () d@lm%

(4.10)

025030-6
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gttt = [enf [ vVZ)“‘e A Joctiet

—f“”‘<tAthffx> <lpxm§;>

— AL AL () 5 (z mx>}

4.11)
Now, using Eq. (4.1), we have that

fees d<lpm7x> = =[N )1 a1c1Dy )T 107)

= 893, . (x,y). (4.12)
Taking the Fourier transform
S pize(xy) = ] kS oo (k)eH =) (4.13)
we get that
Secl) = Ne [ doW. = )T,k ~ 0.~k @)
X W, (@). (4.14)

Since the ghost Green’s functions are independent of the
ghost line’s energy scale [7], after w, has been integrated
out, there is no external energy scale and

i o-;éc(k) = ia;éc(lz)-

However, under time-reversal the o-field changes sign
(such that the action remains invariant) which in momen-
tum space means that under the transform ky — —k,

(4.15)

i,,;a.(k) must change sign and so, given Eq. (4.15) we
have the result that

i U;Ec(k) =0.

In the case of the term

(4.16)

o fEA/ cc(x y) fahc Sic d<l 177)(> (4]7)
we can see automatically that in momentum space,

Sa jizc(k) ~ k; and that the transverse projector that acts
on it in Egs. (4.10) and (4.11) will kill the term. We thus
have

! 1r vix e Aa ~a

gao}(m;m;’) = fd“x{; =2 <10'ZlAix>i|<lelC§{>},
(4.18)

1 17T V,

gaoy(lAizmg) = fd“x{g = Vz) (1A¢ zA“}}(zEjﬁzci}},
(4.19)

which in terms of the momentum space dressing functions
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gives

Ty (k2 k) = T (K2, K)TL(K), (4.20)

[y (k2,2 = T s (K2, BT (). 4.21)

The Slavnov-Taylor identities for the two-point functions
above are rather revealing. They are the Coulomb gauge
equivalent of the standard covariant gauge result that the
longitudinal part of the gluon polarization remains bare
[11]. We notice that they relate the temporal, longitudinal
and ghost degrees of freedom in a manner reminiscent of
the quartet mechanism in the Kugo-Ojima confinement
criterion [12]. Also, they represent Gaul}’ law as applied
to the Green’s functions. Equation (4.9) suggests that
proper functions involving the temporal o-field can be
systematically eliminated and replaced by functions in-
volving the vector A and ghost fields although whether
this is desirable remains to be seen.

We can now return to the general decompositions of the
two-point functions. We see that as a consequence of either
of the two Slavnov-Taylor identities above, Egs. (4.20) or
(4.21), Eq. (3.10) reduces to D, = D, reassuring us that
at least the formalism is consistent. We also see that there
are only three independent two-point dressing functions,
whereas (accounting for the tensor structure of the gluon
polarization) we have five Dyson-Schwinger equations.
We will investigate this perturbatively in the next section.

V. ONE-LOOP PERTURBATION THEORY

Let us now consider the one-loop perturbative form of
the two-point dressing functions that are derived from the
Dyson-Schwinger equations. So far, all quantities are ex-
pressed in Minkowski space. The perturbative integrals
must however be evaluated in Euclidean space. The ana-
lytic continuation to Euclidean space (k) — tk,) is straight-
forward given the Feynman prescription for denominator
factors. Henceforth, all dressing functions will be written
in Euclidean space and are functions of k3 and k*. The

Euclidean four momentum squared is k> = k3 + K. We
write the perturbative expansion of the two-point dressing
functions as follows:

Top=1+gTh (5.1

The loop integrals will be dimensionally regularized with
the (Euclidean space) integration measure

da)4ddc?)
(27)d+1

(spatial dimension d = 3 — 2¢). The coupling acquires a
dimension:

dow= (5.2)

g — g*u’, (5.3)
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where u is the square of some nonvanishing mass scale squared. This factor is included in I‘(a]) such that the new coupling
and 'V are dimensionless. By inserting the appropriate tree-level factors into the Dyson-Schwinger equations, extracting
the color and tensor algebra we get the following integral expressions for the various two-point proper dressing functions:

pidolks + ©4)°

Kwk — @)
medw - - >

— 2N, ]mtli(k)tjm(w)tnk(k — @) 8,k — 8jpw; — 8k 118,ky — 81k — Spme],

5.4)

(d l)r( (kz: _ch lj( )t]l(k) N fmwletﬂ(k)

_ " cdwlk, + uid " R
FO0a ) = -, [#rdetk tedf @ [ Qo-R—F-ak(@- )}

. kik;t; (@) — Nf—
B0k — @2 Y K&k — &) L2

1 ,U,delz' (k — 2&)? -
2 j B0 (k— a2 7
wedw(ky — 2w,)? - udw
M) (12 — 4 4 ” — &) — L
ra’o(k ) - _N f —>2 Z(k )2 tij(w)tji(k w) 4Nc /122(1)2(]; _ 6_5)2 klk]tz](w)) (56)

) pldwlky = 204) > = B uidw
) @2, )__N j T k- (k= 28)1,(@)t;(k — @) — 2N, ﬁk,kjtu(w) (5.7)
[
tdw 1 [ dowlk, —2w,)
PO = =N, [tk (@, 68) Ty T T~ o [ e
Xk — &) it Ao ki (k — )2

Xk (k= 20)t;(®)1;:(k — &)
At this stage, we are in a position to check the two do
Slavnov-Taylor identities for the two-point functions. - / ﬁk,kjt,j(w) (5.10)
The first of these, Eq. (4.20), reads at one-loop: K w*(k — @)

By expanding the transverse projectors and scalar prod-
ucts, it is relatively trivial to show that this does indeed
vanish. The second identity, Eq. (4.21), reads

Fgs =Ty — T =0, (59

Inserting the integral expressions above and eliminating

overall constants, the left-hand side reads Fﬁfl _ 1:,(41/1 B F(cl) —0 5.11)

and the left-hand side is:

_ dwk - (k—2 > d 24+ 2k
e j u1<~(k—zw)z,.j((z)zﬁ(k—5))+ f o(w; 4w4)k,-k,tij(47))

o — w)? = o
dw o — P2 k(o —k
+]»2(k_w)2[ £ Qo o@D (5.12)

Again, it is straightforward to show that this vanishes. Thus, we have reproduced the Slavnov-Taylor identity results that
tell us that there are only three independent two-point dressing functions.

The evaluation of the integrals that give I'y4, ', and I',. is far from trivial. However, using the techniques developed in
[8] it is possible. For brevity, we do not go into the details here and simply quote the results. They are, as € — 0:
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'l (x y) =

(4m)*e 9

T (x, y) = Mi’ﬁ —EE . ln<x ; yﬂ 23 6+ g()(1 = 32) — f(z)[l +or+ 3&}},

3 9

rW(y) = N —‘—1[1 -y - ln<%>} _ 2B + 8 In2

(4m)?>e| 3le 9 3

where x = k2, y = k*, z = x/y and we define two func-
tions:

1 1 dt
@) = 4ln2$ arctan\/z — ﬁ) N In(1 + zt),

g(z) =2In2 — In(1 + z). (5.14)

(The integral occurring in f(z) can be explicitly evaluated
in terms of dilogarithms [8].) Defining a similar notation
for the perturbative expansion of the propagator functions:

D,p =1+ gD} (5.15)

we then have, via Eq. (3.10), the final results:
D y) = —T\(x y), DY (x,y) = —T9u(x, y),
DI(y) = T (). (5.16)

Several comments are in order here. First, the expres-
sions for I'y4 and T'4,, Egs. (5.4) and (5.5), respectively,
contain energy divergent integrals of the form

do{l, w;, w;0;}
f Xk — &)

These integrals cancel explicitly, though it should be re-
marked that this cancellation is more obvious in the first
order formalism [8]. Second, with respect to the temporal
variable x, all the results above are strictly finite for
Euclidean and spacelike Minkowski momenta—any sin-
gularities occur for z = x/y = —1 (the light-cone) with
branch cuts extending in the timelike direction. This means
that the analytic continuation between Euclidean and
Minkowski space can be justified. Thirdly, the coefficient
of the e-pole for D,, and the combination D4,D? is
11N, /3(47)? which is minus the value of the first coeffi-
cient of the B-function. This confirms that g>D,,,, [13] and
g?’D 4 D? (the Coulomb gauge analogue of the Landau
gauge nonperturbative running coupling) are renormaliza-
tion group invariants at this order in perturbation theory.
Fourthly, the results above for D,,, D,, and D, are
identical to those calculated within the first order formal-
ism [8].

(5.17)

VI. SUMMARY AND OUTLOOK

The two-point functions (connected and proper) of
Coulomb gauge Yang-Mills theory have been considered
within the standard, second order formalism. Functional

PHYSICAL REVIEW D 77, 025030 (2008)

32

N —[é— y—ln(x;yﬂ+g—3z+g(2)[2iz—5+§z}—¥[l_ 1+ 11Z—312”’

Z

(5.13)
2 2

[

methods have been used to derive the relevant Dyson-
Schwinger equations and Slavnov-Taylor identities. One-
loop perturbative results have been presented and the
Slavnov-Taylor identities that concern them verified.
Suffice it to say that it is tautological for the situation in
Coulomb gauge to be somewhat different from covariant

gauges such as Landau gauge. The proper A-A two-point
function is explicitly not transverse, nor does its longitu-
dinal component remain bare beyond tree-level. This lon-
gitudinal component can however be written in terms of the
temporal gluon and ghost two-point functions via the
Slavnov-Taylor identities. Indeed, the Slavnov-Taylor
identities show that there are only three independent two-
point dressing functions: the (transverse) spatial gluon
propagator dressing function (Dg4,), the temporal gluon
propagator dressing function (D) and the ghost propa-
gator dressing function (D.). With the exception of the
ghost dressing function, all are noncovariantly expressed in
terms of two variables: k7 (or k3 in Minkowski space) and

K. Perturbatively it is seen that the analytic continuation
between Euclidean and Minkowski space (and vice versa)
is valid and that the Slavnov-Taylor identities hold.

It is worthwhile to discuss some of the differences and
similarities between the (second order formalism) results
presented here and the previous, first order formalism
results of Ref. [8]. Recall that the first order formalism is
constructed from the second order formalism by effectively
replacing the terms in the action that are quadratic in the
o-field with terms linear in o, but at the expense of
introducing two new fields: the transverse 7-field and the
scalar ¢-field [1,7]. It should be emphasized that this is a
technical procedure which does not alter the physical con-
tent of the theory, or the gauge. The various terms in the
action correspond to the tree-level Green’s functions of the
theory—the fact that the two formalisms use different
fields merely reflects a different decomposition of the
available field degrees of freedom while the resultant
physical degrees of freedom will be the same. Now, the
gauge transform is the same for both formalisms (the gauge
transform of the additional fields within the first order
formalism is fully determined from the behavior of the
E-field in the second order formalism [7]) and the Slavnov-
Taylor identities will have the same form and physical
content, albeit that the various Green’s functions are differ-
ently decomposed. Also, the form of the loop integrals in
the Dyson-Schwinger equations will not change since their
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structure is determined by the Legendre transform. There
will however be different terms in the Dyson-Schwinger
equations since there is one term in each equation for each
of the relevant interaction terms of the action—thus, for
example, loops involving the I'4,,, tree-level vertex ap-
pear in the second order formalism (although we have not
explicitly included them in this study because they first
contribute at two-loops perturbatively) while loops involv-
ing the I' ., vertex appear in the first order formalism. The
different loop integrals of the two formalisms again corre-
spond simply to the different decompositions of the field
degrees of freedom. If one were to include quarks into the
theory, then since the quark propagator and vertices do not
change at tree-level (and hence leading order perturba-
tively) between the formalisms, it would be expected that
the temporal and spatial gluon propagators that contribute
perturbatively at one-loop order to physical processes are
identical in both formalisms. This is explicitly observed to
be the case and thus, while the first and second order
formalisms do rearrange the field degrees of freedom, the
physical degrees of freedom turn out to be the same. In
fact, this argument also applies to the ghost Green’s func-
tions—the tree-level propagator and vertex is unaltered
and the one-loop (leading order) ghost propagator is iden-
tical in both formalisms.

There are many further questions to be addressed. The

perturbative structure of the vertex functions, the addition
|

PHYSICAL REVIEW D 77, 025030 (2008)

of the quark sector and the construction of physical scat-
tering matrix elements from noncovariant components are
all important next steps. The issue of noncovariant renor-
malization prescriptions must also be understood. The
connection of the functional formalism with other ap-
proaches such as the Hamiltonian formalism [3] and lattice
calculations must also be established. Aside from the
technical issues of noncovariance, it remains an important
goal to understand the differences between Coulomb gauge
and Landau gauge—the primary aim being to understand
more about the physical mechanism of confinement. As we
learn more about the Coulomb gauge (especially nonper-
turbatively), such discussions will surely enhance our
knowledge of the theory of the strong interaction consid-
erably. Clearly, there is a lot of work yet to be done.
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APPENDIX: EXPLICIT FORM OF THE FIELD
EQUATIONS OF MOTION

For completeness, we write the explicit form of the
various field equations of motion represented by Eq. (2.15):

J2Z[J] = ] D expliS + zss}{[aijagx 5, V2 + VoV, JAY + 00, V08 — VA + gf10(V 0 80)cs

— gf (6 3, AL 0% — 8oV, Tk +

SUAC NV AL +287AL NV, Al — 87TASV AL

— ngfacffde cAdo. + = ngfbcffde[aabAc AdAe +Ab 5acAd A¢ _|_Ab A€ aadAe +Afolch;1x8ae]}’ (Al)

Jx“tixttjx

piZ[J] = ] DD exp(iS + 18, Hap, VAL, + V2ot —

— gf/P[—8°Abd, Al — 6°ALY o) + 89V AL o<T,
gi7l)] = j DD expli + 18, HV, AL},

neZl7] = f Db exp{iS + 1S, HV2e? — gV, AL ccl,

Jjxttix ix“tjx

g fIre fre Al Af o
(A2)
(A3)
(A4)
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