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We have developed an exact, general method to compute Casimir interactions between a finite number
of compact objects of arbitrary shape and separation. Here, we present details of the method for a scalar
field to illustrate our approach in its most simple form; the generalization to electromagnetic fields is
outlined in Ref. [T. Emig, N. Graham, R. L. Jaffe, and M. Kardar, Phys. Rev. Lett. 99, 170403 (2007).].
The interaction between the objects is attributed to quantum fluctuations of source distributions on their
surfaces, which we decompose in terms of multipoles. A functional integral over the effective action of
multipoles gives the resulting interaction. Each object’s shape and boundary conditions enter the effective
action only through its scattering matrix. Their relative positions enter through universal translation
matrices that depend only on field type and spatial dimension. The distinction of our method from the
pairwise summation of two-body potentials is elucidated in terms of the scattering processes between
three objects. To illustrate the power of the technique, we consider Robin boundary conditions ¢ —
Ad,¢ = 0, which interpolate between Dirichlet and Neumann cases as A is varied. We obtain the
interaction between two such spheres analytically in a large separation expansion, and numerically for all
separations. The cases of unequal radii and unequal A are studied. We find sign changes in the force as a
function of separation in certain ranges of A and see deviations from the proximity force approximation

even at short separations, most notably for Neumann boundary conditions.
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I. INTRODUCTION

Casimir forces arise when the quantum fluctuations of a
scalar, vector, or even fermion field are modified by the
presence of static or slowly changing external objects [1].
The objects can be modeled by boundary conditions that
they place on the fluctuating field ¢, by an external field,
o, to which ¢ couples [2], or, in the case of electromag-
netism, by a material with space and frequency dependent
dielectric and magnetic properties. The Casimir energy is
the difference between the energy of the fluctuating field
when then objects are present and when the objects are
removed to infinite separation.

The advent of precision experimental measurements of
Casimir forces [3—8] and the possibility that they can be
applied to nanoscale electromechanical devices [9,10] has
stimulated interest in developing a practical way to calcu-
late the dependence of Casimir energies on the shapes of
the objects. Many geometries have been analyzed over the
years, but the case of compact objects has proved rather
difficult. In a recent paper [11] we described a new method
that makes possible accurate and efficient calculations of
Casimir forces and torques between any number of com-
pact objects. The method applies to electromagnetic fields
and dielectrics as well as perfect conductors. It also applies
to other fields, such as scalar and Dirac, and to any bound-
ary conditions. In this approach, the Casimir energy is
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given in terms of the fluctuating field’s scattering ampli-
tudes from the individual objects, which encode the effects
of the shape and boundary conditions. The scattering am-
plitudes are known analytically in some cases and numeri-
cally in others. If the scattering amplitudes are known, then
the method can be applied from asymptotically large sepa-
ration down to separations that are a small fraction of the
dimension of the objects. Results at large separations are
obtained using low frequency and low angular momentum
expansions of scattering amplitudes. The coefficients mul-
tiplying the successive orders in inverse separation can be
identified with increasingly detailed characteristics of the
objects. At small separations the manipulation of large
matrices, whose dimensions grow with angular momen-
tum, eventually slows down the calculation. However at
these distances other methods, notably the ‘‘proximity
force approximation” (PFA), apply. Thus it is now possible
to obtain an understanding of Casimir forces and torques at
all separations for compact objects and to compute the
explicit form of the interaction if the scattering matrices
of the individual objects are available [12-14].

The aim of this paper is to provide a pedagogical in-
troduction to our methods by treating in detail the simplest
case, a scalar field obeying a boundary condition on a sharp
surface. The complications of electromagnetism and
smoothly varying dielectrics were already introduced
briefly in Ref. [11]. They will be treated in more detail in
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subsequent publications [15]. Our approach relies on a
marriage of methods from path integral and scattering
formalisms, so we provide background on both of these
subjects as they apply to Casimir effects.

Schwinger, in particular, emphasized that Casimir forces
could be understood as ordinary electromagnetic interac-
tions between quantum fluctuations of charge and current
in metals or dielectrics [16]. We implement this idea here
through a functional integral formulation. We begin by
writing the Casimir energy as the logarithm of a functional
integral over all field fluctuations constrained by the
boundary conditions on a set of surfaces. Following
Refs. [17,18] we implement the boundary conditions by
introducing integrals over sources that enforce the bound-
ary conditions as functional §-functions. Next we perform
the functional integral over the field. The result is an
integral of the form [], [ Deg, exp(iS[¢]), where @, are
the sources on the different surfaces labeled by « and S[@]
is the classical action of the field, which is uniquely deter-
mined by the sources @,. The contributions to S[@] are of
two qualitatively different forms, those involving sources
on different surfaces and those coupling a particular sur-
face source to itself through the field it generates. Both
have simple representations in a basis of angular momen-
tum eigenstates (“‘partial waves’’) and multipole moments
of the sources. The couplings between different objects
involve only a well-known kinematic ““translation matrix,”
U, that relates a partial wave amplitude generated by one
source to partial waves seen by another [19]. The self-
interactions depend only on the “‘transition matrix,” T,
(related to the scattering matrix, S, by T = %(S el
[21], which describes the response of the scalar field to
the boundary condition on the surface. The result is re-
markably simple. For a complex scalar field in the presence
of two objects it takes the form,

h 00
£ ulc] = ;"’ﬁ dicln det(l — T'URT2ARY),  (L1)

where the determinant is over the partial wave indices on
the matrices T® and U%# and the integral is over k =
—iw/c, the imaginary wave number. In Sec. IV the use-
fulness of this result is demonstrated through several spe-
cific applications.

Casimir forces between compact objects were first con-
sidered by Casimir and Polder in 1948 [22]. Since then,
two threads of work related to ours have been pursued:
attempts to evaluate the Casimir force between compact
objects explicitly, and efforts to develop a general frame-
work similar to that embodied in Eq. (1.1). Until recently
work along the first line consisted of expansions at asymp-
totically large separation. Casimir and Polder found the
electromagnetic force between two neutral but polarizable
atoms to leading order at large separation [22]. Feinberg
and Sucher [23] generalized to arbitrary compact objects
and included magnetic effects. Balian and Duplantier
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studied perfect metals, and derived explicit results to lead-
ing order at asymptotically large separation [24]. More
recently Gies et al. [25] used numerical methods to evalu-
ate the Casimir force between two Dirichlet spheres for a
scalar field, over a range of subasymptotic separations, and
in other open geometries such as a plate and a cylinder [26]
or finite plates with edges [27]. Bulgac and collaborators
[28] applied scattering theory methods to the same scalar
Dirichlet problem and obtained results over a wide range of
separations. The only explicit calculations for subasymp-
totic distances up to now have been for a scalar field
obeying Dirichlet boundary conditions on two spheres, a
sphere and a plate [28] and for electromagnetic fields for a
plate and a cylinder [29,30] and two perfectly conducting
spheres [11].

Formulas for the Casimir energy closely related to
Eq. (1.1) have appeared previously in the literature. The
first appearance we are aware of is in the work of Balian
and Duplantier [24] based on the multiple reflection ex-
pansion (MRE). Their Eq. (7.20) gives a quantity, W, that is
directly related to the Casimir energy, and could form the
basis for an approach like ours. Their approach, like ours,
punctuates periods of propagation in the vicinity of each
object with free propagation between the objects. However
no explicit expressions for the propagation kernels, K, are
given. More recently “log-det” formulas like ours have
arisen in several functional integral studies of Casimir
forces [29,31]. To our knowledge Kenneth and Klich in
Ref. [32] were the first to identify the inverted Green’s
function as a T-matrix and derive Eq. (1.1) as a formal
result. Here also, no explicit form for the matrices was
derived. Their derivation applies to scalar fields in a me-
dium with a space and frequency dependent speed of light.
For the case of a scalar field, our result can be viewed as an
explicit expression for their formula in a basis of partial
waves, which we show is particularly well suited to prac-
tical applications. Our new derivation of Eq. (1.1) in terms
of quantum fluctuations of sources has the advantage that it
allows for a physically transparent extension to gauge
fields in the presence of material objects with general
dielectric and magnetic properties, as outlined in Ref. [11].

In Sec. IV, we provide a number of examples where our
approach yields straightforward results for Casimir inter-
actions that could not be obtained before. We carry out
explicit analytical and numerical computations for spheres
with Robin boundary conditions ¢ — Ad,,¢ = 0. The sign
of the Casimir interaction at asymptotically large and small
distances is classified as a function of the value of the
Robin parameter A. The Casimir energy at asymptotically
large separations is obtained as a series in the ratio of
distance to sphere radius. We also perform numerical
computations of the Casimir interaction of two spheres
with Robin boundary conditions spanning the full range
of separations, including very short distances, where our
results confirm the proximity force approximation (PFA).
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At intermediate distances considerable deviations from the
PFA are found. For certain values of A, the Casimir force
can change sign (once or twice) as function of separation.
Finally, in Sec. IVD, we give an expression for the
Casimir interaction at large separations between two com-
pact object of arbitrary shape and with arbitrary boundary
conditions in terms of generalized capacitance coefficients.
Technical derivations are presented in three appendices.

II. FOUNDATIONS

In this section we review formalism essential for our
work. We use both functional integral methods and tech-
niques originating in scattering theory. First, in Sec. Il Awe
introduce the functional integral approach of
Refs. [18,33,34], which allows us to trade the problem of
fields fluctuating in the bulk for the interactions of sources
defined only on the bounding surfaces. In our approach,
individual objects are characterized by the way they scatter
the fluctuating fields. This information is summarized in
the transition matrix, T, which we introduce in Sec. IIB
and relate to scattering solutions of the equations of motion
and to Green’s functions. In the k£ — 0 limit, Helmholtz’s
equation reduces to Laplace’s equation. In this limit the
T-matrix can be related to generalized coefficients of
capacitance, which we summarize in Sec. II C. Finally in
Sec. II D we introduce the translation formulas that relate
partial waves computed with respect to one origin to those
computed with respect to another.

A. Functional integral formulation

We consider a complex quantum field, ¢(x, £), which is
defined over all space and constrained by boundary con-
ditions C on a set of fixed surfaces %, fora = 1,2,..., N,
but is otherwise noninteracting. We assume that the sur-
faces are closed and compact and refer to their interiors as
“objects.” Our starting point is the functional integral
representation for the trace of the propagator, Tre T/
(351,

Tp o—iHeT/h — ] [D]peli/Mslel = 7c), 2.1)

where the subscript C denotes the constraints imposed by
the boundary conditions." The integral is over all field
configurations that obey the boundary conditions and are
periodic in a time interval T. S[¢] is the action for a free
complex field,

'We have used an abbreviated notation for the functional
integral. Since ¢ is complex [ D¢ should be understood as
[D¢pDe¢*, and similarly in subsequent functional integrals.
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S[é] = ﬁ " f dx(élatqélz - |v¢|2>,

2

(2.2)

where the x-integration covers all space.
The ground state energy can be projected out of the trace
inEq. (2.1) by setting T = —iA/c taking the limit A — oo,

h h
£o[C] = ~ lim XC In(Tre~eA/#) = — lim XC InZ[C),

(2.3)

and the Casimir energy is obtained by subtracting the
ground state energy when the objects have been removed
to infinite separation,

£[c) = - lim ’/’\—C In(Z[C1/Z.0). 2.4)

In the standard formulation, the constraints are imple-
mented by boundary conditions on the field ¢ at the
surfaces {3,}. The usual choices are Dirichlet, ¢ = 0,
Neumann, d,,¢ = 0, or mixed (Robin), ¢ — Ad,,¢p =0,
where 9, is the normal derivative pointing out of the
objects. To be specific, we first consider Dirichlet boundary
conditions. The extension to the Neumann case is pre-
sented in Appendix A. As noted in the Introduction, the
only effect of the choice of boundary conditions is to
determine which T-matrix appears in the functional deter-
minant, Eq. (1.1).

For readers who are not familiar with the functional
integral representation of the Casimir energy, Eq. (2.4),
in Appendix B we show that Eq. (2.4) agrees with the
traditional definition of the Casimir energy in terms of
zero-point energies of normal modes.

Since the constraints on ¢ are time independent, the
integral over ¢(x, f) may be written as an infinite product
of integrals over Fourier components,

j (Dol = [] [Dd,x)L 2.5)
where
px0= 3 @26

n=-—00

and the logarithm of Z becomes a sum,

*Note that ¢ is defined and can fluctuate inside the objects
bounded by the surfaces 3,. In this feature our formalism
departs from some treatments where the field is defined to be
strictly zero (for Dirichlet boundary conditions) inside the ob-
jects. The fluctuations interior to the objects do not depend on
the separations between them and therefore do not affect Casimir
forces or torques.
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mzc)= 3 inf [(De, 0 kcexs] i

n=—oo

x [ax((ZF)10u0 - 190,008 |1

2.7)
As T — o0, 3 can be replaced by 5L [®  dk, where

k=2mn/(cT) and ¢,(x) is replaced by ¢(x, k).
Combining the positive and negative k-integrals gives

e - < fo " dk 1n{ f [D(x, e
x exp[iz; f ax (1 (x, DI — [V(x, k)|2)}}

_r Owdklnsc(k), (2.8)
where
3 = [(Dox. bleex| iz [ ax@lots P
- IVg(x k)lz)} 2.9)

is the functional integral at fixed k.

To extract the Casimir energy, we use 7 = —iA/c and
Wick rotate the k-integration (k = ix with k > 0).% Using
Eq. (2.4), we obtain,

g[C] = - h;c f:’ dx 1n§C((’l’;))

Here 3¢(ix) is given by the Euclidean functional integral,

Belin) = /[ﬂqﬁ(x, iK)]cexp[—% /dx(K2|¢(x, i)

(2.10)

+ |Vo(x, iK)lz)} (2.11)

It remains to incorporate the constraints directly into the
functional integral using the methods of Refs. [17,18].
Working in Minkowski space, we consider the fixed fre-
quency functional integral, 3-(k) (and suppress the label k
on the field ¢). Following Ref. [17,18], we implement the
constraints in the functional integral by means of a func-
tional &-function. For Dirichlet boundary conditions the
constraint reads,

[ [Dp(x)]e = [ [Dp(x)] ﬁ [ [De,(x)]

T
X exp[iﬁ f dx (0% (x)p(x) + c.c.)}
za
(2.12)
>A more careful treatment of the rotation of the integration

contour to the imaginary axis is necessary in the presence of
bound states.
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where the functional integration over ¢ is no longer con-
strained. Other boundary conditions can be implemented
similarly. In the resulting functional integral,

3elk) = ﬁ[ [ [De,(x)] f [Dp(x)]
X exp[i%(/ dx(k*|p(x)]? — |V (x)|?)
-y [Ea dx (0% (x)b(x) + c.c.)ﬂ

ﬁ ] [De,(x)] f [D(x)] eXp<i%.§[¢, Q]>,

(2.13)

the fields fluctuate without constraint throughout space and
the sources {@,} fluctuate on the surfaces. We denote the
new ‘‘effective action” including both the fields and
sources by S[¢, o].

B. The scattering amplitude

In this section we consider each of the objects in iso-
lation, and review the solution to the Helmholtz equation

- (V2 + k)¢, (x) =0, (2.14)

in the domain outside 3,,. We assume that ¢, obeys the
Dirichlet boundary condition on 2. It is convenient to fix
an origin, O, at some point inside the object and introduce
a coordinate vector, X, defined with respect to this origin.
A specific choice of the origin will be made later to
simplify the analysis. For simplicity we suppress the label
« from now on in this section. We introduce spherical polar
coordinates relative to this origin, r = |x| and %. Outside
3, ¢ is a superposition of partial waves with definite
angular momentum,

b(x) = S [epuh? (kr) + diy b (k1Y (%),

Im

(2.15)

where the spherical Hankel functions, hgl)(kr) and hEZ)(kr)
are the outgoing (asymptotic to e’*”/kr) and incoming
(asymptotic to e~ *"/kr) solutions, respectively. To make
contact with traditional methods of scattering theory, we
rewrite ¢(x) in terms of solutions with unit incoming
amplitude,

(X) = cinbm(x), (2.16)
Im
where
D1n(X) = hPEr)Y 1, (R) + > Sy RV () Yy (R).
I'm!
2.17)

The coefficients S;,,;,(k) measure the response of the
object, %, to a unit amplitude incoming wave with angular
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momentum (/m). They are the matrix elements of the
scattering operator, or S-matrix,

S 1im(k) = ('m!|S(k)|Im), (2.18)

which are fixed by the condition that the resulting basis
functions, ¢, vanish on . With the object absent, S
would go to the identity operator, Sy, — 00 > and
&1m(x) would reduce to 2j,(kr)Y;,(X), the partial wave
solution regular at the origin. It is convenient to make
this result explicit by rewriting Eq. (2.17) as

¢lm(x) 2]1(kr)Ylm(X) + Zle’m’lm(k)h (kr)Yl’ /(X)

(2.19)
where T is the transition matrix or T-matrix”

Tl’m’lm(k) = <l/m/|—[|—(k)|lm> = %(Sl’m’lm(k) - 61/16m/m).

(2.20)

Unitarity requires STS =1, or 3, .
816, Time reversal symmetry requires that Sy, is
symmetric in ([, m) < (I/, m’). If the object %, is spherically
symmetric, S and T are diagonal in ¢ and m. However we
are also interested in more general cases where the material
objects do not have any special symmetry.

It is useful to review the connection between T, (k)
and the scattering of ¢ from the object. The scattering
amplitude is defined as the response of the object to an
incoming plane wave. Since angular momentum is not
conserved, we have to keep track of the direction of the
incoming plane wave. The solution to the Helmholtz equa-
tion that reduces at r — oo to a plane wave with wave
vector k accompanied by an outgoing scattered wave
defines the scattering amplitude, f(k, k'),

Ok, x) = 27y ¢y, (0)i'Y}, (K)

Im

m /IS]’m’lm =

ikr

C kK
-

— eik'X +

as r — 0o, 2.21)
where k/ = kX is the wave vector of the observed wave.
The differential cross section is given by

= |f(k, k') (2.22)

To relate f(k,k’) to T we express the plane wave as a
superposition of partial waves,

elkx = 4WZ]l(kr)llYlm(X) Y, (k), (2.23)

where the unit vectors % and k specify the polar angles of x
and k with respect to an arbitrary axis. We identify what
remains with the scattered wave,

*Our definition of the T-matrix differs by a factor i from some
conventional choices [36].
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Dk, x) = e®* + 477 Z Ty, ,,m(k)h )(kr)
I'm'lm
X Yy (R)Y;, (K). (2.24)
Using the asymptotic form of the Hankel functions,

h(l)(kr) — i_’_1 e™* /kr, we obtain

fk K) = Z T 1 (O Y (K) Y

l/ "Im

(k). (2.25)

When angular momentum is conserved, Sp,;.(k) =
e W g, 8, and we obtain the standard result f(k, k') =
3,21+ D fi(k)P)(cosbggr), with f(k) = L sin;(k)e'®®).
Finally, we will need the partial wave expanswn for the
free, outgoing wave Helmholtz Green’s function,

Gox, x, k) =

iklex’l
47|x — X/|

= iKY jilkr I (r) Y (R)Y;, ()
Im

= iKY jiller Iy (er=) Y (XY, (),

Im

(2.26)

where the notations r—(- refer to whichever of r, r' is the
smaller (larger).

C. Low energy scattering and the coefficients of
capacitance

As k — 0, the Helmholtz equation reduces to Laplace’s
equation. Therefore we can relate the low energy limit of
the S-matrix elements to the parameters that describe
solutions to Laplace’s equation, which are tensor general-
izations of capacitance. In this subsection we continue to
suppress the label « that distinguishes the particular object
of interest.

At large distances, solutions to Laplace’s equation are of
the form 7Y, (%) or r~/~1Y,,(X). If an object is placed in
an external field (potential) of the first form, then its
response, determined by the boundary condition ¢ = 0
on the surface, is of the second form. The monopole
response to an asymptotically constant field defines the
capacitance; the dipole response to an asymptotically di-
pole field defines the polarizability, and so forth. Therefore
we parameterize a solution to Laplace’s equation that goes
to r'Y,, (%) by’

Yy (%)

ch/ T

For a Dirichlet boundary condition the {Cy,,;,,} are the
tensor generalizations of the capacitance. For other bound-

d)lm(x) o rlYlm(ﬁ) (227)

>Note the minus sign that preserves the usual definition of
capacitance. When an object is held at a voltage V, its charge is
Q = CV. Equivalently, when the object is grounded and the
potential at infinity is V, the induced monopole field is —CV/r.

025005-5



T. EMIG, N. GRAHAM, R.L. JAFFE, AND M. KARDAR

ary conditions, the physical connection to electrostatics is
lost, but the tensor structure (and the connection to the
S-matrix) remains.

Taking the limit kK — 0 in Eq. (2.19) we obtain an
expression for ¢,,, in terms of the kK — 0 limit of the
T-matrix,

2(kr)!
i1 (0~ s 5 Vi (8) = 265 T
o I'm'
21— 1!
((kr)ﬁ Yy (R). (2.28)

In order to obtain a finite and nonvanishing limit, we find

T pwim(k) ~ K'Y as k—0, a standard result.
Comparing these two expressions we find
. 1 _ - iCl'm'lm
%WT”’"”’"(") “@ironel -nne

Some special cases deserve mention. For [ = I' = 0, as
k— 0, T yo00(k) ~ —ika, where a is the scattering length.
Comparing Eqgs. (2.28) and (2.29) we see that the capaci-
tance, C = Cyp, equals the scattering length. The / = 0,
I" = 1 coefficient describes the dipole moment developed
by a conductor in response to a constant external potential
(or, by symmetry, the charge induced by an external dipole
field). It vanishes for spherically symmetric objects, but
more generally we can choose the origin of the coordinate
system so that Cy,,00 = Cgo1,, = 0. From now on we as-
sume that the origin, O,, within the object %, has been
chosen to eliminate this dipole response. The [ =1' =1
coefficients describe the dipole response to an external
dipole field: these nine components form the tensor (elec-
trostatic) polarizability.

Finally, we note that the coefficients Cy,,;, can be
interpreted as the components of an abstract tensor Cy; in
a spherical basis. C;; is the exterior product of two irre-
ducible tensors, one rank [ and the other rank /. It is
sometimes useful to project Cy,; into its irreducible com-
ponents. Thus, for example, C;;, the electrostatic polar-
izability, can be decomposed into its trace, the scalar
polarizability, and a traceless part that describes the
aspherical response of the object.

D. Translation formulas

Partial wave solutions to the Helmholtz equation for an
object 2, defined with respect to the origin O,, can be
expanded in partial waves with respect to a second origin
Op within a second object X 4. The objects, coordinate
origins, and notation for vectors are shown in Fig. 1. Any
solution with definite angular momentum defined with

respect to O,, whether regular (j;) or outgoing (hgl) ), is
regular when viewed from Og. Therefore it is possible to
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FIG. 1 (color online). Two objects enclosed by the surfaces 2,
and 3., are shown, each with bounding spheres (radii R; and R,).
We assume that it is possible to choose bounding spheres that do
not overlap. Coordinate systems with parallel axes are erected at
origins O, and O, at positions X; and X,. The origins are
chosen so that the dipole coefficients of capacitance, Cygy,y,
vanish. Coordinate vectors x; and X, to an arbitrary point, X,
are shown. The vector from O, to O, is X;;, = X, — X, =
X; — X,. The distance between the two objects is dj, = |X,].

expand both in terms of spherical Bessel functions j;(krg)
with respect to O,

Jilkry )Y, (X,) = ZVﬁqu(Xﬁa)j/’(k”,B)Yl'm'(f(,g)
'm’

WP (ko) Yin(Ra) = > U (X po)julkrg) Vi (Rp)
I'm'

(2.30)

for rg < d,p. Note that x,, and xg refer to the coordinate
components of a point x relative to the origin O, or Op
respectively. The matrices U and V that define the change
of basis depend on the vector from O, to Og, X,z =
X5 — X, = X, — Xg, as defined in Fig. 1. These formulas
are known in the literature as translation formulas. A brief
derivation of the translation formulas can be found in
Appendix C and further discussion in Ref. [20].

Without loss of generality, to simplify the formulas we
take the Cartesian unit vectors that define the orientations
of the reference frames all to be parallel. We will need only
formulas that apply to the outgoing solutions,
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USE, (Xop) = Vam(=1)" iRl + DRI+ 1)
l l/ l//
>< _1 m/l ,[// 2l/l + 1
Sy o)

ll/m// 0
l l/ l//
(1)
X (m _m/ _m// )hl” (kdoz,B)

X Y (X o p)- (2.31)

The summation over !” involves only a finite number of
terms since the 3-j symbols vanish for [/ > + [ and I <
|l — I'|. Moreover they are zero if [+ I' + 1" is odd or if
m" # m — m'. The matrix U%?, has the following sym-

I'm'Im
metries,
U%j,lm = (_1)IHI@Zi(nrm,)%Bulofl/m/’ (2.32)
USE, = (=1l in—m)dep B (233
Ba  _ (_q\I+I'q)2B
ul’m’lm - ( 1) ul’m’lm’ (234)

where ¢,z is the azimuthal angle of the translation. If we
are considering only two objects, then it is always possible
to orient the Cartesian coordinate systems so that they are
related by translation along the z-axis. In this case ’Uf,‘g m
simplifies. For X,z = *d,z2 one obtains,

using
Yl/lml/(ii) — (i)l” /(211/ T 1)/477_6"1//0’
WP (£dap2) = 8pm(— 1"l J2I+ 121 + 1)

l ll l/l
X N2+ 1
2. )<0 0 0 )

Iz
l
X
m

III. EVALUATION OF THE CASIMIR ENERGY

/ 1
w0 hy'(kdgg).  (2.35)

A. Performing the integral over ¢

We start with the expression for the fixed-k functional
integral, Eq. (2.13). For any fixed sources, {@,}, there is a
unique classical field, ¢.[e], that is the solution to
88[¢, 0]/8¢p(x) = 0. The classical theory defined by
S[¢, 0], describes a complex scalar field coupled to a set
of sources on the surfaces, and is a generalization of
electrostatics. By analogy with electrostatics, the field ¢
is continuous throughout space, but its normal derivative
jumps by 0,(x) across 2. Indeed, the classical equations
of motion that follow from 85/8¢ = 0 are

(V2 +k)py(x) =0, forx & 3,
Apy(x)=0, forx €3,
Aand)cllx = Qa(X),

3.1)
forx € 3,
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where A¢ = ¢in - ¢0ut and Aand) = an¢|in - an(:lsout-
The subscripts “in”” and “out” refer to the field inside

and outside the bounding surface 2,. As before, all nor-
mals point out of the compact surfaces. The solution to
Eq. (3.1) is unique up to solutions of the homogeneous
equations, which we exclude by demanding that ¢ vanish
when the {¢,} = 0. Continuing the analogy with electro-
statics, we can write the classical field in terms of the free
Green’s function and the sources,

ba0) =3 [ dx'Gyx ¥, Desx). (2
B /s

where G, is the free Green’s function given in Eq. (2.26).

To compute the functional integral over ¢, we first
decompose ¢ into the classical part given by Eq. (3.2)
and a fluctuating part,

¢(x) = pa(x) + 8é(x).

Then, because the effective action, S, is quadratic in ¢, the
8¢ dependent terms are independent of ¢,

(3.3)

N ‘ 3
%) = [ [[Deuxe™5te) [[Ds)]
a=1

X exp{i% fdx(kzl&ﬁ(x)l2 - |V6¢(x)|2):|.
3.4

The classical action can be simplified by using the equa-
tions of motion, Eq. (3.1), which make it possible to
express the action entirely in terms of integrals over the
surfaces {2},

Sulel =33 [ dx(@du) tee) (33

where ¢ (x) is understood to be a functional of the sources
Oa-

The functional integral over 8¢ is independent of the
classical field ¢, and defines the energy of the uncon-
strained vacuum fluctuations of ¢. This term is divergent,
or, more precisely, depends on some unspecified ultraviolet
cutoff. However it can be discarded because it is indepen-
dent of the sources and therefore common to 3, and 3.
Note that this result is an explicit demonstration of the
contention of Ref. [37]: the Casimir force has nothing to do
with the vacuum fluctuations of ¢, but is instead a con-
sequence of the interaction between fluctuating sources in
the materials. It is therefore not directly relevant to the
fluctuations that are conjectured to be associated with the
dark energy.

From Egq. (3.2) it is clear that the solution to Eq. (3.1)
obeys the superposition principle: ¢ (x) is a sum of con-
tributions from each of the sources,

pa(x) = S dp(x), (3.6)
B
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where ¢4 satisfies Eq. (3.1) with all sources set equal to
zero except for @z. So the action can be expressed as a
double sum over surfaces and over contributions to ¢
generated by different objects. This leaves a partition
function, 3.(k), of the form

N
3 =1 f [De.(x)]
a=1

i T

X exp{2 ]Ea dx(05(x)dp(x) + c.c.)}

h &
(3.7)

to be evaluated.

B. Evaluation of the classical action

The classical action in Eq. (3.7) contains two qualita-
tively different terms, the interaction between different
sources, @ # f3, and the self-interaction of the source Q,,.
Both can be expressed as functions of the multipole mo-
ments of the sources on the surfaces.

1. Interaction terms: a + 3

Consider the contribution to the action from the field,
¢, generated by the source, @4, integrated over the sur-
face X,

Spe=3 [, dxe(@ix)dpx) +ee) G
where the subscript « on x,, indicates that the integration
runs over coordinates measured relative to the origin of
object av. The field ¢ 5(x ), measured relative to the origin
of object B, can be represented as an integral over its
sources on the surface 3, g asin Eq. (3.2). Since every point
on X, is outside of a sphere enclosing 2 5, the partial wave
representation of G, simplifies. The coordinate x-. is al-
ways associated with x5 and x— is identified with x’ﬁ, SO
Eq. (3.2) can be written

bp(xp) = ik> 1" (krp)V;,(%p)
Im

X fz ANk fes (K. G9)

Note that the arguments of the Bessel functions and spheri-
cal harmonics are all defined relative to the origin Og. In
particular, r’ﬁ and X3 are the radial and angular coordinates
relative to Og corresponding to a point x’ on the surface
py g- The integrals over 3 p define the multipole moments of
the source @4, which will be our final quantum variables,

Opim = fz dxgj(krg)Y;, (Xg)0p(Xp), (3.10)

B

so that

PHYSICAL REVIEW D 77, 025005 (2008)

bp(xp) = ik> Qpuh (krg)Vy,(kg).  (3.11)
Im

The field ¢4 viewed from the surface 3., is a superpo-
sition of solutions to the Helmholtz equation that are
regular at the origin O,. Using the translation formulas,
Eq. (2.30), the field generated by object X, p can be written

as function of the coordinate x,, measured from the origin
0,, as

bp(Xa) = kD> Qpin > Uk, jirkra)Yiw(y). (3.12)
Im I'm!

This result, in turn, can be substituted into the contribution
Spq to the action, leading to the simple result

ik

Sﬁa[Qw QB] = 2

* af
Z Qa,l’m’ul’m’lmQ:B:ZW +cc

Iml'm’

(3.13)

Note that the contributions to the action that couple fields
and sources on different objects make no reference to the
particular boundary conditions that characterize the
Casimir problem. They depend only on the multipole mo-
ments of the fields and on the geometry through the trans-
lation matrix U*A.

2. Self-interaction terms

We turn to the terms in S; where the field and the source
both refer to the same surface, 2 ,:

Sule =3 [, dx@xe. +ee)  (14)

For the self-interactions terms, we only use the coordinate
system with origin O, inside the surface %, and hence
drop the label « on the coordinates in this section. Since
¢ ,(x) is continuous across the surface, we can regard the
¢, in Eq. (3.14) as the field inside 3, ¢y, o, Which is a
solution to Helmholtz’s equation that must be regular at the
origin O,

¢in,a(x) = Zgba,lmjl(kr)ylm(ﬁ)' (315)
Im

Substituting this expansion into Eq. (3.14), we obtain

~ 1
Sa[ea] = EZ(¢&,1sz,lm + C-C-)’ (316)
Im

where the Q,, ;,, are the multipole moments of the sources,
defined in the previous subsection.

Finally we relate ¢, ;,, back to the multipole moments
of the source to get an action entirely in terms of the Q, ;,,,.
The field ¢, oy at points outside of 3., obeys Helmholtz’s
equation and must equal ¢, ;, on the surface S. Therefore
it can be written as ¢, i, plus a superposition of the regular
solutions to the Helmholtz equation that vanish on 2., as
defined in Eq. (2.19),

025005-8



CASIMIR FORCES BETWEEN COMPACT OBJECTS: THE ...
d)a,out(x) = ¢a,in(x) + A¢a(x)
= ¢a,in(x) + Z){a,lm(jl(kr)Ylm(ﬁ)

Im

+ZT?f'm/zm(k)hﬁ})(kr)me/(i)>. (3.17)
I'm’

The second term, A¢,,, vanishes on 2, because T¢ is the
scattering amplitude for the Dirichlet problem.

The field we seek is generated in response to the sources
and therefore falls exponentially (for & with positive imagi-
nary part) as r — o0. Therefore the terms in Eq. (3.17) that
are proportional to j,(kr) must cancel. Comparing
Eq. (3.17) with Eq. (3.15), we conclude that x,,, =
— ¢ 4. 1m» and therefore

¢a,out(x) = _Z(ﬁa,lmZTﬁmllm(k)hgll)(kr)yl’m/(ﬁ)-
Im m'

(3.18)

On the other hand, ¢, .,(X) can be expressed as an integral
over the source as in Eq. (3.2),

b out(X) = fz dx'Go(x, X, Ea(x).  (3.19)

Using the partial wave expansion for the free Green’s
function, Eq. (2.26), we find

DaouX) = k> Oy hl)) (k1)Yp, (%), (3.20)
I'm!
and comparing with Eq. (3.18), we see that
ikQa,l’m’ = _ZT;}mllm(k)d)a,lmr
Im
or
(3.21)

d)oz,lm = _ikZ[Ta];mll/m/Qa,l’m’J
I'm’'

where [T%]™! is the inverse of the Dirichlet transition
matrix T%. When this is combined with Eq. (3.16), we
obtain the desired expression for the self-interaction con-
tribution to the action,

. ik . B
Sa[Qa] = _E Z Qa,lm[Ta][mll/m/Qa,l’m’ + c.c..

Iml'm’

(3.22)

C. Evaluation of the integral over sources

Combining Eq. (3.22) with Eq. (3.13), we obtain an
expression for the action that is a quadratic functional of
the multipole moments of the sources on the surfaces. The
functional integral Eq. (3.7) can be evaluated by changing
variables from the sources, {0, } to the multipole moments.
The functional determinant that results from this change of
variables can be discarded because it is a common factor

PHYSICAL REVIEW D 77, 025005 (2008)

which cancels between 3, and 3. To compute the func-
tional integral we analytically continue to imaginary fre-
quency, k = ik, k >0,

SRS
Sl

N

3eti) = [ [[D0,D0;lexp|~
a=1
xS 0L[Te] 10,

(3.23)

kT
- *1 JaB
+5 7 C;BQQ[U 0p + c.c.},

where we have suppressed the partial wave indices. The
functional integral equation (3.23) yields the inverse deter-
minant of a matrix Mg’g that is composed of the inverse
transition matrices [T%]~! on its diagonal and the trans-
lation matrices U%# on the off-diagonals:

Mgﬁ _ [-u-a]fl(gaﬁ — UeB(1 — 5a5)_ (3.24)

Finally we substitute into Eq. (2.10) to obtain the Casimir
energy,

erey="¢ fm drc in3eMei) (3.25)
T Jo

detM, (ix)’

where the determinant is taken with respect to the partial
wave indices and the object indices «, B, and M?f =
[T*]~'8,p is the result of removing the objects to infinite
separation, where the interaction effects vanish.

In the special case of two interacting objects Eq. (3.25)
simplifies to

E,Cl= h?c ]w drln det(1 — T'UPT?U2!), (3.26)
0

where T®, a = 1, 2, and U*# are the transition and trans-
lation matrices for the two objects.

For three objects & takes the form,

&lC] = h;c Ooo dK{lIl det(1 — T2 TIU?)

+ In det(1 — T2UALTIUL)
+1In det[1 — (1 — TPUAIT'UB) !
X (—|]—3[U32 + —|]—3[U31—|]—1[U12)(1 _ '|]'2uJ21‘|]'1[LJ12)—1

X (T2 + Wuﬂlww)]}. (3.27)
Although this result appears complicated, it admits a sim-
ple physical interpretation. The first two terms describe
scatterings between objects 1 and 2 and objects 1 and 3,
and hence correspond to the separate two-body Casimir
energies of these two pairs of objects. The third term must
have a more complicated form because fluctuation forces
are not pairwise additive and hence the third term is not
simply given by the two-body Casimir energy of objects 2
and 3. The interaction of objects 2 and 3 involves not only
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direct scatterings between these two objects but also indi-
rect multiple scatterings off object 1. The third term in
Eq. (3.27) contains the resolvent of the operator
T3UT'U', which can be formally expanded as the series

© (T3UITIU)". The resolvent of T2U* T'U'? can be
treated similarly. These series describe multiple scatterings
between objects 1 and 3, and objects 1 and 2, respectively,
which occur as intermediate steps in the scattering pro-
cesses between objects 2 and 3. Inserting the series into the
last term of Eq. (3.27), one can distinguish four qualita-
tively different scattering processes, described by the fol-
lowing operators,

@1(’", n) — (‘|]'3[U31‘|]'1Ml3)m‘|]’3[u32(‘|]’2u21‘[|’1[U12)n‘|]'2[U23
@2(’71, I’l) — (‘[|'3[U3l‘ﬂ'lMlS)m‘ﬂ'3u32(‘ﬂ'2M21‘ﬂ'l[Ul2)n
X ‘|]'2[U21‘|]‘1u_J13
@3(’,”’ }’L) — (‘|]'3[U31‘|]'1[U13)m‘|]'3[U31‘|]'1[UlZ(‘ﬂ'Z[UZl‘H’l[UlZ)n
X ‘|]'2[U23
@4(!’71, I’l) — ('[]’3[U31'[]’l[Ul3)m‘[[‘3[U3l‘|]‘lu_Jl2(‘[|‘2U21‘|]‘1U12)n

X TA2ITIUR. (3.28)

The operator O;(0,0) = T*U*T?U* describes direct

M/

2m+1

-
2(m +1)

FIG. 2 (color online). Scattering processes described by the
operators of Eq. (3.28). The directed lines between objects 2 and
3 describe a wave travelling once between the objects. The
zigzag lines correspond to multiple reflections in both directions
where the number next to the line indicates how many times the
wave travels between the objects. To interpret the diagrams one
starts with a wave at object 3. As an example, we describe
explicitly the diagram for the operator OQ;(m, n). The wave
travels from object 3 to object 2, is then reflected 2n times
back and forth between objects 2 and 1, travels back from object
2 to 3, and is finally reflected 2m times back and forth between
objects 3 and 1. Each free propagation between the objects is
described by the translation operator U*#, and each reflection at
an object by the transition operator T?.
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scatterings between objects 2 and 3 as if object 1 were
absent, and hence yields the additive approximation for the
energy. All additional operators of Eq. (3.28) describe the
nonadditivity of the Casimir interaction between three
objects. The corresponding scattering processes are de-
picted in Fig. 2. The operator O,(m, n) describes two
scatterings between objects 2 and 3 with m (n) scatterings
between objects 3 (2) and 1 in between. The operators
O, (m, n) (O3(m, n)) correspond to a wave that travels from
object 3 (2) to object 2 (3) and is reflected back to object 3
(2) from object 1 after multiple scatterings between objects
1 and 2, and 1 and 3, respectively. Finally, operator
O4(m, n) describes only indirect scattering processes be-
tween objects 2 and 3 that all go through object 1.

IV. APPLICATIONS

In this section we give a few typical applications of our
method. Although the physically interesting case of elec-
tromagnetism requires vector fields and conducting bound-
ary conditions, the scalar case offers an opportunity to
check our methods and illustrate their utility. We consider
a real scalar field fluctuating in the space between two
spheres on which Robin boundary conditions, ¢ —
Apd,¢ = 0, are imposed. Because a real field has half
the oscillation modes of a complex field, the Casimir
energy in Eq. (3.26) must be divided by 2, giving

ElCl=— ] dxIn det(1 — T'URT2U).  (4.1)

We allow for different Robin parameters A, , and different
radii R, for the two spheres. This choice allows us to
study Dirichlet (A/R — 0) and Neumann (A/R — o)
boundary conditions on separate spheres as special cases.
We obtain the Casimir energy as a series in R;/d and R,/d
for large separations d and numerically at all separations.
A comparison of the two approaches allows us to measure
the rate of convergence of our results. We find that for
Robin boundary conditions the sign of the force depends
on the ratios A,/R, and on the separation d. We also
express the Casimir energy between two objects of general
shape in a large distance expansion in terms of the coef-
ficients of capacitance defined in Sec. IIC.

A. Interaction of two spheres with Robin boundary
conditions: general considerations

The Robin boundary condition ¢ — A,d,¢ = 0 allows
a continuous interpolation between Dirichlet and Neumann
boundary conditions. Since the radius of the sphere intro-
duces a natural length scale, it is convenient to replace A by
a dimensionless variable, {, = A,/R,. For £, >0, the
modulus of the field is suppressed if the surface is ap-
proached from the outside, while for £, < 0 it is enhanced.
Hence, for negative {, bound surface states can be ex-
pected. All the information about the shape of the object
and the boundary conditions at its surface is provided by
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the T-matrix. For spherically symmetric objects the
T-matrix is diagonal and is completely specified by phase
shifts &;(k) that do not depend on m,

Tlml’m’(k) = 218,k) — 1)

811 B mrs(e 4.2)

In the discussion of the T-matrix for an individual object
we again suppress the label «. The phase shifts for Robin
boundary conditions are

n(§) — £éni(¢)

Jié) = £€j(é)°
where ¢ = kR and j;(n;) are spherical Bessel functions of

first (second) kind. To apply Eq. (4.1), we have to evaluate
the matrix elements of the transition matrices for imagi-

nary frequencies k=ix. Using Jiliz) =

i[7] Q)41 5(z) and BV (iz) = —i 2]/ (m2)K 11 )(2),

we obtain for the T-matrix elements

cotd,; (k) = (4.3)

) — (1)
T (i) = ( 1)12

(1/¢ + 1/ 2(2) = 2}, 5(2)
(1/{ + 1/2)K110(2) — 2K

;+1/2(Z),
(4.4)

where z = kR.

For two spherical objects we can assume that the center-
to-center distance vector is parallel to the z-axis. Then the
translation matrices simplify to the form presented in
Eq. (2.35). For imaginary frequencies the translation ma-
trix elements become

12
fuj,flfn](d) = (ORI D T DY (1)

l//

l l/ l// l l/ l//
X (21" + 1)
0 0 0/\m —m O
2
X %Kﬂ’ﬂ/z(Kd),

where d is the separation distance.

For a range of £, bound states can appear. This range can
be determined by examining the T-matrix at small frequen-
cies, where it has the leading form

ey
Tlmlm ( 1)11 +(l+ 1){2

(4.5)

Ly (4.6)

where we have suppressed positive numerical coefficients.
The amplitudes diverge for { = A/R = —1/(I + 1) indi-
cating the existence of a pole at k = 0 at this value of .
Indeed, from Eq. (4.4) we find that the T-matrix elements
have a pole in the [th partial wave at «; >0 if —1/( +
1) < ¢ < 0. The values of k; are determined by the equa-
tion
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Kl*]/Z(RKI)
K1+1/2(RK1) .

These poles correspond to bound states for —1 < { <0.
For any { in this interval, there exists a finite number of
bound states, which increases as { — 0. In the following,
we restrict to { = 0 and leave the study of interactions in
the presence of bound states to a future publication.

The special case of spheres with Dirichlet boundary
conditions has been studied in Ref. [28]. For two spheres

of equal radius, the matrix zluAg’Z)A(,’,';, in the notation of
Ref. [28] is proportional to our T'UZT2U?! times
K41/2(kR)/Kp1/2(kR). It is easy to see that this propor-
tionality factor drops out in the final result for the energy if
one uses In det= trln in Eq. (4.1) and expands the loga-
rithm around unity. Thus we agree with the results given in

Ref. [28].

1

B. Asymptotic expansion for large separation

In this section we consider the Casimir interaction be-
tween two spheres due to a scalar field obeying Robin
boundary conditions, allowing for a different parameter
A1, on each sphere. The Casimir energy can be developed
in an asymptotic expansion in R, /d using In det= trln in
Eq. (4.1). Expanding the logarithm in powers of N =
T'UT2U2, since the T-matrix has no poles in the region
of interest we get

he [ 21

E=—— dr Yy —tr(NP), (4.8)
27 Jo ,; P
We have performed the matrix operations using

MATHEMATICA. The scaling of the T-matrix at small «
shows that the pth power of N (corresponding to 2p
scatterings) becomes important at order d~ 271, Partial
waves of order [ start to contribute at order d~2) if the
T-matrix is diagonal in [, which is the case for spherically
symmetric objects. Hence the leading terms with p = 1
and [ = 0 yield the exact energy to order d~*. In the
following we will usually restrict the expansion to p = 3,
[ = 2, yielding the interaction to order d 3.

1. Equal radii

We begin with the case R; = R, = R. The large dis-
tance expansion of the Casimir energy can be written as

SREXIC

where b; is the coefficient of the term ~d /. For general
Robin boundary conditions we find

1
41+ A+ 5)

4.9)

by = — (4.10)
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Q+4+4H)

b4=_

8(1 + &)1+ H)*

@11

bs =[=77 = 231(4; + &) — (188({F + 3) + 625415) — 2(3(4F + &3) + 197433 + H4D) + 20074 + £3)
+56(5H80 + 085) = 18383) + 20, 5(68(5 + 53) + 155433 + L4D) + 23 5385(83 + 33) + 12454)
+68435(41 + L4811 + £)3(1 +24)(0 + 5P (1 +24)]71,

be =[50 = 175(, + &) — (179(LF + &3) +592415) — (18(4F + 33) + 565(83 8 + 341)) + (64(4F + 43)
+6(50 + 085) —460383) + 20115 + 55) +136(41 8 + 414 + 6153 + 38)) + 44 522(4 + &)
+93(5 8 + 485 + 52808 + 23830655 + 83) + 9280 + L) H4AGEONEG + ) +84,4)]

X [32(1 + &)1 +26)(1 + &) +24)] 7"

Higher order coefficients can be obtained but are not shown
here in order to save space. For special values of A, they
are given below. These coefficients show some interesting
properties. They all diverge for {, = —1, where A, =
—R,, and bs and by also diverge for £, = —1/2. These
results are consistent with the emergence of poles in the
T-matrix at small « when ¢, approaches —1/(I + 1) and
the observation that the partial wave with [ = 1 starts to
contribute only at order d 3. Another interesting property
is that some coefficients b; go to zero for A, — o0, which
corresponds to Neumann boundary conditions. If both A,
go to infinity, the coefficients b; vanish for j = 1, ..., 6, so
that the leading term in the Casimir energy is ~d~’ with a
negative amplitude. Hence, Neumann boundary conditions
lead to an attractive Casimir-Polder power law, as is known
from electromagnetic field fluctuations. This result can be
understood from the absence of low-frequency s-waves for
Neumann boundary conditions. It is clearly reflected by the
low frequency expansion of Eq. (4.6), which has a vanish-
ing amplitude for A, — oo if [ =0. If one A, remains
finite and the other goes to infinity, only the coefficients
b; and b4 vanish so that the energy scales as d~> with a
positive amplitude. Since b3 < 0 for A, = 0, at asymptotic
distances the Casimir force is therefore attractive for all
non-negative finite A,, and for A, both infinite. It is
repulsive if one A, is finite and the other infinite, i.e., if
one sphere obeys Neumann boundary conditions.
However, at smaller distances the interaction can change
sign depending on A, as shown below. Notice that the two
spheres do not fall into the class of mirror symmetric
configurations if the boundary conditions are different on
the two spheres. Hence the conclusion of Ref. [32] does not
apply to the cases where we obtain repulsion.

More precisely, one has the following limiting cases. If
both A, = 0, the field obeys Dirichlet conditions at the two
spheres and the first six coefficients are

b3 = -1 b4 = 1 b5 = 7

P _Z’ _E)
4.13
b = —25 b, = —29837 b = —06491 ( )
6 16 7 2880 * 8 1152

If Neumann conditions are imposed on both surfaces, the

4.12)
[
coefficients are
bz =0, by =0, bs =0, bg = 0,
_ _16 _ _ _3011 _ _175
b7 - _961’ bg - 0, bg - _ﬁ b]() - _%;
(4.14)

clearly showing that the asymptotic interaction has a
Casimir-Polder power law ~O(d~"). Also, as in the elec-
tromagnetic case, the next to leading order @(d®) van-
ishes [11]. Therefore we have included the two next terms
of the series. If A, — oo (Neumann conditions) and A;
remains finite, we have
17
R
> 48(1+¢)
11
b = 77
6 32(1 + )2
1989 +4736¢, + 1895¢% — 21924 — 16104}
480(1 + 4)°(1 + 24) '
5(94 + 1434, + 764 — 45¢3)
288(1 + &,)*

Thus, for mixed Dirichlet/Neumann boundary conditions,
the result is

b4=0,

by

by = (4.15)

17
b3=0, b4=0, b5=—,
48
(4.16)
, 1 663 235
6 3 7160’ VY

Finally, if A, = 0 (Dirichlet conditions) and A; is finite, we
obtain

by — — 1 , 4=_(Z+§1),
41+ £y) 8(1 + ¢)?
pe— _ 1T +2314 + 18847 + 647 — 34¢}
; 48(1 + 4131 +24y) ’
be = — 50 + 1754, + 1792 + 184 — 644+ — 22;;"

32(1 + &M +2¢)
@.17)
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where we have not shown higher order coefficients. It is
important to note that the series in Eq. (4.9) is an asymp-
totic series and therefore cannot be used to obtain the
interaction at short distances.

2. Unequal radii

To study the individual contributions from two objects to
the various terms in the large distance expansion, it is
instructive to study two spheres of different radii R; and
R,. For simplicity, we focus on Dirichlet and Neumann
boundary conditions. By expanding the energy in powers
of N as before, we get an asymptotic expansion of the
Casimir energy,

(4.18)

where the coefficients now also depend on y = R, /R, . For
Dirichlet boundary conditions on both spheres, the coef-
ficients are

n+n’ _34(n+ ) +97?

n - -
b= ,
5 48

b=, hy=-TT
5= _2(n+n*)+23(n* + )
32 ’
5 _ 83520+ 1%) +1995(n + ) + 389807’
7 5760 ’
—1344(n + 1%) +5478(n? + ) + 2357(n> + n*)
2304 ’

58 = -
(4.19)

while for Neumann boundary conditions on both spheres,
we have

i 16173 3

b, = — by =0,

7 96 8
- 3011(n° + »°) - 175(n* + 1)
bo =~ 36 0 DT T s

(4.20)

and for Dirichlet conditions on the sphere with radius R,
and Neumann conditions on the one with radius R,, we
obtain

- 17793 ~ 1173
= —) b = —)
bs =3 EY)
3 2
_ 331610 + 3797?)
b = , .21
7 480
G 517324 + 6779% + 313)
8 288

For like boundary conditions, the coefficients satisfy the
symmetry condition njfll;j(l/n) = l;j(n). The coeffi-
cient by for Dirichlet conditions becomes positive if 7 is
sufficiently large or small compared to unity. Because of
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the absence of monopoles, Neumann conditions on one or
both spheres lead to coefficients that scale at least as 5°.
For the same reason, not all powers of 7 contribute to the
coefficients if Neumann conditions are imposed. Note that
the interaction between a sphere and a plate cannot be
obtained from this asymptotic expansion as the limit n —
0 since the expansion assumes that R|, R, < d. However,
the sphere-plate interaction can be computed by the same
technique employed here if it is applied to the Green’s
function of the semi-infinite space bounded by the plate
instead of the free Green’s function.

C. Numerical results for Robin boundary conditions on
two spheres at all separations

The primary application of our analysis is to compute
the Casimir energy and force to high accuracy over a broad
range of distances. However, to obtain the interaction at all
distances, Eq. (4.1) has to be evaluated numerically. We
shall see that the domain where our method is least accu-
rate is when the two surfaces approach one another. That is
the regime where semiclassical methods like the proximity
force approximation (PFA) become exact. Because of its
role in this limit, and because it is often used (with little
justification) over wide ranges of separations, it is impor-
tant to compare our calculations with the PFA predictions.

1. PFA for Robin boundary conditions

In the proximity force approximation, the energy is
obtained as an integral over infinitesimal parallel surface
elements at their local distance L, measured perpendicular
to a surface 3 that can be one of the two surfaces of the
objects, or an auxiliary surface placed between the objects.
The PFA approximation for the energy is then given by

1
Eppa = Zj E(L)ds, (4.22)
3

where & (L)/A is the energy per area for two parallel plates
with distance L. Functional integral techniques can be used
to compute the energy for parallel plates with mixed
(Robin) boundary conditions [18]. For brevity we only
quote the results [38]. The energy is

E1(L) = TSN /L, Ao/ L),

MMMJ#U=1%FmM
47 Jo

U —uh /D —uk/L)
(1+ul;/L)(1+uAy/L) }

(4.23)

><1n|:1

and the force per area is
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he
.7:||(L) ZF‘I) (/\1/L, /\2/L),

@'(A, /L, AQ/L)=#L°°LJW3
(1+uA /L)1 +udy/L) 7!
X[1_(1—1/¢A1/L)(1—»¢A2/L) i } '

(4.24)

The amplitudes ®(A;/L, A,/L), ®'(A;/L, A,/L) are finite
for all A,/L = 0. In general, the integrals in Eqgs. (4.23)
and (4.24) have to be computed numerically. The PFA
predictions as functions of A;, have considerable struc-
ture, which we illustrate in Fig. 3.

The behavior of the PFA at asymptotically small or large
A, /L determines the Casimir interaction as L — 0. For all
nonzero values of A;,, we take A,/L — oo, but for the
Dirichlet case, A = 0, the limit A,/L — 0O applies. For
parallel plates with Robin boundary conditions, in the limit
A12/L > 1 we obtain the result for Neumann boundary
conditions on both plates,

77.2

1440°

and for A, , /L < 1 we obtain the identical result for plates
with Dirichlet conditions. Finally for A;,/L <1 <K
AZ,I/L, we obtain the parallel plate result for unlike
(Dirichlet/Neumann) boundary conditions,
Bt — 7. T

(A /L, A,/L) — Dy SCIDO [1520°
The last case is relevant at short distances if one of the
A, = 0. For two spheres of radius R and center-to-center
separation d with Robin boundary conditions, the PFA
results can now be obtained easily from Eq. (4.22). In
terms of the surface-to-surface distance L = d — 2R, we
get

(4.26)

.7  Rhc
Eeen = P03 T 2R

where the + applies if one and only one A, = 0, and the —
in all other cases. Hence, at small separation the interaction
becomes independent of A,, in the sense that it only

depends on whether one A, is zero. In fact, the form of
|

4.27)

T, =12

T (d//\a + d/ZRa)Il+1/2(uRa/d) - MI;Jr]/z(uRa/d)
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FIG. 3 (color online). Amplitudes ®(A,;/L, A,/L) of the
Casimir energy [from Eq. (4.23)] and ®'(A,/L, A,/L) of the
Casimir force [from Eq. (4.24)] for two parallel plates of distance
L with Robin boundary conditions. L = 0 corresponds to the
point (1, 1) unless one or both plates have Dirichlet (A, = 0)
boundary conditions. The color coding corresponds to the mag-
nitude of the energy amplitude with blue corresponding to
positive energy and red to negative. The dashed (black) curves
correspond to zero energy while the solid (red) curves represent
zero force. The curve running from the origin to (1, 1) shows as
an example the interaction energy for A,/A; = 5 as function of
the distance L. For finite A, the interaction is always attractive at
asymptotically large and small distances but can be repulsive at
intermediate distances if the ratio A;/A, = 2.8 (or Ay/A; =
2.8). For A; = A, the interaction is always attractive. The
amplitudes are independent of L for the special cases where
the A, are either zero or infinite: The interaction is attractive
(negative energy) for A; = A, =0, A; = A, = o and repulsive
(positive energy) for Ay =0, A, = o and A; = o0, A, = 0.

the T-matrix of Eq. (4.4) shows that the energy becomes
independent of A, for d << min(A;, A,). Indeed, if we write
the frequency as k = u/d, the translation matrix depends
only on u, and the T-matrix can be written as

Imlm

so that the energy depends only on d/R,, for d << A, This
universal behavior is confirmed by a numerical evaluation
of the energy that is described below.

With the results obtained above, we can analyze the sign
of the interaction between plates and spheres at both
asymptotically large and small distances. Since the PFA

2 (d/Aq + d/2R)K 112 (uR,/d) — uK],, ,(uR,/d)’

(4.28)

{
result is expected to hold in the limit where the distance
tends to zero, Eq. (4.27) predicts the sign of the interaction
between spheres in the limit of vanishing distance. In the
limit of large distances, we can compare the results for
parallel planes from Egs. (4.25) and (4.26) to our calcu-
lations for two spheres. We find that the sign of the
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asymptotic interaction depends on the choice for A, and is
identical for plates and spheres. Hence, we obtain a com-
plete characterization of the sign of the interaction at
asymptotically large and small distances for the plate and
sphere geometry, which is summarized in Table I.
However, as we have seen above, the power law decay at
large distance is quite different for plates and spheres.

2. Casimir forces for all separations

To go beyond the analytic large distance expansion, we
compute numerically the interaction between two spheres
of the same radius R with Robin boundary conditions.
Guided by the classification of the Casimir force according
to its sign at small, intermediate and large separations, we
discuss the six different cases listed in Table I. Our nu-
merical approach starts from Eq. (4.1). Using the matrix
elements of Eq. (4.4) and (4.5), we compute the determi-
nant and the integral over imaginary frequency numeri-
cally. We truncate the matrices at a finite multipole order /
so that they have dimension (1 + [)> X (1 + [)?, yielding a
series of estimates £ for the Casimir energy.

EW gives the exact result for asymptotically large sep-
arations, while for decreasing separations an increasing
number of multipoles has to be included. The exact
Casimir energy at all separations is obtained by extrapolat-
ing the series {€"} to I — o0. We observe an exponentially
fast convergence as |EV) — &| ~ ¢ 2@/R=DI where & is a
constant of order unity. Hence, as the surfaces approach
each other for d — 2R, the rate of convergence tends to
zero. However, we find that the first / = 20 elements of the
series are sufficient to obtain accurate results for the energy
at a separation with R/d = 0.48, corresponding to a
surface-to-surface distance of the spheres of L = 0.083R,
i.e., approximately 4% of the sphere diameter. In principle
our approach can be extended to even smaller separations
by including higher order multipoles. However, at such
small separations semiclassical approximations like the
PFA start to become accurate and can be also used.

The results for Dirichlet and Neumann boundary con-
ditions are shown in Fig. 4. All energies are divided by
Epka, given in Eq. (4.27), with the corresponding amplitude
®; (repulsive at small separations) or ®; (attractive at

TABLE 1.

attractive and repulsive forces, respectively.
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small separations). For like boundary conditions, either
Dirichlet or Neumann, the interaction is attractive at all
separations, but for unlike boundary conditions it is repul-
sive. At large separations the numerical results show ex-
cellent agreement with the asymptotic expansion derived
above. Note that the reduction of the energy compared to
the PFA estimate at large distances depends strongly on the
boundary conditions, showing the different power laws at
asymptotically large separations. In the limit of a vanishing
surface-to-surface distance (R/d — 1/2), the energy ap-
proaches the PFA estimate in all cases. Generically, the
PFA overestimates the energy: Epgpa is approached from
below for R/d — 1/2, except in the case of Dirichlet
boundary conditions on both spheres, where the PFA
underestimates the actual energy in a range of 0.3 <
R/d < 1/2. The deviations from the PFA are most pro-
nounced for Neumann boundary conditions. At a surface-
to-surface distance of L = 3R (R/d = 0.2), the PFA over-
estimates the energy by a factor of 100.

Casimir interactions for Robin boundary conditions with
finite A, are shown in Fig. 5. If A; = A, the interaction is
always attractive. If the A, are not equal and their ratio is
sufficiently large, the Casimir force changes sign either
once or twice. This behavior resembles the interaction of
two plates with Robin boundary conditions. However, the
criterion for the existence of sign changes in the force now
depends not only on A;/A,, but on both quantities A;/R
and A,/R separately. Even with A;/A, fixed, for smaller
A,/R there can be sign changes in the force, while for
larger A, /R the force is attractive at all distances. When
the ratio A,/ A, is sufficiently large (or formally infinite for
Dirichlet or Neumann boundary conditions), we can iden-
tify three different generic cases where sign changes in the
force occur:

(1) First, we consider Dirichlet boundary conditions
(A; = 0) on one sphere and a finite nonvanishing
A,/R at the other sphere. Figure 5(a) displays the
energy for A,/R = 10 as a typical example. At large
distances the energy is negative, while it is positive at
short separations with one sign change in between.
The asymptotic expansion of Eq. (4.9) with the co-
efficients of Eq. (4.17) yields the exact energy at
separations well below the sign change. While the

The sign of the Casimir force between two plates and two spheres with Robin boundary conditions at asymptotically small
and large surface-to-surface distance L. The sign in these two limits is identical for plates and spheres. Here *“—

” and “+” indicate

Ay Ay L—-0 L—ox remark

0 0 - - — for all L

) 0 + + + for all L

o o0 - - — for all L

10, oo 10, oo - - + at intermediate L for large enough ratio of A;, A,. (for plates: A;/A, or A,/A; = 2.8)
10, oo 0 + -

10, oo[ 00 — +
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FIG. 4 (color online).

Casimir energy for two spheres of radius R and center-to-center distance d: (a) Dirichlet boundary conditions

for both spheres, (b) Neumann boundary conditions for both spheres, (c) Spheres with different boundary conditions (one Dirichlet,
one Neumann). The energy is scaled by the PFA estimate of Eq. (4.27). The solid curves are obtained by extrapolation to / — 0. For
the smallest separation, the extrapolation uncertainty is maximal and indicated by an error bar. The dashed curves represent the
asymptotic large distance expansion given in Eq. (4.9) with the coefficients of Eqgs. (4.13), (4.14), and (4.16), respectively.

expansion predicts qualitatively the correct overall
behavior of the energy, it does not yield the actual
position of the sign change correctly. Of course, for
the Casimir interaction between compact objects, the
sign of the force F = —d&/dd is the physically
important quantity, not the energy. The distance at
which the force vanishes cannot be deduced directly
from the slope of the curve for & = E/Eppa, since

one has
E'd) = o &Nd) + Lg(d) (4.29)
Eppald) [ d—12R } '
The force vanishes at the distance d, if £'(d,) = 0,
so that
A 2 A
"(dy) = ————&(dy). 4,
&E'(dy) dy — 2R &E(dy) (4.30)

025005-16

Hence the distance at which the force vanishes is
determined by the position d, where the curve of the
auxiliary function #(d) = 7(d/R — 2)* is tangent to
the curve of £. The two unknown quantities dy and 7
are then determined by the conditions &(dy) = 1(d,)
and &'(dy) = '(dy). This procedure allows us to
obtain the distance at which the force vanishes easily,
without computing derivatives numerically. The tan-
gent segment of the curve for #(d) is shown in
Fig. 5(a) as a dotted line. From this construction
we find that at a distance d__, . the force changes
from attractive to repulsive for decreasing separa-
tions. The position d__, ; corresponds to a minimum
of the energy and decreases with decreasing A, /R, so
that in the limit A,/R — 0 it approaches the case of
two spheres with Dirichlet boundary conditions,
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FIG. 5 (color online).
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The Casimir energy for two spheres with different Robin boundary conditions for finite A,: (a) Dirichlet

boundary conditions and A/R = 10, (b) Neumann boundary conditions and A/R = 10, (¢c) A;/R = 10 and A,/R = 1. The solid curves
correspond to extrapolated results for [ — oo, and the dashed curves represent the asymptotic large distance expansion given in
Eq. (4.9) with the coefficients of Egs. (4.17), (4.15), and (4.10), respectively. For logarithmic plotting, the modulus of the energy is
shown, and the sign of the energy is indicated at the bottom. The range of separations with a repulsive force is shaded. The points of
vanishing force occur where an auxiliary function (dotted curves) is tangent to the solid curve, see text for details.

(i)

where the force is always attractive.

Second, we study Neumann boundary conditions on
one sphere and a finite nonvanishing A,/R at the
other sphere. As an example we choose again
A,/R = 10, as shown in Fig. 5(b). The energy is
positive at large distances and becomes negative at
small distances. The asymptotic expansion with the
coefficients of Eq. (4.15) is found to be valid well
below the separation where the sign of the energy
changes. Hence, the expansion describes the behav-
ior of the energy qualitatively, but does not predict
the precise position of the sign change. The sign
change of the force can be obtained by the method
described above. At a position d,_,_, the force
changes from repulsive to attractive with decreasing
separation and the energy is maximal. A decreasing

(iii)
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(increasing) A,/R shifts d,_,_ to smaller (larger)
separations. This result is consistent with an entirely
repulsive (attractive) force for Neumann-Dirichlet
(Neumann-Neumann) boundary conditions.

The third case is obtained if both A, are finite and
nonzero. A typical example with A;/R = 20 and
Ay /R = 11is shown in Fig. 5(c). The energy is nega-
tive both at large and small separations but turns
positive at intermediate distances. The asymptotic
expansion applies again at sufficiently large separa-
tions beyond the position where the energy becomes
positive. For values of the ratio A; /A, that are larger
than an R-dependent threshold, the force changes
sign twice, so that it is repulsive between the sepa-
rations d__,; and d,_,_. The energy has a minimum
(maximum) at d__,, (d;4—_). If A;/R increases and
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A,/R decreases, the repulsive region grows until
eventually the force becomes repulsive at all separa-
tions, corresponding to the limit of Dirichlet/
Neumann boundary conditions. Decreasing A;/R
and increasing A, /R reduces the interval with repul-
sion. In this case, first the zeros of the energy dis-
appear, leaving negative energy at all distances but
still a repulsive region, and then the two positions
where the force vanishes merge, leaving an entirely
attractive force.

D. Interaction in terms of low frequency scattering data

We noted in Sec. IIC that in the limit of vanishing
frequency, the S-matrix is related to tensor generalizations
of the capacitance. At higher frequencies, this tensor re-
ceives corrections that can be expanded in frequency. The
object’s shape is thus encoded in the tensor expansion
coefficients of the S-matrix. We can use these results to
obtain the Casimir interaction between nonspherical ob-
jects in a large distance expansion. From such an analysis
one can obtain information about which pieces of the
S-matrix contribute to the Casimir interaction at a given
order in inverse separation.

In general, according to Eq. (2.29), the T-matrix of
object a can be written in a small k-expansion of the form

g4
ll+l

a — a +1'+1+¢q
Tl = Grv g — 1 ;) Camin® '

PHYSICAL REVIEW D 77, 025005 (2008)

We assume again that the origins of the two objects are
located on the z-axis at a separation d. Then we can use the
translation matrix elements of Eq. (4.5). The Casimir en-
ergy can be obtained from the low-k expression for the
T-matrix of Eq. (4.31) by a simultaneous expansion in the
number of partial waves, the number of scatterings (powers
of N)), and the imaginary frequency «. The analysis based
on the general low-frequency structure of the T-matrix for
objects of arbitrary shape and boundary condition becomes
increasingly complicated with decreasing separation be-
tween the objects. Since the T-matrix cannot be assumed to
be diagonal in /, partial waves of order / can contribute to
the energy at order d~®*9 (for T-matrices that are diago-
nal in [, they can only contribute at order d~3*2)). We
consider here only partial waves up to order / = 3 and four
scatterings, which allows us to obtain the energy to order
d~°. The energy can again be written in the form

e & B;
g=TC52
W;d/

The coefficients B; are completely specified by the low-
frequency behavior of the T-matrix, i.e., they can be ob-
tained from the coefficients C;“;l,m,lm in Eq. (4.31). In the
following, we assume that the origin of the object’s coor-
dinate frame has been chosen such that the dipole response
to an applied constant potential vanishes, i.e., C§y,09 =

C6.001m = O0form = —1,0, 1. Using the symmetry relation

(4.33)

4.31) of Eq. (4.32), the result for the coefficients can be written as
Because of the symmetry of the T-matrix, the coefficients By = _%C(l)‘ OOOOC%‘ 0000 (4.34)
obey the relation ' '
@ — 20+1 ce 4.32 B, = —l(Cl C2 + C2 Cl ) (4 35)
glm'im = 5514 1 Cqitmtm” (4.32) 4 g\C0:0000¢1:0000 T €0:0000¢ 1:0000) -
|
By = — 1 Gl — > (ChooooChrons + ChoonChions) — 2 (ChoonsChonn + ChoomClooo)
5 16 - 0:0000 - 0:0000 g |~ 0:0000-0:1010 0;0000-0;1010 6~ 0:0020%0:0000 00020 “0;0000
1 1
- ﬁ(c(l);ooooc%;oom - C%;ooooc};oom) 8 (C%;ooooc%;oooo + C(l);oooocg;oooo + C%;oooocé;oooo)’ (4.36)

1

7 /5
Bg = — 33(C(l);OOO()C%;OOOO[C(2);0000]2 + C(z);ooooC%;oooo[cé;oooo]z) - 8\£(C(1);0000C(2>;1020 - C(Z);ooooctl);lozo)

\/7 1 2 2 9

V5

— 1 — (! 2 2 1 1 2 2 1
8 (CO;OOOOCO;OO30 CO;OOOOCU;OUSO) 16 (CO;UOOOCI;IUIO + CO;()OO()Cl;l()lO + Cl;OOOOCO;IOIU + Cl;O()()OCO;lOlO)

5
— 1 2 2 1 1 2 2 1 _ 1 2 — (2 1
) (Cl;OOZOCO;OOOO + CI;OOZOCO;OOOO + CI;OOOOCO;OOZO + Cl;0000C0;0020) 8\/§ (CO;OOOOCZ;OOIO CO;OOOOCZ;OOIO

3
1 2 2 1 _ 1 2 2 1 | 2 2 1
+ Cloo00C0010 ~ Cr0000C1:0010) 16 (C10000C2:0000 + CT0000C2:0000 + Co.0000C3:0000 + Co0000C3.0000)  (4:37)

This result deserves several comments. First, the above expressions for the coefficients have been substantially simplified
by the requirement that C{, ., = Cfo,, = 0, which eliminates 2, 5 and 22 terms from By, Bs and Bg, respectively. Most
contributions originate from two scatterings, which can be seen from the appearance of a product of two coefficients
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Cg;lml,m,. Only the leading terms of Bs and B¢ are com-
posed of a product of four coefficients Cg; i @0d hence
result from four scatterings. The latter terms are com-
pletely determined by the capacitance of the objects and
its finite frequency corrections, Cg - The result clearly
shows the relevant number of partial waves, which in-
creases by one with each additional power of 1/d. At
leading order, ~1/d?, the coefficient By is given by the
product of the capacitances Cf g Of the objects. At the
next order, contributions from [ =1 partial waves are
absent due to the choice of origin. At higher orders, the
coefficients B contain contributions from partial waves up
to [ = j — 3. Note also that not all terms are symmetric
under an exchange of the two objects, C(‘L it C; ——
The terms for which [ + I’ is an odd number change sign
under an exchange of the objects. This is related to the fact
that the expansion of the T-matrix in Eq. (4.31) assumes
that the local coordinate systems of the two objects have
the same orientation. Hence, the objects ““see’” each other
along different directions, i.e., along the direction of the
positive and negative z-axis, respectively. Up to coefficient
Bg, all terms have m = m’ = 0, which is again due to the
choice of origins eliminating all terms with nonzero m up
to the order considered here.

The above result can be applied to two objects of arbi-
trary shape and orientation, since the direction connecting
the origins of the objects can be always defined as the
z-axis. The orientation of the objects with respect to this

axis is then specified by the coefficients C‘q’ mime» WHICH

depend on the angle that a reference direction, fixed to the
object, forms with the z-axis. Hence, the dependence of the
Casimir interaction on the orientation of the objects can be
obtained from this general result by computing the low-
frequency expansion of the T-matrix elements for objects
with an arbitrary orientation with respect to the z-axis.
Since the capacitance coefficients Cg.q, are independent
of orientation, a dependence on orientation can occur only
at order d°. A more detailed study of the orientation
dependence and the reduction of the number of indepen-
dent expansion coefficients due to symmetries of the ob-
jects is left to a future publication.
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APPENDIX A: NEUMANN BOUNDARY
CONDITIONS

Throughout the paper we considered Dirichlet boundary
conditions, ¢ = 0. In fact, our final result, Eq. (3.25),
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which expresses the interaction Casimir energy of many
compact objects in terms of the transition and translation
matrices, is independent of the choice of boundary con-
ditions, provided the T-matrix is the one appropriate to the
boundary conditions of interest. Here we show this result
for the Neumann case. The general Robin case is left to the
reader.

Neumann boundary conditions are implemented by re-
placing ¢(x) by 9, ¢(x) in Eq. (2.12), leading to an ex-
pression for the partition function analogous to Eq. (2.13)
with ¢(x) — 9,,¢(x). Like the Dirichlet case, this case
also has an analogy to electrostatics, namely, a complex
field coupled to a set of surface dipole densities 0,(x). By
analogy, in this case d,¢ will be continuous throughout
space, but ¢ itself will jump by @,(x) across the surface
3. .- Therefore the classical equations of motion analogous
to Eq. (3.1) are

=(V* + &) pa(x) =0, for x & 3,
Agy(x) = —0,(x), forx € X,
Ad,pyly =0, forx €3, (A1)

and the normal derivative of the free Green’s function
generates the field associated with these dipole sources,

balx) =Y [ dx'o,Golx. ¥, Dgu0), (A2
B %5

where d,; denotes the normal derivative at the point x’ and
acts only on G,.

The evaluation of the classical action proceeds in anal-
ogy to the Dirichlet case,

@

Sulel =5 ( [2 dxez<x>an¢ﬁ<x)+c.c.). (A3)
a,B

First we evaluate the terms with a # (3,

- 1
S0 = ]2 dx(Q4(x)0,$5(x) +cc).  (Ad)

In analogy to Eq. (3.9),

bp(x) = ik> hi" (krp)Y,, (%)
Im

X fzﬂ dxl30 Lii(kr'y) Vi (R)0p(xy),  (AS)

which serves to define multipole moments of the dipole
layer density,

Pam = fz dx 5o, Liikrp)Ys, (& )1es(xp).  (A6)
B

As in the Dirichlet case, the Hankel functions defined with
respect to O can be expanded in terms of Bessel functions
about O, with the help of translation formulas.
Substituting into Eq. (A4) leads to a result analogous to
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Eq. (3.13),

N ik £ a
SpalPar Pel =5 > Priyy Ui P + c0 (A7)

Iml'm’

When a = B, we also proceed in analogy to the
Dirichlet case. The interior field is defined as in
Eq. (3.15) and substitution into Eq. (A3) leads to

~ 1 )
Sa[Qa] = EZ((ba,lmPZ,[m + C-C~): (Ag)
Im

in analogy to Eq. (3.16). As in the Dirichlet case, we
determine the field expansion coefficients, ¢, ;,,, by con-
structing the exterior field ¢, in two different ways.
First we construct it following the logic of Egs. (3.17),
(3.18), (3.19), and (3.20), but now with the aid of the
Neumann T-matrix, since the normal derivative of ¢,
must be continuous across 2,. Then we construct ¢,y
directly from the Neumann multipole moments using
Eq. (A2). Equating the two we obtain

baim = — ik [T T Pasimts (A9)
I'm'

where 7@ is the Neumann T-matrix. Substituting into
Eq. (A8) we obtain the final result,

. ik . B
SalPal == Poinl T Ty P + e (A10)
Im

analogous to Eq. (3.22). The rest of the derivation follows
the Dirichlet case closely.

APPENDIX B: CASIMIR ENERGY AND
FUNCTIONAL INTEGRALS

Here we show the equivalence between our functional
integral formalism and the standard representation of the
Casimir energy in terms of zero-point energies. We con-
sider a real scalar field, ¢(x, 7), that obeys the wave equa-
tion in a domain D), and obeys a Dirichlet boundary
condition on 2, the boundary of D, which need not be
connected. Let ¢, (x) and —&2,/h?c? be the eigenfunctions
and eigenvalues of the Laplacian in D,

2
~ V) = 5 D
¢,(x)=0 on 2.

Let —e2, ,/h?c? be the corresponding eigenvalues when
the objects are moved to arbitrarily large separation from
one another. For simplicity we assume that the spectrum is
discrete in both cases.

Consider the Minkowski space functional integral over
the field ¢(x, 1), as introduced in Eq. (2.1) but now for a
real field,

PHYSICAL REVIEW D 77, 025005 (2008)

7[0] = ] [Dgo]cexp{% ﬂ) " ar fDdx@(w)z

- (Ver))

By definition, only periodic paths, ¢(x,0) = ¢(x, T), that
obey the Dirichlet boundary conditions are included. Since
o(x, 1) is periodic in T, it can be expanded in a Fourier
series,

(B2)

e}

e, )= > @, (x)e ™1,

n=—oo

with ¢_,(x) = ¢} (x). Because the boundary conditions
are time independent, the functional integral over each
frequency mode of ¢ can be done independently.
Therefore Z[C] can be written as an infinite product,

zc)= [] [tDekeenly [ ax((Z2)ier

At the end of this calculation we will divide by Z,, the
functional integral defined when all the objects are re-
moved to arbitrarily large separation. Therefore we ignore
all multiplicative factors in Z[C] that are independent of the
location of the constraining surfaces, beginning with the
Jacobian generated by the change of variables from ¢(Xx, 1)
to ¢, (x).

The real eigenfunctions, {¢,(x)}, defined in Eq. (B1)
form a complete orthonormal set of functions on D, so the
field ¢, (x) can be expanded as

e1(%) = 3 b (),

where {c,,} are complex numbers with ¢_,, = c},. When
this expansion is substituted into Z[C], the functional in-
tegral reduces to an infinite product of ordinary integrals
over the coefficients {c,,},

ZIC] = ﬁ l_[fdc,,a exp{—%Z(fS—%z

n=—o «o 43

- <27Tn>2>|cnz1|2}:

cT
where we have dropped factors common to Z[C] and Z,.
The integrals over the {c,,} can be performed (taking T

complex with a negative imaginary part, and analytically
continuing back to T real at the end), leading to

Z[C] = ﬁ l‘[(hj_ivz_ (?)31/2_

n=—o0 «o

(B4)

(BS)

Then, interchanging the products over n and @, Z[C] can be
written,
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2mn\27-1
zc) = [ ( > } (B6)
2.2 ’
[T e (55
where we have separated out the n = 0 term and combined
each positive and negative n into a single term. Factoring
out the configuration independent factor [ (3%%)? and
using the infinite product representation of the sine func-

tion,
sinx ﬁ( x? )
we obtain
1 e*i(eaT/Zh)
2c]= l_[ sinfe- 2hT - l:[ 1 — e ileal/)" (B7)

Finally we define T = —iA/c, send A — oo, divide by Z,,
and take the logarithm, obtaining

A
% g(ea - ea,oo):

which, using Eq. (2.4), gives the standard expression for
the Casimir energy of a real scalar field,

(S

Note that if we had set T = —iBh and not taken the 7 —
oo limit, we would have obtained the partition function for
a Bose “gas” of scalar particles occupying the eigenstates
with energy &, the starting point for a quantum statistical
mechanical treatment of the Casimir effect at temperature

1/B.

gim In(Z[Cl/Zs) = — (BY)

ElC] = (B9)

800&

APPENDIX C: TRANSLATION FORMULAS

For completeness, we sketch the derivations of the trans-
lation formulas quoted in Egs. (2.30) and (2.31) with 8 = 1
and o = 2. See Fig. 1 for the configuration of the two
objects.

12
1. Vl/mrlm(Xlz)

First consider the equation relating the regular partial
wave solution about X, to those expanded about @,. Since
X, = X,; + X; we can write

eikX2

KXy ik

(ChH

=e

for an arbitrary vector k. If we use the familiar partial wave
expansion,

ekx = 47Tzilj1(kr)yz*m(ﬁ)Yzm(ﬁ)’ (€2)
Im

in all three terms, multiply by the factor Y;,,(k) and inte-
grate over k, we obtain
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Jikr) Y, (%o) = 4 > il’“’”( [ dkY,,(K)Y;, (k)

[/mfl//m//
x Y,*,,m,,(ﬁ))jl/r&dn)jl/(kn)
X Yl”m”(X21)Yl/m’ (ﬁl) (C3)

The integral over three spherical harmonics is [39]

[dﬁylm(ﬁ)yim/(l;)Y;,m,,(l;) = (_l)ml+m”

/\A//\// / l/ ll/
% 4 <0 0 0 )
l l/ l//
X < m _m/ _m// )’
(C4)

where A = 2/ + 1. Substituting into Eq. (C3) and regroup-
ing terms we find,

., B l l/ l//
. S ) — A 1\ym
]l(krz)Ylm(X2) = Z[lﬁz//l ( 1) \/F(O 0 0 )

I'm’

[ 4 1" . N

X (m o —m )]l”(kdIZ)Yl”m”(le)

>< 47T/\)\/il/l(_1)mljl/(kr])Yl/m/(ﬁl)i|.
(©C5)

Comparing this expression with the definition of the trans-
lation matrix, V, given in Eq. (2.30), we can read off the
matrix elements V2, (X,),

Vi (Xi2) = VAmAN I (=) i (=)

l// "

! l/ l/l
/.
x\//\_<o 0 0)

[ 4 I \. .
X (m —m' —m )Jl”(kd12)Yl”m”(X21)-
(C6)
Finally we use X, = —X;, and Yy, (—X)=
(= 1)"¥p,»(X), together with the fact the the 3j-symbol

restricts I/ + I — [ to be even and m’ + m" to equal m, all
of which yields

ll/ m l”
l’ rlm(Xlz)—\/47T)l/\’ (-1 l,,z;, \//\_l<0 0 O)
/
X(l l /
m —m

the analogue of Eq. (2.31).

l// . .
—m" )Jl” (kd12)Y pryn (X 12),
(C7)
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2. U2, (Xq2)

We begin by equating the partial wave expansion (with
respect to 0,) of the free Green’s function to its plane wave
representation,

Go(x, Xo, k) = ik> jy(kr) (kry) Y, (R)Y (%)
Im

dq eiq(xz—x)
e R
Without loss of generality we take |x,| > |x| with respect

to O,. We project out the (Im)th partial wave by multi-
|

(C8)

8(—1)m
ikjy (k)" (kry) Y (R2) =
\/477' l’m%m”

2
o0 q . . . S ~
X []0 dC]iqz — k2Jz”(qd12)11’(q71)11(qr)}Yz”m”(x12)Y1’m'(X1)~

This integral can be found in Ref. [40],

o0 2 . . T .
dg—1— julqdy)jr(gr)jfgr) = = jyer)jp Ger RSP (kd).
0 q —k 2

Substituting this result into Eq. (C10), the form of U!?

Iml'm’
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plying by Y,,,(X) and integrating over X,

o . A . d eiq(xzfx)
e R B R e e
(©9)

Next we write ¢/ 4® ™% = £iaXa#+X=%) and expand each
exponential in partial waves using Eq. (C2). The X integral
can be performed using the orthonormality of the Y;,,; the q
integral is of the form of Eq. (C4). The substitution of
X,; = —X, proceeds as in the previous case and we
obtain

m —m —m

il+l”—l’\/m(l /! l")(l L " )
"

0 0 O

(C10)

ik (C11)

(X5) quoted in Eq. (2.31) follows straightforwardly.
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