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Gravitational lensing of the cosmic microwave background (CMB), a long-standing prediction of the
standard cosmological model, is ultimately expected to be an important source of cosmological
information, but first detection has not been achieved to date. We report a 3:4� detection, by applying
quadratic estimator techniques to all sky maps from the Wilkinson microwave anisotropy probe (WMAP)
satellite, and correlating the result with radio galaxy counts from the NRAO VLA sky survey (NVSS). We
present our methodology including a detailed discussion of potential contaminants. Our error estimates
include systematic uncertainties from density gradients in NVSS, beam effects in WMAP, galactic
microwave foregrounds, resolved and unresolved CMB point sources, and the thermal Sunyaev-
Zel’dovich effect.
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I. INTRODUCTION

Within just two decades, cosmology has progressed
from a rather speculative science to one of the most suc-
cessful fields of physics, driven by an exemplary interplay
between experiment and theory. Much of this progress has
been owing to the well understood physics underlying the
cosmic microwave background (CMB) anisotropy, seeded
by oscillations in the baryon-photon plasma of the early
universe.

Measurements of these fluctuations by a number of
experiments have given rise to a basic cosmological para-
digm, with the tightest current constraints on the cosmo-
logical parameter budget coming from combinations of
data from the Wilkinson microwave anisotropy probe
(WMAP) satellite [1,2] in conjunction with small-scale
CMB experiments (e.g. [3–5]), and other rich probes of
cosmological clustering and dynamics such as supernovae,
galaxy surveys, the Lyman-alpha forest, weak lensing, and
others (e.g. [6–14]).

The CMB promises to remain a gold mine for precision
cosmology, and two new frontiers lie ahead. First, a polar-
ized component has recently been detected by a number of
groups [15–20], offering e.g. the prospects of detecting
primordial gravitational waves and constraining recombi-
nation physics.

Second, large-scale structure between the last scattering
surface and us alters the primary CMB anisotropy, through
gravitational lensing (for a recent review of the theory see
[21]), through scattering off hot electrons in large-scale
structure (the Sunyaev-Zel’dovich effects) [22,23], and
through redshifting during the traverse of time-dependent
potential fluctuations (the integrated Sachs-Wolfe, here-

after ISW, effect) [24]. A number of specialized instru-
ments will soon begin to study details of these secondary
anisotropies [25,26].

As important as constraining cosmological and astro-
physical parameters, detecting any of these effects is a
crucial milestone for cosmological physics. The
Sunyaev-Zel’dovich effect has been found by targeting
clusters detected in x-ray [27–30], also at high significance
level using WMAP [31], and it has been observed in cross
correlation of galaxy surveys with WMAP [32–34]. The
ISW effect has been detected by cross correlating WMAP
with galaxy surveys and with the hard x-ray background
[32,35–43].

A detection of gravitational lensing in the CMB has so
far been outstanding. The main difficulty at millimeter
wavelengths is the high angular resolution needed, as
typical deflection angles over a cosmological volume are
only a few arcminutes. Non-Gaussianity imprinted by
lensing into the primordial CMB may allow statistical
detection with surveys at lower angular resolution, but
the signal-to-noise is currently too low for internal detec-
tions. Cross correlation with other tracers of large-scale
structure offers a way to limit systematics and increase the
signal-to-noise.

A first attempt [44] was made by cross correlating the
WMAP first year release [1] with data from the Sloan
digital sky survey (SDSS) [8]. These authors used a sample
of 503 944 SDSS luminous red galaxies (LRG’s) overlap-
ping with ’ 10% of the sky observed by WMAP. They
were not able to find evidence for gravitational lensing
within statistical error bounds. While SDSS LRG’s have a
well understood redshift distribution, their number density
drops rapidly beyond z � 0:5, and has only marginal over-
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lap with the higher redshift range that is geometrically
optimal for CMB lensing. Photometric quasars found in
SDSS may offer an additional handle.

Here we go a different route, using the 1:9� 106 radio
sources found in the NRAO VLA sky survey (NVSS) [45].
The large sky coverage and estimated depth of NVSS make
it an excellent candidate for a search for CMB lensing in
cross correlation with WMAP. The survey covers 77% of
the sky, 58% of which is found to overlap with WMAP,
once masks to limit systematics have been applied.

The structure of this paper is as follows.
First, we describe the data sets (Sec. II), theory (Sec. III),

and pipeline (Sec. IV) that will be used for detecting CMB
lensing by reconstructing the lensing potential from
WMAP, and cross correlating the result to NVSS. The
detection is shown, with statistical errors only, in Fig. 5.
The rest of the paper is devoted to null tests and assigning
systematic errors: NVSS systematics (Sec. V), WMAP
beam effects and galactic foregrounds (Sec. VI), resolved
and unresolved point sources (Sec. VII), and Sunyaev-
Zel’dovich fluctuations (Sec. VIII). We quote our final
result including systematic errors (Fig. 19) in Sec. IX,
where we also mention future directions.

In our calculations we will assume throughout the cos-
mological model favored by a combination of WMAP,
smaller-scale CMB experiments, and other data (the
WMAP� ALL analysis [2]): a local expansion rate H0 �
70:4 km=s=Mpc, primordial power spectrum slope ns �
0:947, matter and dark energy fractions of �0 � 0:267 and
�� � 0:733, respectively, and amplitude �8 � 0:773.

II. DATA SETS

A. WMAP

With the goal of producing full-sky maps of the CMB
with unprecedented accuracy, the WMAP satellite was
launched in June 2001. Since then, it has been mapping
the sky using 10 differential assemblies (DA’s) covering 5
frequency bands centered at 23 (K), 33 (Ka), 41 (Q), 61
(V), and 94 GHz (W). In our analysis we use the 2 Q-band,
2 V-band, and 4 W-band temperature maps produced using
3 years of observations [46] and made publicly available
[47]. We will use as a default mask the Kp0 mask, which
cuts out the galactic plane and point sources bright enough
to be resolved by WMAP, leaving about 78.46% of the sky
[1].

The intrinsic quality of this data set leaves us with few
instrumental systematic effects to worry about [48–50].
Nonetheless, noise inhomogeneities and beam effects
could be of particular concern for our lensing statistic.
The former will be optimally handled by our estimator.
Although the latter are well controlled for the power spec-
trum estimation [46,48], they could potentially affect our
lensing estimator as will be discussed below. We will show
how the formalism presented in [46] allows us to control
them in our particular context too. Another source of

systematic error might come from other astrophysical
sources, namely, residual galactic foregrounds (synchro-
tron, free-free, and dust), residual point sources and the
signature of galaxy clusters via the Sunyaev-Zel’dovich
effect. These potential contaminants will be discussed in
later sections.

B. NVSS

As a tracer of the large-scale density field, we use
observations resulting from the NRAO VLA sky survey
(NVSS) 1.4 GHz continuum survey. This survey covers
82% of the sky [45] with a source catalog containing over
1:8� 106 sources that is 50% complete at 2.5 mJy. It is
appropriate for our purpose since most of the bright
sources are active radio galaxies and quasars whereas the
less bright ones correspond to nearby star-forming gal-
axies. As a consequence, almost all the sources away
from the galactic plane (jbj> 2�) are extragalactic.

We pixelize the NVSS catalog using HEALPIX [51] maps
with Nside � 256 corresponding to around 140 square pix-
els [52]. As an extra precaution, we removed sources with a
flux greater than 1 Jy as well as a 1 degree disk around
them. We also mask out pixels at low galactic latitude
(jbj< 10�) and those unobserved by the survey (� <
�36:87�). We ended up with 1:29� 106 sources with an
average density �G � 159 000 gal=sr.

III. CMB LENSING

Weak lensing by large-scale structure remaps the CMB
temperature field on the sky; the lensed temperature ~T�n̂�
and unlensed temperature T�n̂� are related by [53]

 

~T�n̂� � T�n̂� d�n̂��; (1)

where d�n̂� is a vector field representing the deflection
angles. To first order in perturbation theory, d�n̂� is ex-
pected to be a pure gradient:

 da�n̂� � ra��n̂�; (2)

where the scalar potential � is given by the line of sight
integral:

 ��n̂� � �2
Z ��

0
d�
�
�� � �
���

�
���n̂; �0 � ��; (3)

where � denotes conformal distance along the line of sight
in the assumed flat cosmology,�� is the conformal distance
to recombination, and �0 is conformal time today. The
integral in Eq. (3) receives contributions from a broad
redshift range with median around z	 2.

How can CMB lensing be detected in data? At the power
spectrum level, lensing slightly smoothes the acoustic
peaks in the temperature power spectrum CTT‘ and adds
power in the damping tail [54]. However, these effects are
too small to be detectable in existing data sets. Going
beyond the power spectrum, the effect of CMB lensing

SMITH, ZAHN, AND DORÉ PHYSICAL REVIEW D 76, 043510 (2007)

043510-2



on higher-point statistics of the CMB is stronger and
requires less instrumental sensitivity to detect [55].

The theory of CMB lens reconstruction [56–59] pro-
vides a framework for extracting this higher-point signal
which we will use throughout this paper. One first defines a
quadratic (in the CMB temperature T) estimator for the
CMB lensing potential �. The simplest higher-point esti-
mator for detecting CMB lensing would be the power
spectrum C��‘ : a quadratic estimator in the reconstruction
� or a four-point estimator in T.

However, the three-year WMAP data do not have suffi-
cient sensitivity to detect CMB lensing via the auto power
spectrum C��‘ . This can be seen by considering the statis-
tical ‘‘noise’’ in the reconstruction; in [56] it is shown that
the reconstruction noise power spectrum N��

‘ is given by

 

1

N��
‘

�
1

2‘� 1

X
‘1‘2

�CTT‘2
F‘1‘‘2

� CTT‘1
F‘2‘‘1

�2

2�CTT‘1
� NTT

‘1
��CTT‘2

� NTT
‘2
�
; (4)

where F‘1‘2‘3
is defined by

 F‘1‘2‘2
� G‘1‘2‘3

f‘1‘2‘3
(5)

 G ‘1‘2‘3
�

�����������������������������������������������������������
�2‘1 � 1��2‘2 � 1��2‘3 � 1�

4�

s
‘1 ‘2 ‘3

0 0 0

� �
(6)

 f‘1‘2‘3
�
‘2�‘2 � 1� � ‘3�‘3 � 1� � ‘1�‘1 � 1�

2
: (7)

In Fig. 2 (left panel) we have shown the noise power
spectrum N��

‘ for three-year WMAP sensitivity, with the
fiducial signal power spectrum C��‘ shown for comparison.
Although the CMB temperature anisotropies are signal
dominated across a wide range of angular scales (Fig. 1),
the lens reconstruction is highly noise dominated. At this
level of signal-to-noise, an ‘‘internal’’ (to WMAP) detec-

tion of CMB lensing, by measuring the auto power spec-
trum C��‘ , is not possible.

It is frequently the case that a signal which is too noisy
for internal detection can nonetheless be detected via cross
correlation to a second, less noisy signal. (For example, the
first-year WMAP data had poor sensitivity to the EE
polarization signal, but contained a many-sigma detection
of CMB polarization via the TE cross correlation [60].) In
this paper, we will detect the lensing signal in WMAP by
cross correlating to radio galaxy counts in NVSS, thus
detecting a nonzero cross power spectrum C�g‘ . The galaxy
field g is much less noisy than � (Fig. 1), but the two fields
have a significant redshift range in common and so are
highly correlated; the correlation in the fiducial model is
	0:65 on angular scales ‘ & 100. Therefore, the effective
signal-to-noise is higher for the cross correlation (Fig. 2,
right panel). A forecast based on this signal-to-noise ratio,
and the assumption of simple fsky scaling, predicts that a
	3:5� detection can be made. If the same forecast is
repeated using the parameters from [44] (i.e. first-year
WMAP sensitivity and Sloan LRG’s over 4000 deg2), we
find a 	1� result, in agreement with previous results.

In addition to the improved statistical errors from higher
signal-to-noise, obtaining the detection as a cross correla-
tion is more robust to systematics, as we will see in detail in
Secs. V, VI, VII, and VIII. Any source of systematic
contamination which appears in either WMAP or NVSS,
but not both, will not bias our estimates for the cross power
spectrum C�g‘ , since it does not correlate the two surveys.
At worst, such a contaminant can affect the statistical
significance of the detection, by increasing the error bars
on each bandpower.

Our estimator for C�g‘ will be defined by cross correlat-
ing the quadratic reconstruction of the lensing potential �
to the NVSS overdensity field g. Thus the estimator is
three-point: two-point in the CMB temperature and one-
point in the galaxy field. The same three-point estimator

FIG. 1 (color online). Left panel: CMB signal power spectrum, and three-year WMAP noise power spectrum. Right panel: Fiducial
NVSS signal power spectrum, and NVSS shot noise ( �G � 159 000 gal=sr).
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can also be derived from the general theory of bispectrum
estimation [61–63].

The most general three-point correlation between two
CMB multipoles and one galaxy multipole which is al-
lowed by rotational and parity invariance is of the form

 haT‘1m1
aT‘2m2

ag‘3m3
i � b‘1‘2‘3

G‘1‘2‘3

‘1 ‘2 ‘3

m1 m2 m3

� �
: (8)

This equation defines the bispectrum b‘1‘2‘3
. (More prop-

erly, with the G‘1‘2‘3
prefactor included, we have defined

the ‘‘reduced bispectrum’’ in Eq. (8); with this prefactor
b‘1‘2‘3

reduces to the flat sky bispectrum in the limit of
large ‘ [64].) Whenever we write bispectra in this paper,
‘1, ‘2 are understood to denote CMB multipoles and ‘3

denotes a galaxy multipole.
From this perspective, the CMB lensing signal simply

gives a contribution to the bispectrum which we want to
measure. The lensing bispectrum is proportional to C�g‘ :

 b‘1‘2‘3
� �f‘1‘2‘3

CTT‘2
� f‘2‘1‘3

CTT‘1
�C�g‘3

: (9)

One can think of this as a single bispectrum which is
estimated to give an overall detection, or a linear combi-
nation of independent bispectra corresponding to band-
powers in C�g‘ .

In Appendix B, we show that the lens reconstruction and
bispectrum formalisms are equivalent, so that it is a matter
of convenience which to use. In this paper, we have gen-
erally used the lens reconstruction formalism, but will
occasionally refer to the bispectrum formalism when it
provides additional perspective.

One issue which is clearer from the bispectrum perspec-
tive is the distribution of statistical weight. Suppose we
consider the total squared detection significance �2, rather
than splitting the signal into bandpowers. Starting from the
bispectrum in Eq. (9), one can write �2 as a sum over
multipoles �‘1; ‘2; ‘3�. In Fig. 3, we have split up this sum

FIG. 3. Mean contribution to the squared total detection significance �2 per NVSS galaxy multipole ‘3 (left panel), and per unit
increase in maximum CMB multipole ‘CMB

max � max�‘1; ‘2� (right panel). Most of the statistical weight comes from galaxy multipoles
near ‘	 50, and CMB multipoles near ‘	 400.

FIG. 2 (color online). Left panel: Auto power spectrum C��‘ of the CMB lensing potential, and reconstruction noise power spectrum
N��
‘ [Eq. (4)] at three-year WMAP noise levels. Right panel: Cross power spectrum C�g‘ between the CMB lensing potential and

NVSS galaxy counts, and the effective noise power spectrum 
N��
‘ Ngg

‘ =2�1=2 for detecting the cross correlation. The ‘‘boost’’ in
signal-to-noise between the two cases is sufficient to obtain a several-sigma detection of CMB lensing.
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to show the contribution per multipole. (Since there are two
CMB multipoles, we show the contribution per unit in-
crease in the maximum multipole ‘CMB

max � max�‘1; ‘2�.) It
is seen that the greatest statistical weight comes from
galaxy multipoles near ‘3 	 50, and CMB multipoles
near ‘	 400 corresponding to an acoustic trough in the
primary CMB. In bispectrum language, most of the signal
is in ‘‘squeezed’’ triangles where the galaxy wave number
is much smaller than the two CMB wave numbers. This
corresponds to the intuitive statement that lens reconstruc-
tion estimates degree-scale lenses indirectly through their
effect on smaller-scale hot and cold spots in the CMB.

IV. PIPELINE

In this section, we describe our simulation and analysis
pipeline for estimating the cross power spectrum C�g‘ from
the WMAP and NVSS data sets, and present results with
statistical errors. (Systematics will be treated in Secs. V,
VI, VII, and VIII.)

A. Pipeline description

Our pipeline is shown in Fig. 4. Steps (1)–(4) represent
the simulation direction and produce simulated WMAP

and NVSS data sets with CMB lensing. Steps (5)–(8) are
the analysis direction and produce power spectrum esti-
mates Ĉ�gb in bands b, starting from the WMAP and NVSS
data sets. We now describe each step in detail.

The first step (1) is simulating Gaussian fields: the
unlensed CMB temperature, lensing potential, and (shot
noise free) radio galaxy field g. We use the power spectra
CTT‘ , C��‘ , Cgg‘ , C�g‘ in the fiducial model. The last two are
computed using the Limber approximation (e.g. [65]) and a
simple constant galaxy bias model: we take the galaxy
overdensity to be given by the line of sight integral

 �g�n̂� � bg

R
d� dN

d� ���n̂; �0 � ��R
d� dN

d�

(10)

using a fiducial redshift distribution dN=d� and galaxy
bias bg that will be discussed in the next section.

In step (2), we compute the lensed CMB from the
lensing potential and unlensed CMB. The lensing opera-
tion

 

~T�n̂� � T�n̂� d�n̂�� (11)

is performed directly in position space [rather than relying
on an approximation to Eq. (11) such as the gradient
approximation]. The right-hand side of Eq. (11) is eval-
uated using cubic interpolation on a high resolution ( �
0:5 arc min ) map.

In step (3), we simulate the eight Q-, V-, and W-band
channels of WMAP. The maps are simulated at HEALPIX

resolution Nside � 1024 and downgraded to Nside � 512 to
minimize pixelization artifacts. To simulate each map, we
first convolve with the beam and pixel window in harmonic
space:

 a‘m ! B‘W‘a‘m; (12)

where B‘ is the beam transfer function (distinct for each
channel) and W‘ is the pixel window function. We then
take the spherical transform and add Gaussian noise to
each pixel. The noise rms is pixel dependent but the noise
is assumed uncorrelated between pixels.

As the last step in the simulation direction, in step (4) we
simulate NVSS, including clustering which is controlled
by the Gaussian field g, by generating a Poisson galaxy
count in each pixel p whose mean is given by

 ��p� � �n�1� g�p��; (13)

where �n is the mean number of galaxies per pixel over the
survey. We simulate NVSS at Nside � 1024 and downgrade
to Nside � 256.

Step (5) is the first step in the analysis direction: we start
with the pixel-space maps corresponding to the eight Q-,
V-, and W-band WMAP channels, and compute a single
harmonic-space map ~a‘m representing the inverse signal�
noise filtered temperature ~a � �S� N��1a. This reduction
step is a common ingredient in many types of optimal

FIG. 4 (color online). Simulation� analysis pipeline used in
this paper; the stages (1)–(7) are described in detail in Sec. IV.
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estimators [62,63,66–69]. The general principle is that the
filtering operation completely incorporates the sky cut and
noise model, so that optimal estimators can be constructed
by simple subsequent operations directly in harmonic
space. For example, the optimal TT power spectrum esti-
mator is obtained by straightforwardly computing the
power spectrum C~a ~a

‘ .
Here and throughout the body of the paper, we will defer

technical details of the estimators to Appendices A and B
and concentrate on conveying intuition. In this case, the
idea is that the �S� N��1 filter simply weights each mode
of the data by the inverse of its total variance, so that poorly
measured modes are filtered out. For example, the sky cut
is incorporated into the noise covariance N by assigning
infinite noise variance to pixels which are masked (in
implementation, we use N�1 rather than N and set the
relevant matrix entries to zero). Data outside the sky cut
is then completely filtered out: the map ~a is independent of
the map values in masked pixels, and everything ‘‘down-
stream’’ in the analysis pipeline will be blind to the masked
data. As a similar example, we marginalize the CMB
monopole and dipole modes by assigning them infinite
variance. Finally, the beam transfer functions [Eq. (12)]
are kept distinct in the filtering operation, so that optimal
frequency weighting is performed: the filtered map ~a‘m
will receive contributions from all frequencies at low ‘, but
will depend mainly on the highest-frequency channels (i.e.,
the channels with narrow beams) at high ‘. The filtered
map ~a � �S� N��1a can also be thought of as the least-
squares estimate of the signal, given data from all channels.

In step (6), we perform lens reconstruction. Given the
filtered CMB temperature ~a‘m from step (5), we compute
the reconstructed potential ~�‘m, defined by the equation:

 

X
‘m

~�‘mY‘m�x� � ra���x�ra	�x��; (14)

where � and 	 are defined by

 ��x� �
X
‘m

~a‘mY‘m�x� (15)

 	�x� �
X
‘m

CTT‘ ~a‘mY‘m�x�: (16)

As explained in [56], ~�‘m is a noisy reconstruction of the
CMB lensing potential (or more precisely, the inverse noise
weighted potential N�1

� �, where N� is the noise covari-
ance of the reconstruction) which is quadratic in the CMB
temperature. Note that both ~a and ~� are defined in har-
monic space, but Eq. (14) involves multiplication and
derivative operations in real space; in Appendix B, we
explain in detail how ~�‘m is computed.

In step (7), we perform inverse signal� noise filtering
on the NVSS data: given pixel-space galaxy counts, we
compute the harmonic-space map ~g‘m � �S� N��1g
where the noise covariance N represents shot noise. This

is analogous to the WMAP filtering operation in step (5),
but there is one new ingredient. In addition to margin-
alizing data outside the sky cut, and the monopole and
dipole, we marginalize any mode which is independent of
the angular coordinate ’ in equatorial coordinates. (In
harmonic space, this is equivalent to marginalizing modes
with m � 0.) This is needed to remove a systematic effect
in NVSS which we will discuss in detail in Sec. V; for now
we remark in advance that all results in this paper include
this marginalization.

Finally, in step (8), we compute the bandpower estimator
Ĉ�gb by cross correlating the fields ~�‘m and ~g‘m from
steps (6) and (7). There is one wrinkle here: as we show
in Appendix B, to obtain the optimal estimator, we must
include an extra term which subtracts the Monte Carlo
average h ~�i taken over unlensed simulations of WMAP:

 Ĉ �g
b �

def 1

N b

X
‘2b

�‘m‘

1

‘2 �
~�‘m � h ~�‘mi�

��~g‘m�; (17)

where N b is a normalization constant to be discussed
shortly. (We have included the factor 1=‘2 since we esti-
mate bandpowers assuming that ‘2C�g‘ is flat in each
band.) Note that the Monte Carlo average h ~�‘mi vanishes
for symmetry reasons in the case of full-sky coverage and
isotropic noise, but sky cuts or noise inhomogeneities will
give rise to a nonzero average. The extra term in Eq. (17)
simply improves the variance of the estimator by subtract-
ing the spurious cross correlation between this average and
the galaxy field ~g.

We determine the estimator normalization N b by end-
to-end Monte Carlo simulations of the pipeline, including a
nonzero C�g‘ in the simulations for calibration. (Strictly
speaking, the normalization should be a matrix which
couples bands b � b0, but we have neglected the off-
diagonal terms, which are small for our case of large sky
coverage and wide bands.) As we will see in Appendix B,
the normalization N b is proportional to a cut-sky Fisher
matrix element, which must be computed by Monte Carlo
(unless an approximation is made such as simple fsky

scaling). In addition, Monte Carlo simulations are also
needed to compute the one-point term in Eq. (17).

This concludes our description of the pipeline. We have
not motivated the details in the construction of our lensing
estimator Ĉ�gb , but in Appendix B we show that the esti-
mator is optimal, by proving that it achieves statistical
lower limits on the estimator variance, so that the best
possible power spectrum uncertainties are obtained. This
justifies the combination of ingredients presented here:
inverse signal� noise filtering (steps 5 and 7), keeping
the lensing potential in harmonic space (step 6), and in-
cluding the one-point term in the cross correlation (step 8);
and shows that no further improvements are possible.
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B. Results

The result of applying this analysis pipeline to the
WMAP and NVSS data sets is shown in Fig. 5. We empha-
size that the uncertainties are purely statistical. Systematic
errors will be studied in Secs. V, VI, VII, and VIII, and an
updated version of the result shown in Sec. IX, where we
also show that the detection significance with systematic
errors included is 3:4�.

Our error bars were obtained by Monte Carlo, cross-
correlating simulations of WMAP and NVSS. As a con-
sistency check, Fig. 5 shows that nearly identical error bars
are obtained if WMAP simulations are cross correlated to
the real NVSS data, or vice versa. This is an important
check; if it failed, then we would know that our simulations
were failing to capture a feature of the data sets which
contributes significant uncertainty to the lensing estimator.
In addition, it shows that the uncertainties only depend on
correctness of one of the simulation pipelines. Suppose, for
example, that the NVSS data set contains unknown cata-
strophic systematics which invalidate our simulations.
Because the same result is obtained by treating NVSS as
a black box to be cross correlated to WMAP simulations, it
is still valid (provided that WMAP contains no ‘‘cata-
strophic’’ systematics)

As another consistency check, in Fig. 6 we show the
detection that is obtained if each frequency in WMAP is
analyzed separately. No signs of inconsistency are seen,
although we have not attempted to quantify this precisely:
the results obtained from different frequencies are corre-

lated even though the CMB noise realizations are indepen-
dent, because NVSS is identical and so is the underlying
CMB realization. For the same reason, we caution the
reader that the three sets of error bars in Fig. 6 cannot be
combined in a straightforward way to obtain an overall
result. The best possible way of combining the data is
already shown in Fig. 5: the maps from the three frequen-
cies are combined into a single CMB map which is cross
correlated to NVSS.

C. Curl null test

Our lensing estimator Ĉ�gb detects a gradient component
in the deflection field da via cross correlation to radio
galaxy counts. If we instead decompose the deflection field
into gradient and curl,

 da�n̂� � ra��n̂� � 
abrb �n̂�; (18)

then one can similarly devise an estimator Ĉ gb to detect the
curl component. Since the curl component is expected to
be absent cosmologically, this is a null test [70]. Note that
we have parametrized the curl component by a pseudosca-
lar potential  , for notational uniformity with the gradient
component which is parametrized by its scalar potential �.

In Appendix B, we show that the optimal estimator is
constructed as follows. First, we define a reconstructed
potential ~ which is quadratic in the CMB temperature:

 

X
‘m

~ ‘mY‘m�x� � 
abra���x�rb	�x�� (19)

with �, 	 as in Eqs. (15) and (16). Second, we define a
power spectrum estimator by cross correlating to galaxy

FIG. 6 (color online). CMB lensing detection obtained by
analyzing Q-band (left/black error bar in each triple), V-band
(middle/blue), and W-band (right/red) data from WMAP sepa-
rately, showing consistency of the result between CMB frequen-
cies.

FIG. 5 (color online). Detection of CMB lensing via the cross
power spectrum C�g‘ between the reconstructed potential and
galaxy counts. The three 1� error bars on each bandpower
represent different Monte Carlo methods: WMAP simulations
vs NVSS simulations (left/black); WMAP data vs NVSS simu-
lations (middle/blue); and WMAP simulations vs NVSS data
(right/red). These error bars represent statistical errors only; the
result with systematic errors included will be shown in Fig. 19.
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counts, subtracting the one-point term:

 Ĉ  g
b �

def 1

N b

X
‘2b

�‘m‘

1

‘2 �
~ ‘m � h ~ ‘mi���~g‘m�: (20)

This construction is identical to our construction [Eqs. (14)
and (17)] of the lensing estimator Ĉ�gb , except that a 90�

rotation has been included (via the antisymmetric tensor

ab) in Eq. (19).

The result of the curl null test is shown in Fig. 7. The �2

for the null test is 12.1 with 8 degrees of freedom (i.e. high
at 1�), so the null test passes.

How strong is the null test obtained by demanding that
Ĉ g be consistent with zero? One might hope that astro-
physical contaminants, such as point sources or the
Sunyaev-Zel’dovich effect, would contribute both gradient
and curl components to the reconstructed deflections, and
thus be monitored by the null test. However, parity invari-
ance requires C g‘ � 0 even when  � 0. Since astrophys-
ical contaminants are expected to obey parity-invariant
statistics, they will not bias C g‘ on average. Our null test
therefore only monitors contaminants which can violate
parity invariance, such as galactic foregrounds or instru-
mental systematics. This is analogous to the CEB‘ � 0 null
test in CMB polarization experiments: it is not sensitive to
all sources of contamination, but is nevertheless an impor-
tant sanity check.

We remark that for a detection of CMB lensing which is
internal to the CMB (detecting lensing via the auto power
spectrum C��‘ , rather than the cross spectrum C�g‘ consid-

ered here), one would have one null test (C  ‘ � 0) which
can monitor parity-invariant contaminants, and one null
test (C� ‘ � 0) which cannot.

V. NVSS SYSTEMATICS

In the previous section, we obtained a statistical detec-
tion of CMB lensing (Fig. 5) by cross correlating WMAP
and NVSS, and showed that two consistency checks were
satisfied: frequency independence (Fig. 6) and a curl null
test (Fig. 7). The rest of the paper is devoted to studying
potential instrumental and astrophysical contaminants of
the lensing signal, to show that the observed lensing cross
correlation is not due to systematic contamination. In this
section, we will consider NVSS systematics.

If a maximum likelihood galaxy power spectrum is
calculated from NVSS using the sky cut described in
Sec. II, the power spectrum Cgg‘ shown in the top panel
of Fig. 8 is obtained. The very high bandpower in the
lowest ‘ band is a clear sign of systematic contamination.
If the low ‘ modes are isolated by low-pass filtering the

FIG. 8 (color online). Maximum likelihood NVSS galaxy
power spectrum, calculated without (top panel) and with (bottom
panel) marginalization of m � 0 modes in equatorial coordi-
nates. In the bottom panel, fiducial spectra are shown (both for
bg � 1:7) from the model for dN=dz by [73] (dotted line) and
our fit in Eq. (21) (dashed line).

FIG. 7 (color online). Result of the curl null test (C g‘ � 0). As
in Fig. 5, the three error bars on each bandpower represent
different Monte Carlo methods: WMAP simulations vs NVSS
simulations (left/black); WMAP data vs NVSS simulations
(middle/blue); and WMAP simulations vs NVSS data (right/
red).
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NVSS galaxy counts to ‘  10, the resulting map shows
azimuthal ‘‘striping’’ when plotted in equatorial coordi-
nates (Fig. 9). This is a known systematic effect in NVSS
[71]: due to calibration problems at low flux densities, the
galaxy density has a systematic dependence on declination,
which can mimic long-wavelength modes in the galaxy
field.

To remove this contaminant, we analyze NVSS in equa-
torial coordinates, and marginalize any modes in the data
which are constant in the azimuthal coordinate ’. The
marginalization is performed by modifying the NVSS
noise model so that all such modes are assigned infinite
variance, as described in Appendix A. Thus any signal
which is constant in ’ is completely filtered out in the
inverse signal� noise weighted map ~g which appears in
our estimators. Note that treating the marginalization as
part of the noise model means that the loss in sensitivity
due to marginalizing m � 0 modes is already included in
the statistical errors; it is not necessary to assign systematic
errors separately.

After including this marginalization in the analysis, the
NVSS galaxy power spectrum shown in the bottom panel
of Fig. 8 is obtained, showing reasonable agreement with
our fiducial Cgg‘ . Marginalizing m � 0 modes produces a
large shift in the lowest bandpower and a much smaller
shift in higher bands. In Fig. 10 (top panel), we show the
shift in each bandpower when m � 0 modes are marginal-
ized; the error bars show the rms shift obtained when the
same marginalization is performed in simulations. It is
seen that the shift is statistically significant not only in
the lowest ‘ band, but all the way to ‘	 100. We conclude
that declination gradients in NVSS are an important sys-
tematic on a range of scales and should always be margi-
nalized in cosmological studies.

Has marginalizing m � 0 completely removed the sys-
tematic? To answer this, we tried marginalizing the m � 1
Fourier mode in the azimuthal coordinate ’, in addition to
the m � 0 mode. In this case, we find (Fig. 10, bottom
panel) that the shift in Cgg‘ bandpowers is consistent with
simulations. (There is a possible glitch at ‘	 200, but this

is outside the range of angular scales which contribute to
the lensing detection.) Therefore, we believe that margin-
alizing all modes with m � 0 in equatorial coordinates
completely removes the systematic; there is no evidence
that the contamination extends to higher m.

In addition to declination gradients, there is another
NVSS systematic which has been relevant for cosmologi-
cal studies: multicomponent sources [71,72]. Radio gal-
axies whose angular size is sufficiently large to be resolved
by the 45-arcsec NVSS beam will appear as multiple
objects in the NVSS catalog. This can contribute extra
power to the auto spectrum Cgg‘ , at a level which is a few
percent of the shot noise. At worst, this could increase the
variance of our cross-correlation estimator Ĉ�gb by a few
percent without biasing the estimator. Furthermore, as can
be seen in Fig. 8 (bottom panel), we see no evidence for
galaxy power in excess of fiducial in the highest ‘ band,
which is most sensitive to this systematic. We conclude
that multicomponent sources are a negligible source of
systematic error for CMB lensing.

Next we consider uncertainties in the NVSS redshift
distribution dN=dz and galaxy bias bg. These uncertainties

affect our fiducial power spectra C�g‘ , Cgg‘ in a given
cosmology, and would need to be understood in detail if
we wanted to constrain cosmological parameters from our
lensing detection. However, since we are merely measuring
the cross spectrum C�g‘ , there is only one effect to con-

FIG. 10 (color online). Change �Cgg‘ in maximum likelihood
galaxy power spectrum, when NVSS is analyzed with m � 0
marginalization vs no marginalization (top panel) or m � 0, 1
marginalization vs m � 0 marginalization (bottom panel) in
equatorial coordinates. The error bars represent the rms shift
obtained when Monte Carlo simulations are analyzed in the
same way.

FIG. 9 (color online). NVSS galaxy overdensity field in equa-
torial coordinates, low-pass filtered to multipoles ‘  10, show-
ing visible azimuthal striping.
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sider: the Monte Carlo error bars we assign depend on the
fiducial galaxy spectrum Cgg‘ used in the simulations. (We
verified in simulations that the fiducial cross spectrum C�g‘
does not significantly affect the error bars.) If we use a
fiducial Cgg‘ with too little power, we will underestimate
our errors. Therefore, it is important to check that our
fiducial Cgg‘ agrees with the galaxy power spectrum ob-
tained from the data.

Estimates for the radio luminosity function inspired by
optical and infrared observations were given in [73]. Using
their mean-z, model 1 for average sources, the authors of
[74] were able to reproduce the NVSS autocorrelation
function rather well. However, the dotted curve in Fig. 8
shows the galaxy power spectrum Cgg‘ , calculated using a
mean bias of bg � 1:7 (in agreement with the values in
[72,74]) and the same model for dN=dz. For our fiducial
value of �8, the model power spectrum is deficient relative
to the observed power spectrum.

Therefore, we search for a NVSS redshift distribution
that better reproduces our angular power spectrum mea-
surement. We find that for bg � 1:7, a near Gaussian which
is lopsided toward low redshift and centered at z0 � 1:1:

 

dN
dz
/

� exp�� �z�z0�
2

2�0:8�2
� �z < z0�

exp�� �z�z0�
2

2�0:3�2 � �z > z0�
(21)

results in a good fit. This match to the NVSS angular power
spectrum is shown in the dashed curve of Fig. 8. We have
used this fiducial Cgg‘ in all simulations in this paper.

We make no claim that our fiducial (dN=dz) is a more
accurate model for the real NVSS redshift distribution than
the previously considered model. It is just a device for
generating simulations with the same power spectrum as
the data, so that we do not underestimate our error bars. As
a check, in Sec. IV we compared Monte Carlo based error
estimates for WMAP data versus NVSS data on one hand,
and WMAP data versus NVSS simulations on the other,
and obtained agreement (Fig. 5). Using the dotted line in
Fig. 8 would underestimate the power spectrum errors by
	20% due to the disagreement with the power spectrum
seen in the data. We have not investigated the reason for the
disagreement in detail since it is somewhat peripheral to
the primary purpose of this paper. However, the redshift
distribution and galaxy bias assumed in the modeling
would be critical if we were to infer constraints on cosmo-
logical parameters (such as the normalization of matter
fluctuations �8 or the total matter density �0) from our
measurements of the NVSS angular power spectrum and
the cross correlation C�g‘ . We return to this issue in Sec. IX.

VI. WMAP SYSTEMATICS

Because our lensing estimator receives contributions
from CMB anisotropies on small angular scales (Fig. 3),
the WMAP systematics most likely to affect the detection

are point sources and beam effects. In our pipeline, beam
effects are incorporated by convolving the CMB with an
isotropic beam [Eq. (12)] which is different for each DA.
This is approximate in two ways: first, the real WMAP
beams are not perfectly isotropic, but contain asymmetries
which also convolve small-scale modes of the CMB by a
sky varying kernel defined by the details of the scanning
strategy. Second, the isotropic part of each beam is not
known perfectly; uncertainty in the beam transfer function
acts as a source of systematic error in our lensing detection.
We study these two effects in Secs. VI A and VI B.

In Sec. VI C, we consider galactic microwave fore-
grounds and show that their effect on the lensing detection
is small. Point sources and thermal Sunyaev-Zel’dovich
(SZ) will be treated separately in Secs. VII and VIII. The
ISW effect [24] does not affect our lensing estimator, since
the signal is negligible on CMB angular scales (‘	 400)
which contribute. The Rees-Sciama effect [75] would give
a small contribution on these scales, but we will ignore it
since it is negligible compared to the SZ signal.

A. Beam asymmetry

The WMAP beams are asymmetric due to: (1) the feeds
not being at the primary focus, and (2) substructure caused
by 0.02 cm rms deformations in the primary mirror [50].
The Q-band beams are elliptical with minor/major axis
ratio of� 0:8. The V- and W-band beams show significant
substructure at the �10 to �20 dB level, leading to �
0:7% distortions in the inferred power spectrum [46].

Although deviations from azimuthal symmetry of the
beams have a small effect when estimating the WMAP
temperature power spectrum, it is unclear whether the
same is true when estimating lensing. At an intuitive level,
CMB lens reconstruction recovers degree-scale modes of
the lensing potential indirectly, through their distorting
effect on smaller-scale hot and cold spots in the CMB.
Beam asymmetries which convolve the small-scale CMB
modes have a qualitatively similar effect and may be
degenerate with lensing. For example, a beam quadrupole
imparts an overall ellipticity or shear to the hot and cold
spots.

To incorporate beam asymmetry into our pipeline, we
expand the beam profile in spherical harmonics Y‘s. The
s � 0 multipoles of the beam represent the azimuthally
averaged beam and are already incorporated in both the
analysis and simulation directions of our pipeline. The
higher-s multipoles have been estimated by the WMAP
team and represent corrections to the azimuthally symmet-
ric approximation. In Appendix D, we show how to incor-
porate the higher multipoles into the simulation direction
of the pipeline, generalizing the convolution in Eq. (12). In
contrast to the s � 0 multipoles, convolving with the
higher multipoles depends on the scan strategy; our method
incorporates the details of the WMAP scan based on full
timestream pointing. In Fig. 11, we illustrate our simula-
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tion procedure for a single noiseless realization in V-band,
showing the contribution of the s � 0; . . . 3 multipoles to
the beam-convolved map.

It would be very difficult to incorporate asymmetric
beams into the analysis direction of the pipeline, so our
approach is to treat beam asymmetry as a source of system-
atic error. We assign each lensing bandpower C�gb a sys-
tematic error given by the Monte Carlo rms change in the
bandpower when the same WMAP� NVSS simulation is
analyzed with and without including beam asymmetry in
the simulation pipeline. We find that the systematic error in
each band is small compared to the statistical error. The
result is shown, as part of a larger systematic error budget,
in the ‘‘Beam asymmetry’’ column of Table I in Sec. IX.

B. Beam uncertainty

We have shown that systematic errors from beam asym-
metry are small, so that the beam may be treated as the
simple convolution in Eq. (12) to a good approximation.
This leaves only one remaining beam-related source of
systematic error: measurement uncertainty in the beam
transfer function B‘.

We model the beam transfer function uncertainty fol-
lowing [46], Sec. A2. The beam covariance matrix is
dominated by a small number of modes. We diagonalize
the matrix for each DA and keep only the 10 most signifi-
cant modes. Then we construct realizations of the beam
transfer function using

 B‘ � B�0�‘

�
1�

X
i

uimi
‘

�
; (22)

where B�0� is the standard beam transfer function, ui are

unit-variance normal random deviates, and mi
‘ are the

beam covariance modes.
Armed with this simulation procedure, we assign sys-

tematic errors by computing the rms change in each band-
power when the same simulation is analyzed with and
without simulated beam uncertainty. We find that the sys-
tematic errors are extremely small.

C. Galactic foregrounds

In addition to the CMB, the sky at microwave frequen-
cies contains other foreground signals which must be
considered as a source of systematic error in lensing. We
will find that the most important of these are point sources
and the thermal Sunyaev-Zel’dovich effect, which will be
discussed in Secs. VII and VIII, respectively. The other
relevant microwave foregrounds are galactic in origin:
dust, free-free emission, and synchrotron radiation. For
descriptions of the foreground components, we refer the
reader to [76].

Following [46], we will model dust contamination by
adding a template derived from ‘‘Model 8’’ from
Finkbeiner et al. [77], evaluated at 94 GHz and scaling to
frequency � by

 TA��� �
�

�
94 GHz

�
2:0
TA�94 GHz�; (23)

where TA denotes antenna temperature. The dust template
is shown in Fig. 12, left panel.

When we cross correlate simulations of WMAP and
NVSS, we find that including the dust template in the
WMAP simulation results in a very small change in the
estimated lensing signal. We take the Monte Carlo rms
average of the change in each bandpower when the same
pair of simulations is analyzed with and without the tem-
plate as a systematic error estimate, shown in the ‘‘Dust’’
column of Table I in Sec. IX.

One might worry that this way of assigning systematic
errors, based entirely on simulations, is too optimistic
because it fails to account for unknown correlations be-
tween the templates and the real data sets. As a check, we
obtain consistent results if we cross correlate an ensemble
of WMAP simulations against the real NVSS data, or the

FIG. 12 (color online). Foreground templates used in this
paper, shown with Kp0 mask (Sec. II) applied. Left panel:
Dust template, based on [77] with frequency dependence given
by Eq. (23). Right panel: Free-free template, based on [76,78]
with frequency dependence given by Eq. (24). The masked rms
of the templates in V-band is 6:4 �K and 4:8 �K, respectively.

FIG. 11 (color online). Result of convolving a single noiseless
CMB realization with the WMAP V1 beam, including beam
asymmetry. We have shown the output map separated into
contributions from different beam multipoles: s � 0 (isotropic
component, top left); s � 1 (top right); s � 2 (bottom left); and
s � 3 (bottom right). Each map has been scaled independently
for visibility; the rms temperature in the s � 0; . . . ; 3 maps is 88,
0.4, 1.0, 0:04 �K. The convolution with the s > 0 multipoles is
scan dependent and shows alignments with the ecliptic poles
reflecting the WMAP scan strategy.
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real WMAP data (with and without template subtraction)
against an ensemble of NVSS simulations. Finally, when
the real WMAP and NVSS data sets are cross correlated
with and without template subtraction, the change in each
bandpower is consistent with our systematic error esti-
mates, and no evidence for an overall bias is seen.

We treat free-free emission similarly; in this case we use
the full-sky H�map from [78], with the correction for dust
extinction from [76], and frequency dependence:

 TA��� � b2

�
�

22:8 GHz

�
�2:14

IH�; (24)

where b2 � 6:7 �K=Rayleigh and IH� denotes the H�
intensity. Again we find consistent systematic errors in
the simulation-simulation, simulation-data, and data-data
cases described in the previous paragraph. The results are
shown in the ‘‘Free-free’’ column of Table I in Sec. IX; the
systematic errors from free-free are slightly higher than
dust, but still small.

Finally, we turn to galactic synchrotron emission. The
WMAP team has derived synchrotron templates both from
the Haslam 408 MHz survey [76,79], and internally by
differencing the K and Ka band WMAP channels [46].
However, both of these templates are intended for use at
degree scales, and do not have sufficient resolution to
measure the synchrotron signal on the angular scales (‘	
400) which contribute to our lensing estimator. Therefore,
it would not be meaningful to assign systematic errors from
synchrotron emission by using either of these templates.

In the absence of a template for synchrotron, the best we
can do is to make the assumption that the synchrotron
contamination at ‘	 400 is comparable to the other galac-
tic foregrounds. In V-band, synchrotron, free-free, and dust
emission all contaminate the CMB at roughly similar levels
[76]. In addition, synchrotron and dust appear to have
similar spatial distributions [46], Fig. 5, so the dust tem-
plate should give us a reasonable estimate of possible
synchrotron contamination. However, a direct test of this
assumption will have to await future higher-resolution
measurements of synchrotron emission.

These results and the consistency of our measurement
between frequencies (Fig. 6) lead us to conclude that our
lensing detection is not contaminated by significant resid-
ual foregrounds. However, we quantify it by assigning each
lensing bandpower a total systematic error from fore-
grounds by adding the systematic errors from the dust
and free-free templates (treating the two as correlated)
and then doubling the rms error to account for a synchro-
tron contribution with the same order of magnitude. The
result is shown in the ‘‘Total galactic’’ column of Table I in
Sec. IX.

VII. POINT SOURCE CONTAMINATION

Point sources which are bright enough to be resolved by
WMAP are excluded by the Kp0 mask (Sec. II), but

unresolved point sources act as a contaminating signal in
the CMB. If the unresolved CMB point source signal were
uncorrelated to NVSS, we would not expect point sources
to affect our lensing estimator Ĉ�gb significantly. However,
NVSS radio galaxies will contribute some nonzero flux at
microwave frequencies and so appear directly as part of the
point source contribution to the CMB. In addition, CMB
point sources which do not actually appear as objects in
NVSS may be correlated to NVSS objects in some way,
e.g. if both are tracers of the same large-scale potential.
Therefore, point sources are a possible contaminant of our
lensing detection.

In this section, we will place limits on the level of point
source contamination and assign systematic errors. Point
sources will turn out to be our dominant source of system-
atic error, and so we will devote considerable effort to
constructing robust error estimates.

A. Point source estimator

It is difficult if not impossible to construct a realistic
model which would allow the level of point source con-
tamination to be reliably estimated from general principles.
At radio and microwave frequencies, several populations
of point sources have been identified [80–83] with signifi-
cant uncertainties in spectral index and clustering
properties.

Therefore, our approach will be to estimate the level of
point source contamination directly from the data. In this
subsection, we will motivate and construct an estimator
which is optimized for detecting point sources instead of
CMB lensing, to use as a monitor for point source con-
tamination. The first candidate for the point source estima-
tor is simply the cross power spectrum CTg‘ .

However, consider the following toy model for point
sources: suppose that there are N distinct populations of
unclustered Poisson point sources which appear as objects
in the NVSS catalog, and the ith population has number
density ni and constant flux per source Si at CMB frequen-
cies. In this model, the cross power spectrum is

 CTg‘ /
XN
i�1

Sini (25)

whereas the bias to the lensing estimator is proportional to

 �Ĉ�g‘ /
XN
i�1

S2
i ni: (26)

Because the right-hand sides of Eqs. (25) and (26) are not
related in any model-independent way, one cannot trans-
late a value of the cross spectrum CTg‘ to an estimate of the
point source contamination in the lensing estimator, with-
out making implicit assumptions about the point source
model.

For this reason, we next consider a different candidate
for the point source estimator: the three-point estimator
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optimized to detect the ‘‘Poisson’’ bispectrum

 b‘1‘2‘3
� constant; (27)

where, following Eq. (8), ‘1, ‘2 denote CMB multipoles
and ‘3 denotes a galaxy multipole. (We will construct the
estimator shortly; for now we ‘‘define’’ the point source
estimator by writing down the bispectrum which we want
to detect.)

To motivate this form, we note that the bispectrum in our
toy model is

 b‘1‘2‘3
/
XN
i�1

S2
i ni: (28)

Comparing to Eq. (26), we see that each point source
population makes contributions to the Poisson bispectrum
and lensing estimator Ĉ�gb which are proportional.
Therefore, an estimate of the Poisson bispectrum will
directly translate to a systematic error estimate for the
lensing estimator.

This aspect of our toy model illustrates a general point: a
statistical contaminant, such as unresolved point sources,
affects the lensing detection by making a contribution to
the bispectrum b‘1‘2‘3

which may be coupled to the lensing
bispectrum [Eq. (9)] which is measured by our estimator.
Therefore, when trying to understand point source con-
tamination, one should first ask: what bispectrum do point
sources contribute?

We will actually consider a more general point source
bispectrum than the Poisson form in Eq. (27), which re-
laxes two assumptions of the toy model. First, we have
assumed that point sources do not cluster (i.e., are purely
Poisson distributed). Furthermore, we have assumed that
each CMB point source appears as an object in NVSS;
there is a second case to consider in which the point
sources do not actually appear as objects, but are merely
clustered in a way which is correlated to NVSS.

Consider a population of clustered point sources which
are tracers of a Gaussian field . [We assume that the bias
is absorbed into the definition of , so that the probability
of a point source at position x is / �1� �x��.] For our
second case, where the point sources do not appear as
NVSS objects, a short calculation shows that the point
source bispectrum is

 b‘1‘2‘3
� hS2inCg‘3

: (29)

In the first case, where the sources do appear as NVSS
objects, the bispectrum is given by

 b‘1‘2‘3
�
hS2in
N
�
hS2in2

N
C‘3
�
hSi2n2

N
�C‘1

� C‘2
�;

(30)

where hSi is the average temperature at CMB frequencies,
n is the number density of the point source population, and
N is the number density of NVSS.

In Eq. (30), the first term represents contributions from
Poisson statistics, the second represents point source clus-
tering on the galaxy angular scales (‘	 50) which con-
tribute to the lensing detection, and the third represents
clustering on CMB angular scales (‘	 400). We will
assume that the third term is small compared with the first
two and can be neglected. This is a critical assumption for
our methodology and so we justify it carefully, giving two
arguments.

The first argument is that a realistic point source cluster-
ing power spectrum C‘ will be rapidly decreasing with ‘
and so the C‘ factors in the third term (with ‘	 400) will
be small compared with the C‘ factor in the second term
(with ‘	 50).

The second argument is more formal and shows that the
third term in Eq. (30) is small compared to the first term.
The ratio r of the third and first terms is given by
 

r �
hSi2n

hS2i
�C‘1

� C‘2
�  n�C‘1

� C‘2
�

 N�Cgg‘1
� Cgg‘2

�

& �1:59� 105��2��2:5� 10�7�

� 0:04: (31)

In the second line, we have used the fact that the contri-
bution to the NVSS galaxy power spectrum Cgg‘ from the
point source population alone is given by �Cgg‘ �
�n=N�C‘ . In the third line, we have used our measurement
of Cgg‘ (Fig. 8), which shows that ‘Cgg‘ & 10�4 for ‘ *

400. The intuition behind this formal argument is that if
point source clustering were important on small angular
scales, we would see this signal in the NVSS power
spectrum.

We have now shown that the most general point source
bispectrum is a combination of Eqs. (29) and (30) with the
third term neglected. This motivates our final choice of
point source estimator: we will use the three-point estima-
tor optimized to detect any bispectrum of the form

 b‘1‘2‘3
� F‘3

; (32)

where F‘3
is arbitrary (our estimator will estimate F‘ in

bands). This generalizes the Poisson bispectrum consid-
ered previously [Eq. (27)].

We have shown that Eq. (32) is a sufficiently general
form of the point source bispectrum to allow an arbitrary
clustering power spectrum between point sources, an arbi-
trary cross correlation to the NVSS overdensity field g, and
applies whether the CMB point sources actually appear as
objects in NVSS, or are merely correlated to NVSS.
Indeed, by putting an arbitrary ‘3 dependence in
Eq. (32), we have been conservative by allowing a very
general point source contribution. However, there is one
caveat: we have assumed that point sources are biased
tracers of Gaussian fields. Non-Gaussian contributions

DETECTION OF GRAVITATIONAL LENSING IN . . . PHYSICAL REVIEW D 76, 043510 (2007)

043510-13



from nonlinear evolution have not been included. In halo
model language [84], we have incorporated one-halo and
two-halo terms in the bispectrum but not the three-halo
term.

Now that we have determined the most general bispec-
trum contributed by point source contamination [Eq. (32)],
how do we construct the point source estimator? In
Appendix B, we show that the optimal estimator for this
bispectrum is constructed in a way which is analogous to
the lensing estimator Ĉ�gb (or the curl null test Ĉ gb ). First,
we define a field ~s which is quadratic in the CMB:

 

X
‘m

~s‘mY‘m�x� � ��x�2; (33)

where ��x� was defined previously in Eq. (15). Then we
cross correlate ~s to galaxy counts, subtracting the one-point
term as usual:

 Ĉ sg
b �

1

N b

X
‘2b

�‘m‘

�~s‘m � h~s‘mi���~g‘m�: (34)

This defines the optimal estimator Ĉsgb for the point source
bispectrum [Eq. (32)], with the galaxy multipole ‘3 binned
into a bandpower b.

Intuitively, the field ~s can be thought of as a ‘‘quadratic
reconstruction’’ of CMB point source power, in the same
sense that ~� is a quadratic reconstruction of the CMB
lensing potential. Our estimator Ĉsgb is obtained by cross
correlating ~s to the filtered galaxy field ~g: we are only
interested in point source power which is correlated to
NVSS. By using Ĉsgb to directly estimate the bispectrum
due to point sources from data, we can assign systematic
errors to the lensing bandpower Ĉ�gb which do not depend
on the details of the point source model, as we will now
see.

B. Results

In Fig. 13, we show the result of applying the point
source estimator Ĉsgb , constructed in the previous section,
to the WMAP and NVSS data sets. The �2 to zero is 11.7
with 12 degrees of freedom. Therefore, no evidence for
point source contamination is seen. This lets us put strong
constraints on the systematic error in lensing due to point
sources: the point source contribution must be small
enough to be hidden in Fig. 13, even though the estimator
Ĉsgb is optimized for point sources. The rest of this sub-
section is devoted to assigning systematic errors based on
this observation.

We find that for distinct bands b � b0, the point source
and lensing estimators in band b are uncorrelated to the
estimators in band b0. This is unsurprising; it follows from
the definitions that the bands are independent for all-sky
coverage and homogeneous noise, so that the only corre-
lation is due to inhomogeneities. Since we have large sky

coverage and wide bands, the correlations should be small.
We will treat each band independently, for consistency
with our point source model, which allows an arbitrary ‘
dependence in the point source amplitude [Eq. (32)]. We
will illustrate our method in detail for the band b �
�‘min; ‘max� � �20; 40�.

First, we use simulations to study the effect of point
sources on the estimators Ĉ�gb , Ĉsgb , using the following
fiducial point source model. (We will show shortly that the
final result does not depend on the details of the point
source model.) Each simulated NVSS galaxy is assigned
a randomly generated flux S1:4 GHz between 2 mJy and 1 Jy,
drawn from the distribution

 

dN
dS
/

S�1:8

1� �S=200 mJy�1:1
: (35)

This distribution was obtained empirically from the flux
distribution seen in the real NVSS data (Fig. 14). We then
assign the flux

 S� � �
�

�
1:4 GHz

�
�
S1:4 GHz (36)

at each WMAP frequency �, where � is a constant which
will be varied to simulate different overall levels of point
source contamination. Following [76], we take spectral
index � � 0 in our fiducial point source model.

In Fig. 15, we show the values of the point source
estimator Ĉsgb obtained in an ensemble of simulations
with varying point source amplitude �, and the change
�Ĉ�gb in the lensing bandpower which is due to the point
source contribution. (Note that we do not show the true

FIG. 13 (color online). Point source estimator Ĉsgb applied to
the WMAP and NVSS data sets, showing no evidence for CMB
point source power which is correlated to NVSS. The error bars
were obtained from Monte Carlo WMAP� NVSS simulations
without point sources.
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point source amplitude � for each simulation; we show the
observed point source level Ĉsgb , estimated the same way as
in the data.)

We find that the results can be fit by treating �Ĉ�gb as a
Gaussian variable whose mean and variance depend on
Ĉsgb :

 h�Ĉ�gb i � ��Ĉ
sg
b Var��Ĉ�gb � � 	2 � �2�Ĉsgb �

2;

(37)

where � � 0:38 �K�2, 	 � 1:64� 10�7, and � �
0:21 �K�2.

Based on this picture, how can we assign systematic
errors due to point sources? Consider the distribution of
�Ĉ�gb values obtained by considering only realizations
whose observed point source level Ĉsgb agrees with the
value ( � 1:3� 10�7 �K2) observed in the data (indicated
by the dotted vertical line in Fig. 15). Note that this
distribution includes realizations with a range of values
for the true point source amplitude �; we are effectively
averaging over point source levels allowed by the observed
value of Ĉsgb (i.e. the posterior distribution). By Eq. (37),
we get a Gaussian distribution with parameters:

 �Ĉ�gb � ��0:5� 1:7� � 10�7 (38)

indicated by the vertical error bar in Fig. 15.
We have now arrived at a distribution [Eq. (38)] for the

change in �Ĉ�g which is due to the point source contri-
bution. The central value of this distribution is nonzero;
point source contamination makes a negative contribution
on average, as can be seen in Fig. 15. To be conservative,
we will not shift our estimate for Ĉ�g in the positive
direction by the central value (this would allow point
sources to ‘‘help’’ the lensing detection), but will include
the shift as part of the systematic error. Thus, we would
quote the systematic error in C�gb as �2:2� 10�7.

As we have described it, this procedure appears to
depend on the fiducial point source model [Eqs. (35) and
(36)]. However, we find that the final systematic error
estimate in each band is relatively robust even under drastic
changes to the model. We tried the following extreme
cases: assigning constant flux to each source rather than
using Eq. (35), taking spectral index � � �1 in Eq. (36)
rather than � � 0, and finally simulating point sources
which are merely correlated to NVSS rather than appearing
as NVSS objects. All of these models give similar results to
within a factor	2. [Note that our point source estimator in
Eq. (34) is actually optimized for point sources with a
blackbody spectral distribution, but these results show
that we obtain robust systematic error constraints across
a reasonable range of spectral indices.]

Repeating this procedure for every ‘ band, we obtain a
systematic error estimate for each lensing bandpower Ĉ�gb .
Since we have considered several point source models, we
assign the systematic error for each band using the model
which gives the largest error in that band. The results are
shown in the ‘‘Resolved point source’’ column in Table I in
Sec. IX. We find a systematic error which is smaller than
the statistical error in all bands, but is the largest overall
source of systematic error.

The robustness of our error estimate to the point source
model is consistent with our discussion in the previous
subsection: regardless of the details of the model, the
contamination to the lensing estimator is proportional to

FIG. 15 (color online). Ensemble of simulations in the fiducial
point source model [Eqs. (35) and (36)] with varying point
source amplitude �. For each realization, we show the observed
point source level Ĉsgb in the band b � �‘min; ‘max� � �20; 40�

and the change in the lensing estimator �Ĉ�gb due to the point
source contribution. The dotted vertical line shows the point
source level in this band estimated from the real WMAP�
NVSS data; the smaller vertical error bar shows the mean and
rms �Ĉ�gb among simulations whose observed point source level
matches the measured value.

FIG. 14 (color online). Histogrammed 1.4 GHz flux distribu-
tion in NVSS, with the fitting function in Eq. (35) shown for
comparison.
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the level of the point source bispectrum [Eq. (32)] con-
tributed by point sources. By directly estimating the bis-
pectrum, we can obtain a relatively model-independent
constraint on the systematic error due to point sources.
This would not be possible if a simpler statistic were used,
such as the cross power spectrum CTg‘ .

The procedure we have described is similar to the Fisher
matrix based method that is frequently used to marginalize
point sources when estimating primordial non-Gaussianity
from the CMB bispectrum [61], but differs in several de-
tails. First, we use a general form of the point source
bispectrum [Eq. (32)] which allows point source clustering,
and also allows CMB point sources to appear or not appear
as NVSS objects. Second, we do not shift the lensing
estimator by the central value of the posterior distribution
in Eq. (38), but treat the shift as part of the systematic error.
Finally, the Fisher matrix formalism would not predict the
increased variance in �Ĉsg‘ in the presence of point sources
[Eq. (37)]. This is included in the Monte Carlo based
procedure presented here. The Fisher matrix does predict
the overall negative slope in Fig. 15, which is a property of
the point source and CMB lensing bispectra. As a check, if
we directly compute the Fisher matrix [see Eq. (43) be-
low], we find a weak negative correlation ( � �0:1 in each
band) between the lensing and point source shapes.

C. Resolved point sources

Now that we have analyzed systematic errors in lensing
from unresolved CMB sources, we consider resolved
sources. Resolved CMB point sources have been treated
in the pipeline by simply masking each source (Sec. II). If
the sources are correlated to radio galaxies, so that the
WMAP mask is correlated to NVSS, one may wonder
whether the masking procedure can bias the lensing
detection.

We can prove the following general result (Appendix C):
in the absence of CMB lensing, correlations between the
mask and galaxy field cannot fake the lensing signal, i.e.
the expectation value hĈ�gb i is zero even if the mask is
correlated. Interestingly, our proof depends on the presence
of the one-point term in the estimator [Eq. (17)] and does
not rule out the possibility of bias if this term is omitted.

Given this general result, the lowest-order effect that
might be expected from mask-galaxy correlations is a bias
proportional to the lensing signal, i.e. a calibration error.
We looked for a calibration error in simulations, by ran-
domly generating a point source mask by assigning a point
source to pixel x with probability

 �x� /
�
�g�x� if �g�x�> 0
0 otherwise:

(39)

[This is an extreme case, corresponding to a linear bias
model �x� / 1� b��g�x�� in the maximally biased limit
b! 0.] An example of this simulation procedure is shown
in Fig. 16.

With the source mask density of the real data sets
(Sec. II), we see no evidence for a calibration error after
1024 Monte Carlo simulations of the full pipeline. The
same result was obtained replacing the NVSS overdensity
�g by the lensing potential � on the right-hand side of
Eq. (39), or bandlimiting the right-hand side for several
choices of ‘ band.

Since we do not have a general proof that the calibration
error is small, we can only conclude that it is smaller than
the 	3% statistical limit from our Monte Carlo sample. In
Table I, we have assigned each bandpower a 3% systematic
calibration error in the ‘‘Resolved point sources’’ column,
but we see no evidence for the effect and it may be much
smaller.

VIII. SUNYAEV-ZEL’DOVICH FLUCTUATIONS

A further source of possible contamination of the
WMAP-NVSS correlation comes from rescattering of the
primordial microwave background off hot electrons inside
the large-scale structure field that also underlies the distri-
bution of NVSS sources. The largest effect is the thermal
Sunyaev-Zel’dovich (SZ) effect [22,23], due to inverse
Compton scattering which shifts photons away from their
originally blackbody spectrum. The kinetic Sunyaev-
Zel’dovich effect, due to Doppler scattering of CMB pho-
tons by large-scale structure moving along the line of sight,
is expected to be a concern for lensing reconstruction with
future CMB experiments that are able to frequency clean
the thermal effect [85,86]. On the angular scales relevant
for WMAP, the kinetic effect is much smaller and more
Gaussian than the thermal effect, and we neglect it in the
following analysis.

The induced temperature change of the thermal SZ
compared to the CMB, �T�n̂�=TCMB � g���y, is propor-
tional to the line of sight integral over the cluster gas
pressure, y �

R
dlne�T�kBT=mec

2� (the Compton-y pa-
rameter), where ne is the free electron density, kB the
Boltzmann constant, Te the electron temperature, me the
electron mass, and �T the Thomson scattering cross sec-
tion. It also has a characteristic frequency dependence,
given in terms of the dimensionless frequency x �
�h�=kBT� by

FIG. 16 (color online). Illustration of our procedure [Eq. (39)]
for simulating correlations between the NVSS galaxy field (left)
and source mask (right). For visibility, we have bandlimited the
galaxy field �g to ‘  6, and used 100 sources with masking
radius 4� rather than the mask parameters of the data sets
(Sec. II).
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 g�x� � x
ex � 1

ex � 1
� 4: (40)

This frequency dependence causes ’ 13�18�% changes in
the expected amplitude of the SZ between the WMAP V
(Q) and W channels. These differences are smaller than the
statistical error of our WMAP-NVSS cross-correlation
measurement, making it impossible to distinguish the SZ
effect from lensing on frequency basis alone.

We therefore rely on angular separation. Our preferred
way to describe the SZ effect and assign systematic errors
would be to use full hydrodynamical simulations of the
effect (e.g. [87–89]). Unfortunately these have to date only
been performed on scales of ’ 100 comoving megaparsec,
allowing modeling of secondary anisotropies on scales of
only a few square degrees. Our lensing estimator on the
other hand receives contributions from ‘ * 20, requiring
simulation on scales substantially larger than 10� 10
square degrees. A somewhat less computationally expen-
sive route would be to establish halo catalogues based on
perturbation theory schemes (e.g. [90,91]) that are then
decorated with semianalytic gas-pressure profiles. Even
these procedures are however very costly for our purposes
of covering 40 000 square degrees on the sky at a depth of
about 4 comoving gigaparsec, under the necessary require-
ment of resolving halos down to 1013 solar masses in order
to reliably model SZ fluctuations below l � 1000 [92].

As we will argue in this section however, on the scales
relevant to a lensing detection using WMAP, SZ contami-
nation can be treated as part of the point source contribu-
tion which has been studied in the previous section.

To begin with, notice that although at WMAP frequen-
cies SZ clusters contribute a temperature decrement to the
CMB, their contribution to the point source estimator Ĉsgb
is positive, because the estimator is quadratic in the CMB.
Therefore our ‘‘point source’’ estimator will be able to
serve as a monitor for the sum of point source and SZ
contamination. This is yet another advantage of the three-
point estimator over the cross spectrum CTg‘ discussed in
Sec. VII A: because point sources make a positive contri-
bution to the cross spectrum but the SZ contribution is
negative, the cross spectrum cannot constrain both
contaminants.

Next consider the spatial distribution of SZ. The vast
majority of the thermal SZ signal stems from collapsed
regions with a gas density contrast of hundreds of times the
mean density of the universe (see e.g. [88]). If cluster
profiles could be approximated as �-functions, then they
could be treated as biased tracers of large-scale structure
that is correlated to NVSS galaxies. Since our point source
model [Eq. (32)] allows clustering and cross correlation to
NVSS, this would allow us to treat the SZ contribution as
part of the point source contribution.

To quantify the deviation from pointlike profiles, in
Fig. 17, we show galaxy cluster profiles in angular multi-
pole space, calculated with the universal gas-pressure pro-

file model of [93], at z � 0:1 and z � 1:0. This redshift
range is chosen to span roughly the range where the SZ
might be correlated to NVSS sources. It can be seen that
many of the relevant clusters fall below the angular scale
(‘	 400) where our lensing reconstruction gathers most of
its information, but some large nearby SZ clusters have
profiles as extended as tens of arcminutes, and show some
slope at the relevant angular scales.

To determine whether this slope is important at WMAP
resolution, we consider the angular power spectrum CSZ

‘ ,
which is an average over redshift and mass of all clusters.
In cross correlation with NVSS, this integral would be
modulated by the source redshift number density. Since
the NVSS redshift distribution is not very well understood,
here we apply uniform weight to all objects to obtain an
estimate for the scale dependence of the power spectrum.
We calculate the power spectrum including both the
Poisson (1-halo) and clustering (2-halo) contributions, fol-
lowing the formalism of [92,94]. The results are shown (for
the low frequency limit in which y � �2) in Fig. 18.

It is seen that the SZ power spectrum is not flat at ‘	
400, owing to the contribution of the most massive and
nearby clusters, but has the rough scaling

 C‘ / ‘
�1:2 (41)

over the relevant range of angular scales.
We can incorporate this scale dependence into the analy-

sis by considering a bispectrum of the form

 0.1

 1
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y(
l,M

,z
)/

y(
0,

M
,z

)

l

M=1013 Msol/h, z=1

M=1014 Msol/h, z=1

M=1015 Msol/h, z=1
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M=1015 Msol/h, z=0

FIG. 17. The Compton-y profile for three different cluster
masses at z � 1 (thick lines) and z � 0:1 (thin lines). The
profiles have been normalized to 1 at l � 0 to facilitate com-
parison. According to this panel, at high redshift it may be
possible to approximate even rare and massive clusters as point
sources on the scale where our lensing estimator gathers most of
its information, l ’ 400.
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 b‘1;‘2;‘3
/ ‘�0:6

1 ‘�0:6
2 F‘3

: (42)

To quantify the effect of scale dependence on the lensing
estimator, we compute the correlation between this shape
and the point source shape [Eq. (32)], using the Fisher
matrix formalism [95]. According to this, the Fisher matrix
element between two bispectra b���‘1‘2‘3

, b�	�‘1‘2‘3
is defined by

 F�	 �
1

2

X
‘1‘2‘3

�G‘1‘2‘3
�2b���‘1‘2‘3

b�	�‘1‘2‘3

�CTT‘1
� NTT

‘1
��CTT‘2

� NTT
‘2
��Cgg‘3

� Ngg
‘3
�
:

(43)

To a good approximation, when bispectra are estimated
from data, the covariance matrix is given by

 Cov �b���; b�	�� � f�1
skyF

�1
�	: (44)

When we compute the Fisher matrix for the point source
[Eq. (32)] and scale-dependent [Eq. (42)] shapes at WMAP
and NVSS noise levels, we find a correlation coefficient
	0:95. At this level of correlation, the point source shape
and SZ shape cannot be distinguished to 1�, unless a 6�
detection of the point source shape can also be made. Since
we do not find any evidence for point source contamination
in the data (Fig. 15), we conclude that the difference
between the point source and SZ bispectra should be
negligible in the context of the WMAP and NVSS data
sets.

As an additional check, we tried modifying our point
source simulations by giving each point source an a‘m /
‘�0:6 profile, and SZ frequency dependence [Eq. (40)],
including the negative sign. This crude procedure is of
course not an accurate method for simulating SZ in detail,
but does incorporate two qualitative features which distin-
guish SZ from point sources at WMAP resolution: the
scale dependence [Eq. (41)] and frequency dependence
[Eq. (40)]. We find that the systematic errors in lensing
(obtained from Monte Carlo simulations as described in
Sec. VII) are within the range of point source models
previously considered, showing that neither of these devi-
ations from pure point source behavior significantly affects
our method.

Finally, there is one assumption in our point source
model which we can check explicitly for the case of SZ:
that clustering is unimportant on scales of l ’ 400 [see
Eq. (30)]. This can be seen directly from Fig. 18; the
clustering term is dominated by the Poisson term by an
order of magnitude.

IX. FINAL RESULT AND DISCUSSION

In Table I and Fig. 19, we show our final result: esti-
mated C�g‘ bandpowers, together with statistical and sys-
tematic uncertainties. Our procedure for combining errors
is as follows. We combine the errors from beam asymmetry
(Sec. VI A) and beam uncertainty (Sec. VI B) into a ‘‘total
beam’’ error assuming that the two are completely corre-
lated. We obtain a ‘‘total galactic’’ error from galactic
CMB foregrounds by combining the dust and free-free
systematic errors (Sec. VI C) assuming correlated errors,
and double the result to account for synchrotron (where no
template is available on the relevant angular scales). We
obtain a ‘‘total point source’’ error by combining the errors
from unresolved and resolved sources, assuming that the
two are correlated. (As we have shown in Sec. VIII, the
‘‘point source’’ errors apply to the total systematic error
from CMB point sources and the thermal SZ effect.) We
then obtain our final result by combining the statistical,
total beam, total galactic, and point source errors, assuming
that the four are uncorrelated.

What is the total statistical significance of our detection?
To assess this, we combine our bandpower estimates into a
single estimator Ĉ, giving each bandpower a weight pro-
portional to its fiducial expectation value C�gb;fid (not the
measured value in Table I) and inversely proportional to its
total (statistical� systematic) variance:

 Ĉ �

P
b
�C�gb;fid=Var�Ĉ�gb ��Ĉ

�g
bP

b
�C�gb;fid�

2=Var�Ĉ�gb �
; (45)

where the denominator has been included to normalize
hĈi � 1 in the fiducial model. We find Ĉ � 1:15� 0:34,
i.e. a 3:4� detection.
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FIG. 18. The thermal Sunyaev-Zel’dovich angular power spec-
trum contributions (in the Rayleigh-Jeans limit) from Poisson
and clustering terms. On the scale of most interest for our lensing
reconstruction, l ’ 400, the SZ Poisson term dominates by an
order of magnitude over the clustering part. The angular power
spectra were calculated using the gas-pressure profile model by
[92,93].
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Throughout this paper, we have assumed a fiducial
cosmology, NVSS redshift distribution, and galaxy bias
when computing statistical errors by Monte Carlo simula-
tion, and when constructing the �S� N��1 filters in the
analysis pipeline. To what extent do our results depend on
the fiducial model? Our C�g‘ bandpowers and error bars
depend only on the fiducial power spectra CTT‘ , Cgg‘ used in
Monte Carlo simulations, not on the details of the model-
ing. We have checked these fiducial spectra in two ways:
first, by direct comparison with the measured NVSS power
spectrum (Fig. 8); we have omitted the comparison for the
WMAP power spectrum since our fiducial cosmology is
the WMAP� ALL cosmology from [2]. Second, we have
shown that consistent statistical errors are obtained by
cross-correlating simulations with data (Fig. 5). The fidu-
cial model is also used to construct the �S� N��1 filtering
operation, but in this case using incorrect power spectra
merely makes our estimator slightly suboptimal and does
not significantly affect the detection.

The statement that our result only depends on the fidu-
cial spectra CTT‘ , Cgg‘ , not on the details of the model,
would not be true if we were attempting to translate our
measurement of C�g‘ into a constraint on cosmological
parameters. There are several obstacles to doing so which
we plan to address in future work. First, C�g‘ depends on
cosmology but is also proportional to the NVSS galaxy
bias bg, which must be marginalized. One possible ap-
proach is to only consider quantities such as

 C�g‘ =
��������
Cgg‘

q
(46)

which should be independent of galaxy bias (ignoring
subtleties like redshift-dependent bias). Second, the
NVSS redshift distribution dN=dz is uncertain and must
also be marginalized over some reasonable range. We note
that the auto power spectrum Cgg‘ , which appears in
Eq. (46), is more sensitive to changes in dN=dz than the
cross spectrum C�g‘ . A conservative approach to margin-
alizing over cosmological parameters as well as redshift
and bias uncertainties would be the Markov chain Monte-
Carlo method (compare [96]) applied to both C�g‘ and Cgg‘
constraints.

Finally, we have not considered the impact of magnifi-
cation bias: the observed NVSS galaxy field is altered by
the magnifying and demagnifying effect of gravitational
lenses between the source galaxies and observer [97,98].
One can think of this as adding terms to the galaxy field
g�n̂� which depend on the matter distribution at intermedi-
ate redshifts along the line of sight. This introduces addi-
tional terms in C�g‘ which are not included in our fiducial
spectrum, and have been shown to be significant when
deducing cosmological constraints from ISW measure-
ments [99]. In a magnified region, the galaxy surface
density g�n̂� receives a negative contribution (since mag-
nification spreads a fixed number count over a larger area)
and a positive contribution (since magnification brings new
galaxies above the flux threshold of the survey), so the
effect can have either sign. Note that magnification bias
affects the fiducial C�g‘ in a given cosmology, but does not

FIG. 19 (color online). Final result from Table I, showing
statistical errors alone (blue/inner error bars) and statistical�
systematic errors (red/outer).

TABLE I. Final estimated C�gb bandpowers, together with statistical uncertainties and systematic errors from point sources. All
entries in the table are ‘2C�g‘ in multiples of 10�7.

Beam Galactic Point source� SZ
�‘min; ‘max� Statistical Asymmetry Uncertainty Total Dust Free-free Total Unresolved Resolved Total Stat� systematic

(2, 20) 17:4� 22:4 �0:9 �0:3 �1:2 �0:4 �1:4 �3:6 �10:9 �0:5 �11:4 17:4� 27:4
(20, 40) 33:2� 10:5 �0:2 �0:1 �0:3 �0:2 �0:5 �1:4 �4:9 �1:0 �5:9 33:2� 13:0
(40, 60) 15:9� 7:8 �0:1 �0:1 �0:2 �0:2 �0:3 �1:0 �2:8 �1:5 �4:3 15:9� 9:3
(60, 80) 10:1� 6:3 �0:1 �0:1 �0:2 �0:1 �0:3 �0:8 �2:0 �0:3 �2:3 10:1� 7:0
(80, 100) 5:1� 5:8 �0:1 �0:1 �0:2 �0:1 �0:3 �0:8 �1:1 �0:2 �1:3 5:1� 6:0
(100, 130) 8:3� 4:3 �0:1 <0:1 �0:2 �0:1 �0:2 �0:6 �0:6 �0:2 �0:8 8:3� 4:4
(130, 200) 1:6� 2:5 <0:1 <0:1 �0:1 �0:1 �0:1 �0:4 �0:3 �0:1 �0:4 1:6� 2:6
(200, 300) �1:9� 2:2 <0:1 <0:1 �0:1 �0:1 �0:1 �0:4 �0:3 �0:1 �0:4 �1:9� 2:3
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affect our measured values of C�g‘ or the statistical signifi-
cance of the detection.

We have constructed an estimator for the lensing cross
correlation C�g‘ which is probably optimal (Appendices A
and B). The estimator is defined in three steps. First, we
filter the WMAP and NVSS data sets by their inverse
signal� noise covariance, thus ‘‘distilling’’ the data sets
to harmonic-space maps ~a‘m, ~g‘m. Second, we perform
lens reconstruction on the filtered WMAP data ~a‘m, pro-
ducing a noisy reconstruction ~�‘m of the CMB lensing
potential which is quadratic in the data. Third, we cross
correlate ~� and ~g, subtracting the one-point term.

Subtracting the one-point term is necessary to make the
estimator optimal, and also eliminates systematic bias from
resolved point sources (Sec. VII C), although a systematic
calibration error may remain. Since the one-point subtrac-
tion is trivial to implement in a Monte Carlo pipeline, we
recommend that it always be used. The other feature mak-
ing our estimator optimal is full-blown �S� N��1 filtering
(Appendix A). Here, it is unclear whether the optimal filter
is practically necessary; it may be possible to construct a
simpler filter which approximates �S� N��1 and produces
near-optimal estimates in practice. In any case, an optimal
implementation is an invaluable tool when studying can-
didates for such a filter, since the results can be directly
compared to optimal.

We have studied potential sources of systematic error
from known NVSS systematics (Sec. V), WMAP beam
effects (Sec. VI A and VI B) galactic microwave fore-
grounds (Sec. VI C), point sources (Sec. VII), and the
thermal Sunyaev-Zel’dovich effect (Sec. VIII). Error esti-
mates for each of these systematics have been included in
our final result.

The most problematic systematic for CMB lensing, at
least when measured in cross correlation to large-scale
structure, seems to be point source contamination. In gen-
eral, a statistical contaminant such as point sources affects
the lensing detection by contributing some bispectrum
b‘1‘2‘3

which may be correlated to the lensing bispectrum
which our estimator measures [Eq. (9)]. We therefore treat
point sources by directly estimating the point source bis-
pectrum from the data, to monitor the level of contamina-
tion and assign systematic errors. We allow a form of the
point source bispectrum [Eq. (32)] which is sufficiently
general to include a wide range of point source models,
including clustered sources and sources which may or may
not appear as objects in NVSS.

We have argued that at WMAP sensitivity levels, ther-
mal Sunyaev-Zel’dovich fluctuations due to hot gas in
clusters of galaxies can be treated as part of the point
source contribution. We checked that the level of scale
dependence in the bispectrum, introduced by large nearby
objects, is unimportant at WMAP resolution, but we do not
expect this to be the case for smaller-scale experiments
such as Planck [100], ACT [25], or SPT [26], which will

begin to observe the sky in the near future. In fact, even the
qualitative trends we have found in Table I for systematic
error contributions may be different for these future sur-
veys, which will probe new regimes of sensitivity and
resolution. The detection from WMAP that has been pre-
sented here is a milestone toward detailed measurements of
CMB lensing that lie ahead.
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APPENDIX A: FAST �S�N��1 FILTERING

In this Appendix, we present the details of our method
for computing the inverse signal� noise weighted map
~a � �S� N��1a, for either the WMAP or NVSS data.

Outside the context of lens reconstruction, this inversion
problem also arises for other types of optimal analysis in
which the data is weighted by inverse signal� noise, e.g.
optimal power spectrum estimation [67], power spectrum
analysis by Gibbs sampling [68,69], and bispectrum esti-
mation [63]. We expect that our method will be useful in
these contexts as well.

1. Conjugate gradient inversion

First, let us introduce some notation. We assume a data
set which is specified by Nchan pixel-space maps, with a
common underlying harmonic-space signal s‘m. Thus we
can write

 dpix
i � Ais� �noise�; (A1)

where Ai is the pointing matrix associated to the ith
channel.

This generality is sufficient to describe both the WMAP
and NVSS data sets. For WMAP, we have Nchan � 8
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corresponding to the eight Q-, V-, and W-band differencing
assemblies used in the analysis, the signal s‘m is the noise-
less CMB, and each pointing matrix Ai includes convolu-
tion with the pixel window function and beam of the
corresponding DA. Our convention is that the signal s is
defined in harmonic space, while the data dpix

i is defined in
pixel space. Thus the operator Ai in Eq. (A1) is defined by
applying beam and pixel window functions to the
harmonic-space signal [see Eq. (12)], then taking the
spherical transform to produce a map in pixel space. For
NVSS, we haveNchan � 1 corresponding to a single galaxy
count map, with no beam convolution included in the
pointing matrix A, since the 45-arcsec NVSS beam can
be neglected on angular scales (‘ & 250) which contribute
to the lensing estimator.

In [101], it is shown that the data in Eq. (A1) can be
reduced to a single harmonic-space map a, with associated
noise covariance matrix N, without losing information.
The map a and matrix N are defined by the pair of
equations

 N�1 �
X
i

ATi �N
pix
i �
�1Ai (A2)

 N�1a �
X
i

ATi �N
pix
i �
�1dpix

i ; (A3)

where Npix
i is the noise covariance associated to the ith

map.
Let us first assume a noise model (which we will gen-

eralize in Appendix A 3) such that the inverse noise
covariance �Npix

i �
�1 in the ith map is diagonal in pixel

space. For WMAP, this is the noise model used to analyze
the temperature power spectrum [46]; for NVSS, the di-
agonal noise covariance represents shot noise and is con-
stant between pixels. (In both cases, a sky cut is
incorporated by setting N�1 to zero inside the mask.) In
this noise model, it is trivial to compute N�1a using
Eq. (A3), but what we need in our analysis pipeline is ~a �
�S� N��1a. Note that N�1 is generally not invertible due
to the presence of unconstrained modes (such as pixels
excluded by the sky cut), so that a is not determined by
Eq. (A3), but the data do determine N�1a, and having this
is sufficient for ~a. The remainder of this Appendix is
devoted to an algorithm for computing ~a‘m.

Following [69], we will find it convenient to replace the
matrix �S� N��1 by the matrix X�1, where
 

X�
def

1�S1=2N�1S1=2�1�
X
i

S1=2ATi �N
pix
i �
�1AiS

1=2: (A4)

Using the identity �S� N��1a � S�1=2X�1S1=2N�1a, it
suffices to give an algorithm for multiplying a map by
X�1. Since the number of degrees of freedom is too large
for direct matrix inversion, this multiplication must be
performed using conjugate gradient (CG) inversion [102].
Performance of the conjugate gradient method depends on

a good choice of preconditioner, or linear operator which is
efficient to compute and approximates X�1.

A common way to construct a preconditioner is to re-
place X by some simpler approximation X0 which can be
inverted exactly, and use �X0��1 as the preconditioner. The
simplest preconditioner of this type would be X�1

� , where
X� is the matrix defined by keeping only the diagonal of X.

With this diagonal preconditioner, we have found that
the conjugate gradient search will eventually converge, but
the convergence is extremely slow. To understand why it is
slow, note that X�1

� will only be a good approximation to
X�1 when X is diagonally dominated. This will be the case
on angular scales which are noise dominated (S=N � 1),
since X will be close to the identity matrix, but on large
angular scales where the signal dominates, the precondi-
tioner is not a good approximation to X�1, and the con-
vergence rate becomes limited by these scales.

This picture motivates the following improved precondi-
tioner, which has been used in several previous treatments
[44,103]. Define the matrix X0 by keeping all matrix en-
tries in the dense block corresponding to multipoles �‘;m�
satisfying ‘  ‘split. Then consider the preconditioner

 

X�1
0 0
0 X�1

�

 !
; (A5)

obtained by keeping dense matrix entries below ‘split and
the diagonal above ‘split. [In practice, the choice of ‘split is
usually dictated by memory limitations, since O�‘4

split�

storage is needed to store X0 in dense form.] In this section,
we will refer to (A5) as the ‘‘block preconditioner.’’

We have found that the block preconditioner is very
efficient for the NVSS data set, but slow to converge for
WMAP. If we terminate the CG search as soon as we find
an approximate solution a0 � X�1a such that the termina-
tion criterion ja� Xa0j=jaj< 10�6 is satisfied, then block
preconditioning requires 	3:5 CPU-hours to converge for
the three-year WMAP data set with Kp0 mask, and distinct
beam transfer functions for each of the eight differencing
assemblies in Q-, V-, and W-band.

The slow convergence of this preconditioner is a bottle-
neck for our lens reconstruction analysis and has also been
identified as a limiting factor in other contexts, e.g. Gibbs
sampling [68,69]. Therefore, a faster method is desirable.

2. Multigrid preconditioner

So far, we have recalled existing work in the literature:
fast �S� N��1 filtering can be performed via conjugate
gradient inversion with the block preconditioner
[Eq. (A5)]. In this section, we present our improvement.
The idea is that, even with the block preconditioner to do
the inversion exactly at multipoles below ‘split, conjugate
gradient inversion is still limited by the convergence rate at
multipoles just above ‘split (since the lowest multipoles will
have highest signal-to-noise). However, these are precisely
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the multipoles which can be represented in a coarser
pixelization.

This leads naturally to a multigrid preconditioner: one
preconditions the inversion at resolution Nside using the
result of performing the inversion at coarser resolution
Nside=2, where the spherical transform is faster by a factor
of	8. This process is recursive; the inversion at resolution
Nside=2 is preconditioned by an inversion at resolution
Nside=4, and so on. At the coarsest resolution (typically
Nside � 128), the inversion is preconditioned using the
block preconditioner. For the WMAP example with pa-
rameters as described at the end of Appendix A 1, we find a
running time of 14 CPU-minutes using the multigrid pre-
conditioner. This represents an improvement by a factor
	15, relative to the block preconditioner alone.

In detail, the multigrid method works as follows. As
described in the preceding section, we wish to compute
X�1a, where a � a‘m is defined in harmonic space up to
some maximum multipole ‘max, and X is defined by
Eq. (A4). Then let X�1� be the matrix defined analogously,
with all noise covariance matrices ‘‘coarsified’’ (i.e. with
Nside decreased by a factor of 2), and with the maximum
multipole reduced to some ‘�1�max < ‘max. Then the multigrid
preconditioner is defined by

 

X�1
�1� 0

0 X�1
�

 !
; (A6)

i.e. we use the diagonal preconditioner for multipoles
above ‘�1�max. Since applying the preconditioner involves a
multiplication by X�1

�1� , and the matrix X�1� is too large for
dense inversion, we do the X�1

�1� multiplication recursively,
using an ‘‘inner’’ instance of conjugate gradient inversion.
The preconditioner for the inner CG inversion is obtained
analogously by a second round of coarsifying noise covari-
ance matrices and reducing the maximum multipole to
some ‘�2�max < ‘�1�max, and so on. At the coarsest resolution,

we use the block preconditioner described in the preceding
subsection.

In Fig. 20, we show the preconditioner chain for WMAP.
The parameters N�i�, 
�i� control the termination criterion
for each CG instance; when evaluating X�1

�i�1� with precon-
ditioner X�1

�i� , we terminate the CG search after N�i� iter-
ations, or when the approximate solution a0 � X�1a
satisfies ja� Xa0j=jaj< 
�i�. We have found that it is
necessary to include these parameters to avoid spending
too much CPU time in the coarse grids. In the WMAP3
example, the first level of preconditioning actually does not
reduce the resolution, but instead reduces the number of
distinct beams in the problem from eight to two (by making
the so-called ‘‘equal-beam approximation’’ in which the
average of the beam transfer functions is used). Note that
the final output of the inversion does not make the equal-
beam approximation, but merely uses inversions with the
equal-beam approximation internally, to precondition the
top-level CG inversion where no such approximation is
made.

It is illuminating to describe the sequence of coarsifying
and decoarsifying operations which occur in the multigrid
method. Each iteration of the top-level CG loop requires
one evaluation of its preconditioner, which in turn is a full-
blown CG search (at coarser resolution) which can iterate
up to N�1� times. Each of these iterations can iterate at the
next coarsest resolution up to N�2� times, and so on. In the
parlance of multigrid algorithms, this exponential fanout is
referred to as a W-cycle (Fig. 21). Note that, even though
the number of iterations spent at each resolution increases
exponentially, the total CPU time does not, because the
running time of each iteration is exponentially suppressed;
in each level, the resolution and value of ‘max are typically
reduced by a factor of 2, which reduces the cost of the
spherical harmonic transform by a factor of 8. Indeed, the
strength of the multigrid method is that it spends an ex-
ponentially large number of CG iterations on the large

FIG. 20 (color online). Preconditioner chain for multigrid �S� N��1 filtering, using noise maps from the three-year WMAP data set.
From left to right, each set of maps represents one conjugate gradient inversion problem, which is preconditioned by the ‘‘faster and
cruder’’ approximation which appears next in the chain, obtained by either reducing resolution or the number of distinct beams
retained in the problem.
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angular scales, which are slowest to converge but accu-
rately approximated at coarse resolution, while avoiding a
large increase in CPU time.

The performance of the multigrid preconditioner (	 14
CPU-min per Monte Carlo WMAP simulation) is sufficient
for purposes of this paper. However, we have also found
that none of the preconditioners described so far give
reasonable performance with a realistic sky cut and the
noise levels and resolution expected for the Planck satellite
mission. Therefore, the multigrid preconditioner is proba-
bly not the final word on this subject; additional improve-
ments are still needed for future data sets.

3. Template marginalization

So far, we have assumed a noise covariance Nmap
i for

each map which is diagonal in pixel space. Suppose that, in
addition, one wants to marginalize the amplitudes of Ntmpl

modes in the map. We have seen several examples in the
paper:

(1) In both WMAP and NVSS, we marginalize the
monopole and dipole (Ntmpl � 4).

(2) In NVSS, we remove systematic declination gra-
dients by marginalizing any mode which is constant
around each isolatitude ring in equatorial coordi-
nates (Sec. V). This leads to Ntmpl � Nring, where
Nring is the number of isolatitude rings in the
pixelization.

(3) In WMAP, one could use this formalism to margin-
alize any signal proportional to external foreground
templates, although we have not implemented this
because the effect of galactic foregrounds is small
(Sec. VI C).

Template marginalization, in this general form, is easy
to incorporate in our conjugate gradient framework. Let �
be anNtmpl-by-Npix matrix containing the templates. By the
Woodburry formula, template marginalization modifies the
map covariance as follows:

 �Npix
i �
�1 � �Npix

i �
�1�T
��Npix

i �
�1�T��1��Npix

i �
�1: (A7)

Since the conjugate gradient method only requires a ‘‘black

box’’ procedure for multiplying a map by the inverse
covariance �Npix

i �
�1, one simply includes the extra term

in Eq. (A7).
If Ntmpl is small (e.g. in the case of marginalizing the

monopole and dipole), one can simply keep the matrix � in
dense form. In cases where Ntmpl is large, all that is needed
is a procedure for multiplying a map by the matrix �, i.e.
computing each template amplitude given a map. For
example, when marginalizing declination gradients in
NVSS, we implement ‘‘multiplication by �’’ by simply
averaging pixel values around each isolatitude ring in the
input map.

APPENDIX B: THREE-POINT ESTIMATORS

In Appendix A we have described in detail how the
filtered CMB map ~a‘m and filtered galaxy map ~g‘m are
computed in our pipeline. In order to completely describe
our implementation, there is one remaining loose end: in
this Appendix, we will give the details of how our qua-
dratic reconstructions ~�‘m, ~ ‘m, ~s‘m are computed. We
will also prove the statement, made throughout the paper,
that our bandpower estimators Ĉ�gb , Ĉ gb , Ĉsgb for lensing,
curl null test, and point sources are optimal. Our proof will
depend on the assumption of small deviations from
Gaussianity, and we discuss the conditions under which
this assumption applies.

1. Quadratic reconstruction

Here, we give the implementational details of how the
quadratic reconstuctions ~�‘m, ~ ‘m, ~s‘m are computed in
our pipeline. There is a small subtlety because the recon-
structions are defined by position-space equations, e.g.
~�‘m is defined by

 

X
‘m

~�‘mY‘m�x� � r
a���x�ra	�x�� (B1)

but the maps ~a‘m, ~�‘m are defined in harmonic space. [The
quantities ��x�, 	�x� were defined in Eqs. (15) and (16).]

In principle, ~� can be evaluated as a brute force
harmonic-space sum:

 

~� �‘m �
X

‘1m1‘2m2

f‘1‘‘2
CTT‘2

G‘‘1‘2
mm1m2

~a‘1m1
~a‘2m2

; (B2)

where f‘1‘2‘3
was defined previously in Eq. (7), and we

have introduced the notation
 

G‘1‘2‘3
m1m2m3

�
def

�����������������������������������������������������������
�2‘1 � 1��2‘2 � 1��2‘3 � 1�

4�

s
‘1 ‘2 ‘3

0 0 0

 !

�
‘1 ‘2 ‘3

m1 m2 m3

 !
: (B3)

However, the harmonic-space sum has computational cost
O�‘5

max� and so we introduce an optimized position-space
method.

FIG. 21. Sequence of coarsifying and decoarsifying operations
in an instance of the multigrid method with N�1� � 3, N�2� � 2,
showing the W-cycle structure. Each solid circle represents one
‘‘forward’’ operation of the operator X � �1� S1=2N�1S1=2� at
the appropriate resolution.
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Multiplying Eq. (B1) on both sides by Y‘m�x�
� and

integrating over x, one obtains

 

~�‘m �
Z
d2xra�Y‘m�x��

���x�ra	�x�: (B4)

The integral can be done exactly using Gauss-Legendre
quadrature in cos��� and uniform quadrature in ’. We
evaluate the quantities ��x�, ra	�x� on the isolatitude
rings by using a fast spin-0 and spin-1 spherical transform,
respectively. The right-hand side of Eq. (B4) can then be
evaluated using a fast spin-1 transform. This algorithm
provides an exact evaluation of Eq. (B4) with computa-
tional cost O�‘3

max�. We use an analogous method to evalu-
ate the quadratic quantities ~ ‘m, ~s‘m.

2. Equivalence with the bispectrum

As a preliminary step toward proving optimality, we
show how the estimators Ĉ�gb , Ĉ gb , Ĉsgb can be rewritten
purely in terms of the associated bispectra. Throughout this
paper, when we write a bispectrum b‘1‘2‘3

, it is understood
that ‘1, ‘2 are CMB multipoles and ‘3 is a galaxy
multipole.

We write the lensing estimator in the following form:

 Ĉ �g �
1

N

X
‘m

C�g‘ 

~�‘m � h ~�‘mi�

�~g‘m: (B5)

In Eq. (B5) and throughout this Appendix, C�g‘ denotes the
cross power spectrum we are interested in estimating (typi-
cally proportional to 1=‘2 over some band in ‘), not the
fiducial spectrum.

If we replace ~��‘m by the right-hand side of Eq. (B2), we
obtain

 Ĉ �g
b �

1

N

X
‘imi

f‘1‘2‘3
CTT‘2

C�g‘3
G‘1‘2‘3
m1m2m3


~a‘1m1
~a‘2m2

� h~a‘1m1
~a‘2m2

i�~g‘3m3
: (B6)

We can replace h~a‘1m1
~a‘2m2

i by CT�1
‘1m1;‘2m2

, where in this
Appendix we use the notation �CT��1, �Cg��1 to distin-
guish the inverse signal� noise covariances for the CMB
and galaxy fields. Now comparing with the form of the
bispectrum due to lensing [Eq. (9)], this becomes

 Ĉ �g
b �

1

2N

X
‘imi

b‘1‘2‘3
G‘1‘2‘3
m1m2m3


~a‘1m1
~a‘2m2

� CT�1
‘1m1;‘2m2

�~g‘3m3
: (B7)

We have now written the lensing estimator purely in terms
of the lensing bispectrum b‘1‘2‘3

. A similar calculation
shows that the same is true for the curl and point source
estimators Ĉ gb , Ĉsgb : in both cases the estimator takes the
form in Eq. (B7), with b‘1‘2‘3

replaced by the bispectrum
due to lensing by a curl component, or the point source
bispectrum in Eq. (32). This allows us to give a uniform
proof of optimality which applies to all three cases, as we
will now see.

3. Optimality

We will now prove the following general statement: for
any bispectrum b‘1‘2‘3

, the optimal estimator is given by

 Ĉ �
1

F
�Ĉ3 � Ĉ1�; (B8)

where the three-point and one-point terms are defined by

 Ĉ 3 �
def 1

2

X
‘imi

b‘1‘2‘3
G‘1‘2‘3
m1m2m3

~a‘1m1
~a‘2m2

~g‘3m3
(B9)

 Ĉ 1 �
def 1

2

X
‘imi

b‘1‘2‘3
G‘1‘2‘3
m1m2m3

CT�1
‘1m1;‘2m2

~g‘3m3
(B10)

and F is the Fisher matrix element
 

F�
def 1

2

X
‘imi

b‘1‘2‘3
b‘4‘5‘6

G‘1‘2‘3
m1m2m3

G‘4‘5‘6
m4m5m6

CT�1
‘1m1;‘4m4

� CT�1
‘2m2;‘5m5

Cg�1
‘3m3;‘6m6

: (B11)

[This expression generalizes the Fisher matrix for all-sky
isotropic noise previously considered in Eq. (43) to an
arbitrary noise covariance.] Note that we have computed
the normalization explicitly; a short calculation shows that
the estimator in Eq. (B8) has unit response to the bispec-
trum b‘1‘2‘3

, so that the estimator is normalized and does
not need the 1=N prefactor.

The proof will depend on the assumption of weak non-
Gaussianity; specifically we will assume that the fields are
sufficiently close to Gaussian that the estimator variance
can be approximated by its Gaussian contribution.

First, we can show using the Cramer-Rao inequality that
any unbiased estimator E has variance � 1=F, where F is
the Fisher matrix in Eq. (B11). This is proved using the
method of [62,104], expanding the likelihood function for
a‘m, g‘m around its Gaussian limit using the Edgeworth
expansion.

Now consider the variance Var�Ĉ�. We are assuming that
this variance may be calculated using Gaussian statistics,
so that Wick’s theorem gives

 Var �Ĉ3; Ĉ3� � F� fT�Cg��1f

Cov�Ĉ3; Ĉ1� � Cov�Ĉ1; Ĉ1� � fT�Cg��1f;
(B12)

where we have defined

 f‘m �
1

2

X
‘imi

b‘1‘2‘G
‘1‘2‘
m1m2mC

T�1
‘1m1;‘2m2

: (B13)

Putting this together, we get Var�Ĉ� � 1=F, i.e. the
Cramer-Rao inequality is saturated. This completes our
proof that the estimator is optimal, under the assumption
of weak non-Gaussianity.

When is this assumption satisfied for lensing? Roughly
speaking, weak non-Gaussianity starts to break down when
the instrumental sensitivity becomes good enough that a
high signal-to-noise detection of CMB lensing can be
achieved. More precisely, consider the case of full-sky
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coverage and isotropic noise. This allows us to make
contact with the results of [58], where an unbiased estima-
tor �̂‘m is defined for each multipole of the lensing poten-
tial, with full-sky noise power spectrum N��

‘ given
previously in Eq. (4). In this notation, one can show that
our filtered field ~�‘m is equal to �N��

‘ �
�1�̂‘m, and our

estimator is given by

 Ĉ �
X
‘m

C�g‘

�
�̂�‘m
N��
‘

��
g‘m

Cgg‘ � N
gg
‘

�
: (B14)

The first improvement that can be made to this estimator is
to make the replacement

 Ĉ ! Ĉ0 �
X
‘m

C�g‘

�
�̂�‘m

C��‘ � N��
‘

��
g‘m

Cgg‘ � N
gg
‘

�
(B15)

to incorporate the nonzero sample variance of the lenses.
Our estimator Ĉ is optimized assuming Gaussian covari-
ance among modes of the CMB, and does not ‘‘know’’ that
there is extra sample variance hidden in the problem.
However, it is unclear how to generalize Ĉ0 to the case of
sky cuts and inhomogeneous noise, as we have done for Ĉ,
allowing an arbitrary noise covariance matrix N.

The estimators Ĉ, Ĉ0 agree when C��‘ � N��
‘ , i.e. when

the reconstruction noise in the lensing potential dominates
the signal, considered one mode of the potential at a time.
This condition holds for WMAP, as can be seen from the
direct comparison in Fig. 2, left panel. However, the esti-
mator Ĉ which we have constructed would start to become
suboptimal for future surveys with sufficient sensitivity to
reconstruct the lensing potential with signal-to-noise 	1
per mode. For even more futuristic sensitivity levels, even
the improved estimator Ĉ0 would become suboptimal; the
three-point estimator could be improved by using a maxi-
mum likelihood formalism which incorporates information
from higher-point correlation functions of all orders [59].

In addition to these optimality issues for future surveys,
there are other ways in which our estimator might be
extended. First, we have not considered CMB polarization,
which is ultimately expected to provide more sensitivity to
lensing than temperature [105]. Second, by using full-
blown C�1 filtering, we have ensured optimality of the
estimator, but it would be interesting to determine whether
a simpler filter can be found which achieves near-optimal
power spectrum uncertainties. As we have remarked in
Appendix A, the C�1 operation seems prohibitively ex-
pensive for Planck with existing preconditioners, so finding
such a filter may be a practical necessity for future
experiments.

APPENDIX C: RESOLVED POINT SOURCES

We give a proof of a statement made in Sec. VII C:
correlations between the mask and the galaxy field cannot
fake the lensing signal, i.e. the expectation value

 hĈ�gb iT;G;M � 0 (C1)

in the absence of CMB lensing. We have introduced the
notation h�iT;G;M to denote an expectation value taken over
realizations of the CMB T, galaxy counts G, and mask M
(where the last two are assumed correlated).

In the proof, we will denote the quadratic reconstruction
~� which appears in the lensing estimator by ~��T;M� to
emphasize that it depends on both the CMB realization T
and the mask M. We will analogously denote the filtered
galaxy field by ~g�G;M�. In this notation, the lensing esti-
mator can be written

 Ĉ �g
b �

X
‘m


 ~��T;M� � h ~��T0;M�iT0 �
�
‘m~g�G;M�‘m; (C2)

where we have written the one-point term as an average
over CMB realization T0 with the maskM fixed. Taking the
expectation value h�iT;G;M on both sides, we obtain
 

hĈ�gb iT;G;M �
�X
‘m

h ~��T;M��‘miTh~g�G;M�‘miG

� h ~��T0;M��‘miT0 h~g�G;M�‘miG

�
M
� 0: (C3)

In the first line, we have used the fact that, in the absence of
lensing, the CMB realization T is independent of the
galaxy realization G once the mask M has been specified,
to bring the expectation value h�iT inside the sum. This
completes the proof that the expectation value in Eq. (C1)
vanishes in the absence of CMB lensing, i.e. mask-galaxy
correlations cannot fake the lensing signal.

It is interesting to note that this proof would break down
if the one-point term were omitted from the lensing esti-
mator Ĉ�gb . In this case, we would obtain

 hĈ�gb iT;g;M �
�X
‘m

h ~��T;M��‘miTh~g�G;M�‘miG

�
M

(C4)

which cannot be simplified further: the map h~g�G;M�iG
can be nonzero if there are mask-galaxy correlations, and
the map h ~��T;M�iT is generally nonzero in the presence of
a mask.

APPENDIX D: BEAM ASYMMETRY

To include beam asymmetry in our simulation pipeline,
we need an expression for the beam-convolved tempera-
ture ~T�x� in each pixel x, in terms of three quantities: the
beam profile, the scan strategy, and the unconvolved CMB
T�x�.

We represent the beam profile in real space asG��;’� or
in harmonic space as

 G��; ’� �
X
‘s

g‘sY‘s��; ’�: (D1)

Following [46], Appendix B, the scan strategy will be
represented by the following quantity:
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 w�x; �� � 2�

P
i2x
���� �i�P
i2x

1
; (D2)

where the angle � parametrizes beam orientations at the
pixel x, relative to an arbitrarily chosen reference angle.
The sum in Eq. (D2) runs over timestream samples i which
fall in pixel x with beam orientation �i. Note that w�x; ��
depends on the choice of reference direction, or local frame
at x.

We briefly recall the theory of spin-s fields; for more
details see [106]. A spin-s field (�1< s<1) is a func-
tion (sf) whose value at x depends on a choice of frame, or
pair of orthonormal basis vectors fê1; ê2g at x. Under the
right-handed rotation

 ê 01 � �cos��ê1 � �sin��ê2

ê02 � ��sin��ê1 � �cos��ê2;
(D3)

(sf) must transform as �sf�0 � e�is��sf�. One can define
spin-s spherical harmonics sY‘m��;’�; these are an ortho-
normal set of basis functions for spin-s fields, with prop-
erties that are similar to the ordinary (spin-0) spherical
harmonics Y‘m.

If we Fourier transform the frame-dependent quantity
w�x; �� in the angle �,

 w�x; �� �
X1

s��1

�sw�x��
�eis�; (D4)

then sw�x� will be a spin-s field as suggested by the
notation.

Now we can write an expression for the beam-convolved
CMB temperature ~T�x�:

 

~T�x� �
Z
d2x0T�x0�

Z d�
2�

w�x; ��2PG��xx0 ;���; (D5)

where �xx0 denotes the angle between points x, x0, and the
subscript ‘‘2P’’ on any frame-dependent quantity [such as
w�x; ��] indicates the ‘‘two-point’’ frame: the reference
direction ê1 at x points toward x0.

Equation (D5) simply states that the beam-convolved
temperature at x is given by averaging over scan directions
�, with the beam profile rotated through angle � before it is
applied. To simplify this expression, we plug in Eqs. (D1)
and (D4), obtaining

 

~T�x� �
Z
d2xT�x�

X
s‘

�sw�x�2P�
�g‘sY‘s��xx0 ; 0�: (D6)

Now use the identity

 Y‘s��xx0 ; 0� �

���������������
4�

2‘� 1

s X
m

�sY‘m�x��2PY�‘m�x
0� (D7)

to obtain

 

~T�x� �
X
s‘m

���������������
4�

2‘� 1

s
�sw�x��

�g‘sa‘m�sY‘m�x��: (D8)

This is our desired expression for ~T. The final result is a
spin-0 quantity, so we have dropped the 2P.

Equation (D8) is a sum over beam multipoles s multi-
plied by the spin-s component of the scan strategy. Note
that the spin-0 component [0w�x�] is equal to 1 by con-
struction [Eq. (D2)], so that the s � 0 term in Eq. (D8)
does not depend on the scan strategy and is simply given by
convolving fa‘mg with the beam transfer function b‘ ����������������������������

4�=�2‘� 1�
p

g‘0. The higher-spin terms do depend on
the scan strategy and represent corrections to the
symmetric-beam approximation. If the beam is azimu-
thally symmetric (g‘s � 0 for s > 0), or the beam is arbi-
trary but the scan is isotropic in each pixel [sw�x� � 0 for
s > 0], then the higher-spin terms do not contribute and the
symmetric-beam approximation is exact. For WMAP, we
find that the sum over s in Eq. (D8) converges rapidly so
that truncating at ssmax � 16 fully incorporates beam
asymmetry.

A fast algorithm for evaluating Eq. (D8) may be given
by noting that each term in the s sum is simply a spin-s
spherical transform. In an isolatitude coordinate system, a
spin-s transform may be performed with computational
cost O�‘3

max� by using the recursion

 s‘m�sY‘m� �
�
z�

sm
‘�‘� 1�

�
sY‘�1;m � 

s
‘�1;m�sY‘�2;m�

(D9)

on each isolatitude ring, where we have defined s‘m ��������������������������������������������������������������
�‘2 �m2��‘2 � s2�=�4‘2 � 1�

p
=‘. Thus the total compu-

tational cost of incorporating beam asymmetry via
Eq. (D8) is O�ssmax‘

3
max�.

Finally, we include a detail which is specific to WMAP.
The preceding treatment has assumed that there is one
beam g‘s and one scan sw�x� for each simulated map. In
WMAP, we have one simulated map per differencing
assembly, obtained as the difference of A-side and B-side
measurements. In this case, one makes the replacement

 �sw�x���g‘s ! �swA�x���gA‘s � �sw
B�x���gB‘s (D10)

in Eq. (D8), where gA‘m, gB‘m are the A-side and B-side
beams, and wA, wB are defined by

 wA�x; �� �
def

2�

P
a2x
���� �a�

�
P
a2x

1� � �
P
b2x

1�
(D11)

 wB�x; �� �
def

2�

P
b2x
���� �b�

�
P
a2x

1� � �
P
b2x

1�
; (D12)

where
P
a2x,

P
b2x denote sums over A-side and B-side

timestream samples which fall in pixel x.
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