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Duality groups, automorphic forms, and higher derivative corrections
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We study the higher derivative corrections that occur in type II superstring theories in ten dimensions or
less. Assuming invariance under a discrete duality group G(Z) we show that the generic functions of the
scalar fields that occur can be identified with automorphic forms. We then give a systematic method to
construct automorphic forms from a given group G(Z) together with a chosen subgroup H and a linear
representation of G(Z). This construction is based on the theory of nonlinear realizations and we find that
the automorphic forms contain the weights of G. We also carry out the dimensional reduction of the
generic higher derivative corrections of the IIB theory to three dimensions and find that the weights of Eg
occur generalizing previous results of the authors on M theory. Since the automorphic forms of this theory
contain the weights of Eg we can interpret the occurrence of weights in the dimensional reduction as

evidence for an underlying U-duality symmetry.
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I. INTRODUCTION

By virtue of the large amount of supersymmetry they
possess, the IIA supergravity [1-3] and IIB supergravity
[4—6] theories encode all the perturbative and nonpertur-
bative low energy effects of the corresponding string theo-
ries. Furthermore, the 11-dimensional supergravity theory
[7] is thought to be the low energy effective action for an as
yet undefined theory called M theory. The IIB theory
possesses an SL(2, R) symmetry [4] while the ITA super-
gravity and IIB supergravity dimensionally reduced on an
(n — 1)-torus, or equivalently the 11-dimensional super-
gravity theory on an n-torus, possess an E, symmetry for
n=717,8,9 [8-10] and possibly n = 10 [11]. For other
work on symmetries that appear in dimensional reduction
see [12-18] and we note that the E, symmetries neces-
sarily contain 7-duality which is a perturbative symmetry
of string theory [19,20]. These theories possess charged
states which are rotated by these symmetries and their
charges obey the quantization condition [21]. This has
lead to the conjecture [22—24] that a discrete version of
these groups, denoted by G(Z), are symmetries in string
theory, e.g. SL(2,Z) in the case of ten-dimensional 1B
string theory.

However, much of the considerations of these discrete
symmetries has been within the context of the lowest order
effective action, i.e. the maximal supergravity theories, and
there has not been much discussion of the role of these
symmetries in the higher derivative corrections (however
see [25,26]). A particularly notable exception to this are the
higher derivative terms of the form D*R* that occur in IIB
string theory whose coefficients for k = 3 have been de-
termined exactly [27—33]. These coefficients are functions
of 7= y + ie” ¢, where y is the axion and ¢ the dilaton.
Under the action of SL(2, Z), 7 is acted on by a fractional
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linear transformation, however the Riemann tensor is inert
(in Einstein frame). Imposing that SL(2, Z) is a symmetry
one immediately sees that these coefficients must be in-
variant under SL(2, Z) and hence are given by automorphic
forms. The work of [27—33] has identified the automorphic
forms for k = 3 and shown that some of the infinite series
of terms are consistent with certain explicit string theory
calculations and, perhaps more remarkably, loop calcula-
tions in 11-dimensional supergravity. Furthermore the co-
efficients of the R* term that occurs upon compactification
on a torus to eight and fewer dimensions have been ob-
tained as automorphic forms of SL(3, R), SL(5, R), and E,,
[34—-37]. In a similar spirit the coefficients in eight dimen-
sions of R4G§g —4 terms, where G5 is the modified com-
plexified three-form field strength of type IIB string theory,
have been given as automorphic forms of SL(3, R) [38].
In a recent paper [39], we explored the dimensional
reduction to three dimensions of generic higher derivative
terms that arise in 11-dimensional M theory. The main
purpose of this work was to see if there are traces of the
Eg symmetry that are present in the low energy effective
action in three dimensions, i.e. the N = 16 maximal su-
pergravity theory in three spacetime dimensions. Three
dimensions is special because it is the first dimension in
which all dynamical fields are scalars (after dualizing any
vectors modes) and in the low energy effective action these
scalar fields can be identified as a nonlinear realization of
Eg with local subgroup SO(16). In Ref. [39] we determined
the dependence of arbitrary higher derivatives terms on the
diagonal components of the metric associated with the
torus, which we may parametrize by g; = e % for
some constant c;. These occur in the action in the form

of factors eY27"% that multiply the derivatives of the scalar
fields. The different possible vectors v arise as the different
possible terms the exponential factor can multiply. For the
lowest order effective theory the vectors ¥ are just the
positive roots of Eg. This is readily understood from the
well-known fact that the effective action can be written in
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terms of the Cartan form of the coset Eg/SO(16) which
lives in the adjoint representation of Eg and can be explic-
itly shown to involve the positive roots. However, in [39] it
was found that the dimensional reduction of the higher
derivative terms does not lead to the positive roots of Eg.
Rather one finds that the various vectors that arise are
elements of the weight lattice of Egz. Moreover one only
finds weights for the types of higher derivative terms that
are expected to arise in M theory [40-57]. Weights have
also appeared in the higher derivative effective action in
[58,59] within the context of E;; and “cosmological bil-
liards” [60,61].

While the occurrence of weights of Eg in the dimen-
sional reduction of the higher derivative terms indicates the
presence of some Ejy structure it was unclear what this
structure could be since the nonlinear realizations to which
the scalars belong are usually constructed from the Cartan
forms and these only contain the positive roots of Eg.

In this paper we will show that if one assumes that the
higher derivative terms of a type II string theory in ten or
less dimensions are invariant under a discrete duality group
G(Z) then the generic functions of the scalars that arise in
the action transform as automorphic forms. We then give a
construction of such automorphic forms and find that they
involve the weights of G. As a result, the occurrence of
weights in the dimensional reduction of M theory can be
thought of as a consequence of the presence of an under-
lying discrete duality group G(Z) of the string theory in
lower dimensions and so interpreted as evidence for such a
symmetry.

The systematic method of constructing automorphic
forms that we present relies on the ability to construct a
nonlinear realization, ¢ from linear representation ¢ of the
continuous group G. This construction involves the coset
representatives g(£) of G/H, where the £ labels the coset.
In the conventions of [39], these are parametrized by

g(é) = ez&>o EaXae—(l/ﬁ)$-ﬁ’ (1.1)
where H comprises the Cartan subalgebra, E; are the
generators associated to the positive roots. The automor-
phic forms, which are generally nonholomorphic, are es-
sentially functions of ¢(&) summed over the representation
¢ from which they are constructed. One finds that the
automorphic forms contain g(£) acting on the representa-
tion ¢ and so the weights of G corresponding to ¢ auto-
matically appear.

The detailed contents of this paper are as follows. In
Sec. II we extend the calculation of Ref. [39] to the
dimensional reduction of the perturbative contribution to
higher derivative terms of the IIB string theory effective
action. We will again find weights of Eg. In Sec. III we will
examine the consequences of demanding that the higher
derivative corrections of string theory in any dimension be
invariant under G(Z). Such terms contain functions of the
coset fields £ that parametrize G/H times Riemann ten-
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sors, field strengths, and Cartan forms. We calculate how
these functions transform under G(Z) and show that, under
the natural action of the group on the coset variables £, they
are “‘rotated” by matrices which belong to a representation
of H. In Sec. IV we begin by showing that these trans-
formations are precisely those of nonholomorphic auto-
morphic forms of G(Z) which depend on &. We then give a
method of constructing automorphic forms once we choose
a group G together with a subgroup H and a linear repre-
sentation ¢ of G. In particular, the automorphic form is
constructed from the nonlinear representation of G with
local subgroup H formed from the linear representation
of G. As explained above the group element of Eq. (1.1)
enters in this process and in this way the automorphic form
will depend on the coset of G/H. As a result of this
construction we show that these automorphic forms con-
tain the weights of G associated with the representation ¢
and, in particular, the dominant term in the limit of small
couplings is of the form Z; ~ V2" ¢ where v is a weight
of G. In Sec. V we provide some concluding remarks.
Appendices A, B, and C give some details and conventions
on nonlinear and induced representations, group represen-
tations, and examples of SL(n) automorphic forms,
respectively.

II. TYPE IIB HIGHER DERIVATIVE
CORRECTIONS AND THEIR REDUCTION

In this section we will evaluate the dimensional reduc-
tion to three dimensions of the higher derivative terms that
appear in type IIB string theory. Some of these higher
derivative terms in ten dimensions involving D**R* have
been discussed in detail in [27-33]. In particular we will
determine vectors w that appear in the dimensional reduc-
tion as coefficients of the scalar fields (;5 through the factors
¢¥2"¢_This is an extension of the calculation that we
performed in [39] for M theory and more details may be
found there, although here we will use a slightly more
efficient method that we will explain. The higher derivative
corrections in the ten-dimensional IIB theory already in-
clude automorphic forms of SL(2, R) however we will
only include in our calculations the perturbative contribu-
tion to the automorphic form. We will find that the general
higher derivative correction leads to vectors w that are
weights of Eg (more precisely, in the conventions of [39],
these are half-weights of Ej).

Since we are going to use a slightly more streamlined
method compared to that used in Ref. [39] it will be useful
to first consider the dimensional reduction of a generic
theory possessing two or more spacetime derivatives in-
volving gravity, gauge fields, and scalars on a n-torus. Our
compactification ansatz is given by

d§? = e*Pds* + e*PPG;(dx' + AL dx*)(dx/ + Al dxt),
@.1)
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where

n (09
T2y A== 22)
which ensures that we remain in Einstein frame in three
dimensions. Here G;; = ¢;*¢;'8, and ¢;* is a vielbein with
dete = 1. We adopt the convention that i, j, k, . . . are world
indices and i, j, k, ... are tangent indices. We note that this
ansatz treats all the directions of the torus on the same
footing and as discussed in Ref. [39], we will be able to
carry out the dimensional reduction so that the SL(n, R)
invariance is manifest. In particular, the degrees of freedom
of gravity associated with the torus, apart from any grav-
iphotons enter the lower dimensional theory through a
nonlinear realization of SL(n, R) with local subgroup
SO(n), i.e. via the group element

e(¢) = eZg>OEnge_(1/\/§)£'E’ (2.3)
where H forms the Cartan subalgebra, E, are positive root
generators (when a > 0) of SL(n, R), respectively, and &
collectively denotes the fields x, and ¢. In fact the terms
which contain e(£) alone are built out of the Cartan forms
eilaﬂe =8, +t Q_w Wh_ere S, and Q,, are symmetric and
antisymmetric in i and j, respectively. As this belongs to
the Lie algebra of SL(n, R) it does not matter which
representation for the generators one takes to evaluate it.

However, the explicit components of the vielbein, ei",

associated with the torus reduction are given by taking the
generators to be in the fundamental representation, with
highest weight A"~!, where A/, i =1,...,n — 1, are the
fundamental weights of SL(n, R). We now explain why
this is the case. Given a linear realization of SL(n, R) on a
vector space whose vectors have the components ¢, we
Carll construct a nonlinear realization with components ¢,
by

@a(f) = D(e(f)il)abll/b’
lo(&)) = Ule(&)y),

where U(e(¢)) indicates the action of the generators on the
vector space to which |¢) = i, ]e?) belongs. From
Eq. (2.4) we see that ¢,(£) transforms under SL(n, R) by
transforming the parameters of the coset £ in the usual way
and by an SO(n, R) rotation that acts on the index a. In
particular if we take |y = ¢;|i, A"~!) to be the represen-
tation of SL(n, R), whose highest weight is A"~!, then
@i(£¢) will transform as a vector with respect to this
SO(n, R) rotation. However the inverse vielbein (efl)lJ
converts world indices to tangent indices and hence con-
verts quantities that transform under SL(n, R) into those
that transform under SO(n, R). As such we may identify

or equivalently
2.4)

'For further discussion of this construction we refer the reader
to Appendix A.
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(e7)/ = D(e71(€))/. (2.5)

Acting on a state |¢) = ;|i, A"~1) with U(e(£)) we find

that e/ factors of ¢~V where [A"~1] denotes one

of the weights in the A"~ ! representation. The lowest
weight in the A"~ ! is just the weight —A! and so we may
rewrite this factor as e/Y?¢2'] Thus we find that e/

contains factors of e/ ﬁ)ful].

The dimensionally reduced theory will involve correc-
tions that contain field strengths of the form F,, Ry i
where iy, ... are world volume indices of the torus. The
field strength may also carry other internal indices that we
neglect for the moment, but we will discuss them below.
We can always use the inverse vielbein eiJ to convert all
world volume indices to tangent space indices. Following
the same argument we used to the vielbein given above,
this can be viewed as the conversion of the linear rank k
antisymmetric representation of SL(n, R) into a nonlinear
representation whose indices rotate under SO(n).
Consequently, F,, _, 7 ; has a dependence on the metric
of the torus that is equivalent to acting with U(e(£)™'), on
the states |[[A" X]) where [A"X] are weights in the repre-
sentation with highest weight A" . Therefore one finds
that the fields ¢ associated with the Cartan subalgebra of

SL(n, R) occur in Fy\ i, through the factor

VYD1 e recall here that the weights [[A""K]) in-
clude the highest weight A" %, but also the lowest weight
which is — A,

Thus the action after the dimensional reduction contains
terms which involve e(£) alone and are constructed from
e(¢)7 1o we(&) (and hence is independent of the represen-
tation used) and field strengths, including those generated
from the Riemann tensor, which are taken to have tangent
space indices. In this way the three-dimensional effective
action can be constructed from various building blocks
where each one has indices that transform under SO(n).
Invariants are constructed using the invariant tensor ;.
Consequently, to compute the dependence of the final
action on ¢ one just has to add up the contributions from
each building block.

One also finds factors of ¢¥2? which are readily com-
puted explicitly from the occurrence of the vielbeins using
the metric ansatz of Eq. (2.1) as was done in Ref. [39].

It is also possible to treat any coset symmetries of the
original theory in a similar way to the SL(n, R) associated
with the torus. We illustrate this for the case of the
SL(2,R) symmetry of the IIB theory [4], as this is the
case of most interest to us here, but the technique is quite
general. Type IIB theory possesses two scalars y and ¢
which belong to the coset space SL(2, R)/SO(2, R). We
may choose our coset representatives of SL(2, R)/SO(2)
as

g(7) = efXe=(1/V29H (2.6)
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where E and H are the positive root and Cartan subalgebra
generators of SL(2, R), respectively. It will be useful to
define 7= y + ie ?; as 7 undergoes fractional linear
transformations under the action of SL(2, R) on this coset.
It also contains two three-form field strengths F%, , .. =
301,A,u,1> @ = 1, 2. The gauge fields must transform as a
linear representation of SL(2, R), otherwise, if the gauge
fields transformed as a nonlinear representation of
SL(2, R), the composite nature of the SO(2) matrix would
not preserve the form of the field strength and this in turn
would not maintain gauge invariance. Therefore the two
three-form field strengths F{, , ,. must transform in the
doublet representation of SL(2, R). However, given the
field strength F, , ,. we can convert it into a three-form
G, u,p, that transforms as a nonlinear realization of
SL(2, R) using Eq. (A9) and the action of U(g(7)"!). In
particular for the doublet representation the group element
of Eq. (2.6) can be written as

1 Imr Rer
Ulg(r) = ( ) 27)
S
so that
1 — 1 Fl _ R F2
Bikaps \/ﬁ( VY eTF ) 2.8)
Gil#z#} = VImTF%M#zM%
and hence we can form the complex combination [4]
| _ 2
Gl’«l,U«zM} - G,U«1,U«2M3 lG,U«lel-Lz
1
_ 1 2
I e FMMzMz - TFM1M2M3)' 2.9

VImT

The advantage of working with G, , ,. rather than

F{ o, 18 that it is simpler to form invariants since they
rotate on their a indices as a vector of SO(2). As a result for

a
every factor of GY, ,,, ,, that occurs one finds a correspond-

ing factor of e(/¥294[k] where

(] = {5~ (2.10)
are the weights that appear in the fundamental representa-
tion of SL(2, R).

The above technique also applies to fields that arise from
dualization. The computation of the p dependence is
straightforward and is as explained in [39]. The dualization
process changes the position of indices, such as world
volume indices, from being upper indices to lower indices
and vise versa. However, one can apply the above proce-
dure to the field after dualization and read off the resulting
dependence on ¢. For example when reducing the
Riemann tensor one finds graviphoton field strengths
which carry a single upper i index. After dualization these
become scalar fields with a single lower i index and there-

fore one finds factors of the form e!"/ ‘/5)3‘[41].
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Let us now apply this method to the IIB theory dimen-
sionally reduced on a seven torus to three dimensions. We
start by giving the form of the ten-dimensional type IIB
effective action which has a manifest SL(2, R) symmetry.
We will not need to be concerned with fermions or exact
coefficients. In Einstein frame we have

5= [0k~ 007 -~ o7

— G123 (4
G GM|M2M3

-G s G/-Ll-“/J’S)'

My s

@2.11)

The curvature R and five-form field strength are singlets of
SL(2, R). As the five-form field strength is self-dual, this
condition must be imposed by hand and so the above action
only has a limited validity but it is sufficient for our current
purposes. The hat on R indicates that it is the Riemann
tensor of the full higher dimensional metric §.

We are interested in the dependence on the scalars ¢, p,
and ¢ which we assemble into the 8-vector

>

b = (¢, p, P). (2.12)

In three dimensions, after the appropriate dualizations, we

only have scalars. In addition to ¢ there are scalars which
arise as gauge fields with all internal indices or through
dualizing one-form gauge fields in three dimensions. We
denote all these additional scalars by yg. The action will
contain various terms involving derivatives of these scalars
along with a coefficient of the form V2% for some 8-
vector w:

w=(w, kK, w). (2.13)
The first entry w arises from the behavior of the fields
under the SL(2, R). The second entry simply records the
power of ¢¥2° that accompanies a field after dimensional
reduction. The third component w corresponds to the
SL(7, R) representation of the fields.

It will be instructive to first derive the Eg symmetry that
arises when IIB supergravity is dimensionally reduced to
three dimensions, that is the reduction of the action of
Eq. (2.11). The reduction of the Einstein-Hilbert term R
gives vectors of the form (see [39])

w=00[0) Ww=0v2Ex[2'), (214
where @ = A! + A® is the highest weight of the adjoint
representation of SL(7, R) and [6] denotes any element in
the set of weights that appear in the adjoint representation,
i.e. the roots of SL(7, R). Similarly [A'] are the set weights
that appear in the fundamental representation of SL(7, R),
ie. [A'T={A! ..., — A%} This last set of vectors arises
from the graviphotons that have been dualized and the
steps leading to the [A'] part of the vector were outlined
as explained above.
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Next we can consider the dimensional reduction of

J—8GY .. G*? 5 shiz 5,

/J'Zl’2 J1J2

(2.15)

The vectors ¢ that this term contributes are readily found
using the discussion above. One finds that as GZ i has two

SL(7, R) indices associated with its SL(7, R) transforma-
tion and hence one finds the contribution [A2] to the vector.
Since it only has one index associated with its SL(2, R)
transformation this leads to a contribution [ u ] to the part of
the vector corresponding to ¢. Thus one finds that this term
gives rise to the series of vectors

W= (] 22a, [A7]). 2.16)
One such vector is
a7 = (—d 2P, - 19). 2.17)

Last we reduce the ten-dimensional axion term e2%(9a)?
which leads directly to

ag=(+/2,0,0) (2.18)

>

One can readily verify that &; = (0,0, ;) with i =
I,...,6, @&; and ag are the simple roots of Eg with the
corresponding Dynkin diagram

e — e — e — e —
C_fl 522 523 &’4 6% &6
The bottom line contains the SL(7, R) subalgebra associ-
ated to diffeomorphisms of the torus (i.e. the gravity line).
The reduction also leads to terms in three dimensions with
other vectors w, in particular, one must reduce the five-
form field strength. However the remaining vectors one
finds turn out to be nonsimple roots of Eg. This appearance
of this Dynkin diagram for type IIB string theory has an
elegant origin in terms of E;; [62]. This viewpoint allows
one to understand in an immediate way how the Eg algebra
arises in the dimensional reduction from the fields of the

IIB theory.

Let us now consider the reduction of the possible higher
derivative terms that can arise in the IIB string theory. We
first consider the terms that involve the polynomials in the
Riemann tensor multiplied by functions of the scalar fields
7, 7 which have the generic form (in Einstein frame)

Se= [ d"x/=E R 2,7, ).

We will take Z, to behave as a sum of terms of the form
e *®. In fact Z, is a nonholomorphic automorphic form
and only its leading order terms, corresponding to string
perturbation theory, behave in this manner as ¢ — —oo.

(2.19)
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We will not consider the nonperturbative contributions in
the calculation in this section. The vectors w that arise from
this term are (see [39])

= (— % ﬁ(l - é + §t>a, s[0] + @1]), (2.20)
where s, t are positive integers with s + t = % . In particular
25 and 2¢ count the number of S, and graviphoton field
strengths that are contained in the dimensionally reduced
term, respectively. To evaluate whether or not these vectors
are weights of Eg we must show that &; - w is an integer for
alli =1,...,8. Calculating away gives

a;-w=s0]a,+1A"] q

=m, a7 W
=§+;<1—é+§t>a2—s[g]-)l5—t[Al]-)\s
=f+1(1—£+§z>—zz+n

2 4 2 7 7

_x 1 L.,

2 4 8 ’

(2.21)

Y
I
|
=

&8'

where m, n € Z. The first expression is automatically an
integer because [#] is a root and [A'] a weight of SL(7, R).
In the second expression we have used the facts that [A'] =

A — a where a is a positive root of SL(7,R) and A -
A= @ for i < j.

It is instructive to transform this term to string frame by
rescaling g, — ¢~ (/?%g . This results in the term

Sg = ] 4105 =Bl -8 (RY/27 (7, 7)

- f A0/~ G-/ (R)1/2,

If this term is to arise in string perturbation theory then we

(2.22)

require that { —3 — x =2g — 2 for some g =0,1,2,....
Thus we find that§+£—é= —g and hence in this case
&i'\X/EZ, &7W=—g+n€Z,

(2.23)

>

Qg "W = —Xx.

Note that there is no condition that x € Z. Rather the
condition A—Z‘—%—x= —2g — 2 for some g =0,1,2,...

only implies that x is a half-integer. In Refs. [27-33], IIB
higher derivative terms of the form D%*R* have been

computed. For our purposes they are equivalent to R**¥.
—

In particular for 4 + k = 5 = 4 one finds perturbative cor-

rections at tree level and one loop which have x = 3/2

while for4 + k = % = 6 one finds perturbative corrections

at tree level and two loops which have x = 5/2. Thus one
indeed finds for these and the other known cases that x is
half-integer.
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More generally we can consider a term of the form (in
Einstein frame)

Sp = f d"Ox[=g(R)"2(GY,; )2 (F i) Z(7, 7), (2.24)

where Z,(7, 7) is a similar function to that used above and,
in particular, has the same generic ¢ dependence, i.e. sum
of terms of the form e *¢ in the perturbative limit. Using
the analysis of [39], or the quicker method explained
above, we can read off the vectors in as

o X ll 8 5[2 313
(=[], V2(1 -2+ 2 =223\ 5[0
W (ﬁ [,U«]z\/—< L4222 72)as[_]

l l
AT+ 30T+ 5 A) (229)
The only nontrivial tests that this is a weight come from
a7 - w and &g - w. In the later case we simply have &g -
w = —x * I, € Z whereas

2 4 2 2 72
2 4
R A A
M TR
_x b U L 3L 5L (2.26)

2 2 4 8 8 8

with n € Z. Again converting to string frame, where the
dilaton appears through the factor ¢2¢~1% tells us that

5 1, 3L, 5l
Qg —2=—x—>-—1_72_~-93 22
& Y7274 T4 g (2.27)
and hence
l
&7'v'f/=—g+n+§2€Z (2.28)

since /, must be even. Here we again see that we find
weights if x € Z but generically x is half an integer.

We note that there are more terms that can be consid-
ered. For example, we could include terms involving
higher powers of d¢ and 9y however these will behave
in a similar way to dp which arises from dimensional
reduction of the Riemann tensor. Other terms arise from
components of Gi; ,; and F,,;;; with two spacetime indices
in three dimensions. These require dualization into scalar
fields but this is complicated by the dilaton (just as was
encountered for the Bosonic string in [39]) however we do
not expect that these terms will alter the conclusion.

In this section we have examined the possible higher
derivative corrections that can arise in the IIB string theory.
We have computed the vectors w associated with the
scalars d; = (¢, p, ®). For the lowest order terms of IIB
supergravity itself these belong to the root lattice of Eg, in
fact they are positive roots of the adjoint representation of
Eg. The dilaton dependence is constrained by demanding
that the terms arise as a perturbative correction of IIB string
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theory. Requiring that this is the case one finds that the
vectors w are half-weights of Eg, using the conventions of
[39]. Although we note here that the vectors w are weights
with respect to SL(7, R), they are only half-weights with
respect to the 8th node of Eg which is associated with the
SL(2, R) symmetry of IIB supergravity.

III. AUTOMORPHIC FORMS IN HIGHER
DERIVATIVE CORRECTIONS

As mentioned above, the ITA and IIB supergravity theo-
ries encode all the low energy effects of ITA and IIB string
theories and so must contain all nonperturbative low en-
ergy effects including phenomena which are not calculable
from our known formulations of string theory. One of the
most interesting properties of the IIB supergravity theory is
that it possesses an SL(2, R) symmetry [4]. Furthermore, if
one dimensionally reduced either the IIA or the IIB super-
gravity theories on a n — 1 torus, or the 11-dimensional
supergravity theory on a n torus, one finds the same set of
supergravity theories and remarkably these possess an E,,
symmetry for n = 9 [§-10].

The dimensionally reduced maximal supergravity theo-
ries on a torus are also the low energy effective actions for
the type II string theories on a (n — 1) torus, or the ill
understood M theory on a n torus. As we already men-
tioned they are invariant under a continuous symmetry
group which is nonlinearly realized with respect to a local
subgroup. It will prove useful to describe the representa-
tions of this symmetry that the fields in these theories
belong to and as this discussion applies to many such
theories we will denote the nonlinearly realized group by
G and the local subgroup by H. For the IIB theory G =
SL(2, R) and the local subgroup is SO(2), whereas when
dimensionally reduced to four dimensions one finds G =
E; and H = SU(8) and G = Eg and H = SO(16) in three
dimensions. It turns out that in all the cases we will con-
sider the local subgroup H is just the Cartan involution
invariant subgroup. We recall that the Cartan involution / is
an automorphism, i.e. it obeys 1(g,g,) = I(g,)I1(g2) V g1,
2> € G, such that I = 1 and acts on the Chevalley gen-
erators as I(H,) = —H,, I(E,) = —F,, I(F,) = —E,.

If one dimensionally reduces to three dimensions one
finds, using suitable dualizations, a theory with just scalars
which belong to the coset G/H. In this paper we will work
with the coset representatives that we denote by g(¢).
These transform under a rigid transformation gy € G as

g(€) — g(&') where
808(&) = g(&Nh(go, €)

and h(g,, &) € H is the compensating transformation re-
quired to restore the choice of coset representative. This
induces a nonlinear realization of G on the parameters &
which we denote by & = g, - &.

The dynamics of the scalars is constructed from the
Cartan form g~ 19 «& Which takes values in the Lie algebra

3.1

066002-6



DUALITY GROUPS, AUTOMORPHIC FORMS, AND HIGHER ...

of G and is invariant under the rigid transformations
g(x) — gog(x). The Cartan form can be written as

g 'a,e=P,+ 0,

where Q, is in the Lie algebra of H. Our choice of local
subgroup H is odd under the Cartan involution I (I(h) =
—h for h € H) and so I(Q,) = Q, and then P, =
g '9,e—1(g7'd,8) and so satisfies I(P,) = —P,.
This implies that the commutators of generators of the
Lie algebra of H with the generators which are odd under
the Cartan involution leads to generators which are also
odd. As such, under the local transformation g(x) —
g(x)h(x) we find P, — h~'P,h, while Q,, transforms as
Q,—h™'Q,h+h7'9,h. The invariant low energy
Lagrangian for the scalars is then given by Tr(P,P*).

If one dimensionally reduces on a torus to a dimension
above three then one will find Bosonic fields other than
scalars, in particular, in addition to gravity one will find
gauge fields. As we discussed in the last section, any gauge
fields must transform linearly under the rigid transforma-
tions g, of the group G (see (AS));

U(g(])wa = D(g()_l)ublﬁir

Consequently the field strengths also transform as in
Eq. (3.3). However, as explained at the end of
Appendix A, using the scalar fields of the theory, we can
always convert a field that transforms under linear repre-
sentations of G into a field that transforms under the non-
linear representation

U(g0)pa(€) = D(h™' (g0, £))a" @5 (é)

by taking ¢,(&) = D(g (&), To respect gauge in-
variance we must perform this conversion on the field
strength and not on the gauge fields.

The scalars by themselves always occur with their de-
rivatives as in Eq. (3.2). However the quantity O, only
occurs in the dynamics as a connection for spacetime
derivatives acting on fields, such as field strengths, leaving
the scalars to appear through P,. The fermions also trans-
form as a nonlinear realization. Therefore, all the fields that
appear in the dynamics of IIB supergravity theory and IIB
supergravity dimensional reduction on a (n — 1) torus (or
equivalently the ITA supergravity theory on a n — 1 torus
or M theory on a n-torus) can be taken to transform as a
nonlinear representation of G with local subgroup H, i.e. as
in Eq. (3.4) for some representation D of H.

As mentioned above the continuous groups SL(2, R)
and E, are symmetries of the IIB supergravity theory and
this theory dimensionally reduced on a (n — 1) torus,
respectively. Although these theories are the low energy
effective actions for the type IIA and IIB string theories on
a n — 1 torus, these continuous symmetries are not sym-
metries of the underlying string theories or M theory. The
supergravity theories possess solitonic solutions corre-

3.2)

(3.3)

(3.4)
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sponding to strings and branes and the symmetries rotate
the field strengths and charges associated with these sol-
itons. However, the latter are subject to quantization con-
ditions [21] and have been conjectured in string theory that
the symmetries survive if these groups were restricted to a
discrete subgroup which preserves the lattice of charges
[22-24]. The precise form of this group is clear for the IIB
theory; it is just the one generated by two-by-two matrices
with integer entries and the determinant one. This is the so-
called U-duality conjecture which can be thought of as a
combination of the T-duality, which is known to be a valid
symmetry of string theory, combined with the SL(2, Z)
symmetry of the IIB theory.

In this section we will consider the higher derivative
corrections that can occur in string theories where some of
the dimensions are tori. We will assume that they are
invariant under the discrete group G(Z) mentioned above
and our aim is to discover what are the consequences of
demanding such symmetries on the general form of such
corrections. We will also assume that the fields in effective
actions of such theories transform in the same way that
they did in the low energy effective action. In effect this
assumes that there is a choice of field variables such that
the transformation rules are unaffected by higher derivative
terms. That is the fields occur in expressions which involve
their spacetime derivatives and transform as in Eq. (3.3),
except that now the rigid g, transformations will belong to
G(Z) rather than the continuous group G. When expressed
in Einstein frame the higher derivative terms are of the
generic form

f d'xJ=FZ(OX, (3.5)
where X is a polynomial in the Riemann curvature, the
modified field strengths, and the covariant derivatives of
scalar fields. All these quantities will transform as in
Eq. (3.3). An important exception to the above statement
is the appearance of the function Z(£) of the scalar fields &
which belong to the coset space G/H. Such a function does
not contain spacetime derivatives and their appearance
signals the fact that we no longer have invariance under
the continuous G symmetry, but only under its discrete
subgroup G(Z).

Since the objects that make up X transform as in
Eq. (3.4), it follows that X itself, will transform as

U(go)X = D(h™' (g0, £))X,

where g, is a transformation of G(Z) and h(g, &) is the
compensating H transformation required in Eq. (3.1), that

is g(&) — gog(&) = g(£")h(gy, &) and for suitable repre-
sentation D. Demanding that the higher derivative term be

invariant under G(Z) we find that
Z(go + £) = D(h(go, £))Z(&).

When carrying out the variation it is important to note that

(3.6)

3.7
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Z(€) is an explicit function of ¢ and so its variation just
changes the value of ¢ under the action of gy € G(Z). As
we will explain in the next section, this last equation is just
the transformation property of an automorphic form of
G(Z). We note that these automorphic forms are not in
general holomorphic and indeed are in most cases non-
holomorphic. In Sec. IIT we will also discuss the additional
constraints, such as differential equations as well as growth
conditions, that nonholomorphic automorphic forms are
expected to also obey.

The simplest case is when X is invariant under the
transformations of G(Z), i.e. D = 1. It is then obvious
that Z(£) is inert and so Z(gg - &) = Z(£). Such is the
case if X is a polynomial in the Riemannn tensor, or
when spacetime derivatives act on a polynomial of
Riemann tensors. Such examples have been studied in
detail for the IIB theory in Refs. [27-36].

Thus we conclude that if we assume that the higher
derivative corrections are invariant under a G(Z) duality
symmetry then every possible term will generically contain
functions of the scalar fields, which belong to the coset
space G/H, that transform as automorphic forms of the
group G(Z).

We now illustrate the above discussion in the familiar
context of the IIB string theory as this will allow us to make
contact with the work of Refs. [27—-38]. In the previous
section we discussed the SL(2, R) formulation of the IIB
supergravity theory where the local subgroup is SO(2). As
explicitly derived in Appendix C, under an element

_fa b
20 = (C d) € SLQ2 7) 3.8)
the compensating SO(2) transformation is given by
__(cosf. —sinf, sig T +d
<sin0€ cosf.. > ¢ cr+d (3.9

All of the type IIB fields transforms as Eq. (3.4) with D
which is given by

D(h™1) = eidb (3.10)

for some g. In particular ¢ = 0O for the metric and five-form
whereas ¢ = 1, —1 for the three-form G, , ,, and its
complex conjugate, respectively. The two scalars belong
to the coset SL(2, R)/SO(2). The Cartan involution odd
part of the Cartan forms, P, transform under SL(2, R) by a
matrix which is in the doublet representation of SO(2)
which is reducible. Writing this representation as P, the
two irreducible representations are given by P, = P}, +
iP2, and its complex conjugate P, = P}, — iP2 with ¢ =
2, —2, respectively.

The above discussion on higher derivative terms is easy
to apply to the IIB supergravity theory. The object X of
Eq. (3.4) will have a total charge g which is just the sum of
the charges of its factors. The corresponding automorphic
form Z(¢) that multiplies X must transform as

PHYSICAL REVIEW D 75, 066002 (2007)

Zx(go - 1) = e'1r9%:Z (7). (3.11)

This agrees with the discussions of a number of terms
given in Refs. [27-38].

We can also apply it to higher derivative terms of the IIB
theory involving derivatives of scalars. Such a term, which
involves only the scalars, will be of the form

jlexJ—_ng,s(T, 7"')?2 PHS,

As Py, P~ has a total U(1) weight 2(r — s) we find that Z
transforms as

(3.12)

(3.13)

cT + d\r—s
Zr,s(gO : T) = < )

7 (7).
cr+d ris(7)

It is obvious how to generalize this discussion to terms that
involve derivatives of the scalars as well as other objects.
As another example, let us consider the higher derivative
terms of superstring theory on a seven torus or M theory on
an eight torus. The only dynamical bosonic fields of the
low energy theory are scalars and they possess an Ejg
symmetry with local subgroup SO(16). As explained
above, the scalars arise in the dynamics of the low energy
effective action through the Cartan forms of Eq. (3.2)
which belong to the Lie algebra of Eg and so are in the
248-dimensional adjoint representation. The @, which
occurs in this equation belongs to the Lie algebra of
SO(16) which is the 120-dimensional adjoint representa-
tion. Therefore the P, belongs to a 128-dimensional rep-
resentation of SO(16) and must be a Majorana-Weyl spinor
P, in 16 dimensions. The kinetic term for the scalars
arises in the low energy effective action as P uP*, the bar
now being the Majorana conjugate and we have suppressed
the spinor index. The higher derivative corrections are of
the form of Eq. (3.5) where X is a polynomial of P, , which
transforms as in Eq. (3.4) where the specific representation
matrix D of SO(16) depends on how the polynomial is
constructed. The automorphic form Z(£) of the 128 scalars
& will therefore transform as in Eq. (3.7) with the same D.
To be concrete consider the higher order term with 2r
spacetime derivatives that contains a term of the form

/ Px =g,y P1) .. (B, y " P*)Z, (&)
(3.14)

It follows that Z,, , (§) is an automorphic form of Eg that
transforms with a matrix D that is in the rank » symmetric
tensor representation of SO(16) and whose argument is the
SO(16) compensating transformation.

IV. AUTOMORPHIC FORMS AND INDUCED
REPRESENTATIONS

In this section we will show that automorphic forms
arise naturally from the theory of induced representations.

066002-8
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As a consequence of adopting this viewpoint we will find
that they have precisely the same transformations as do the
functions of the scalar fields Z(¢) that occur in the higher
derivative corrections in Eq. (3.6). In this way will be able
to identify the Z(£) factors as having the transformation
properties of automorphic forms. We will also give a
procedure for constructing automorphic forms for a gen-
eral group G with local subgroup H. Much of the mathe-
matics literature on automorphic forms is restricted to the
particular case of SL(2, R) with local subgroup SO(2). In
this section we will give a limited account of automorphic
forms which we expect will cover all the possibilities
that occur in the higher derivative corrections of string
theory and M theory. Automorphic forms for higher de-
rivative corrections were also discussed in [37], and in-
clude their relation to string theory. In particular explicit
examples were given for the cases of SL(n, R)/SO(n, R),
S0(d,d)/S0(d) X SO(d), and E;/H and second order
differential equations which these automorphic forms sat-
isfy were given. The examples given in [37] can be con-
structed by the method that we give below. Another
discussion of automorphic forms intended for physicists
is given in [63].

For a group G with local subgroup H we consider the
coset space G/H whose coset representative is denoted by
g(&). The group G has natural action on the coset and
therefore also on the coset representatives which transform
under transformations g, € G through Eq. (3.1). This co-
set space will be of dimension dimG-dimH and in general
this will not be an even number, as is, for example, the
case for G = SL(n) and H = SO(n) if n =0, 3 mod4.
Therefore the coset space does not in general have a
complex structure and even when it does we will consider
nonholomorphic automorphic forms. For the application
we have in mind in this paper the coset labels ¢ are scalar
fields and will depend on spacetime. However this will
play no role in the considerations in this section; indeed the
dependence of & on spacetime is always the same in all
equations.

We consider an induced representation of a group G with
local subgroup H which consists of map ® from the coset
G/H to a vector space V that has the transformation rule
(c.f. Eq. (A4))

U(gO)q)a(g) = D(hil(g()’ g))abq)b(go ’ g)r (41)
where D is a linear realization of H, and h(g, &) is the
compensation of Eq. (3.1).

Rather than considering the continuous group G to act
on G/H we now replace this action by that of a discrete
G(Z). For example, instead of SL(n, R) we can consider
the discrete group defined from its fundamental represen-
tation with integer entries, that is we consider the group of
n X n matrices with integer entries with determinant one.
We then consider functions ® which transform as in
Eq. (4.1), but now with g, € G(Z). We note that although
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® transforms under the discrete group G(Z) it depends on
the coset G/H associated with the continuous group.

Automorphic forms of G(Z) arise from induced repre-
sentations if we demand that @ is invariant under the action
of G(Z) ;

U(gO)(Da(f) = q)a(f)

It then follows that

D,(go - &) = D(h(go, €))a" Py(€).

The simplest case is when D(h(g,, £)) is the identity
matrix, in which case the index a takes only one value
and the automorphic form is simply invariant. Although
this may not be familiar in this form, it is the transforma-
tion of an automorphic form. In Appendix C we will show
that it does indeed agree with the familiar results for the
much studied case of SL(2, Z). Imposing Eq. (4.3) for the
continuous group would of course mean that ®, is a
constant as any two points on the coset are related by a
group element of G. However, this is not the case for the
discrete group whose fundamental domain is the coset
G(Z)\ G/H.

The transformation of Eq. (4.3) is the same as the trans-
formation of the coefficients Z(£) which appear in the
higher derivative terms of string theory discussed in
Sec. III. This followed by demanding that these higher
derivative terms be G(Z) invariant. Therefore we can iden-
tify the coefficients Z as automorphic forms. However, as
we are dealing with nonholomorphic modular forms they
should also satisfy some additional conditions, such as
differential equations, which we will discuss later in this
section.

So far we have defined an automorphic form on the coset
G/H, however, one can also define them on the group by
taking functions ®; from the group to the vector space
V which are induced representations in the sense of
Eq. (A4) under the discrete group G(Z), but also satisfy
U(go)®,(g) = P.(g).

To continue it is useful to compare our treatment
of automorphic forms with that which is usually encoun-
tered in the mathematics literature for the case of
SL(2,7)/SO(2). The transformation of the automorphic
form @ is often written as

D(go - §) = J (g0, E)P(4),

where J(go, &) is called the automorphy factor. This latter
factor is usually just a function, but more generally it is a
matrix acting on @ with elements that depend on g, and &.
Evaluating ®(g( - (go - £)) = P((gyg0) - €) we conclude
that

4.2)

(4.3)

4.4)

J(g680, €) = J(g0» 80 - €)J (g0, &)

which is consistent with identifying the factors D(h(g, £))
as automorphy factors as a consequence of Eq. (A3).

4.5)
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We now construct some automorphic forms from a
linear irreducible representation R, with components ¢,
of the group G. Given any such representation R we can
form a nonlinear representation with components ¢,(&)
which depends on the coset G/H by taking (c.f. Eq. (A9))

gDa(‘f) = D(gil(‘f))abwb' (46)

We are interested in the restriction of this representation to
the subgroup G(Z) under which the components ¢ (&)
transform under gg € G(Z) as (see Eq. (A10))

U(go)ea(€) = D(g7'(€)),"D(gg "), e
= D((g0g) ()"
= D(h™'(go, €)."ep(&").

Although we started with an irreducible representation of
G it will not be an irreducible representation of G(Z). To
obtain an irreducible representation we restrict our states to
a discrete lattice Az C V. To construct Ay one can take a
fixed basis of V and then act on it with G(Z).

The automorphic forms are essentially functions of the
nonlinear representation ¢ (&) averaged over the represen-
tation ¢, from which it is constructed, that is functions of
the generic form

D(E) =D fl@a(&) = D f(D () W), 48)
Ag Ar

4.7

where f: V — V' is a function into some vector space V'
and we have suppressed any indices on ®(£) and f. The
sum is over the lattice Ap which are the states in the
discrete representation R.

Let us first construct automorphic forms that are invari-
ant under G(Z) and so consider taking f of the form

Fe.(8) = K(u(§)) = f(&),

for some function K: C — C. Here u(£) is constructed
from the dual and Cartan involution twisted representations
introduced in Egs. (B9) and (B11). In particular, we take
u(€) to be given by

u(é) = @1p(6) @a(€) = YipDM ™ (), ¢, (4.10)

where M(€) = g(&)g*(€). The automorphic form of
Eq. (4.8) is given by

B = S Ku())
Ax

4.9)

4.11)

Using Egs. (4.8), (B14), and (B16) we find that under the
transformation g, € G(Z) that ¢%,(¢) transforms as

U(g0)@ip(é) = ¢7p(€)D(h(go, £)),° (4.12)
It is clear from Egs. (4.7) and (4.11) that
U(go)K(u(¢)) = K(u(¢')) and so
(4.13)

U(go)P (&) = P(&).
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We note that ¢9,(€) and ¢4 (£) transform in the same way
as we assumed that the subgroup H is invariant under the
Cartan involution 7, i.e. I(h) = h, V h € H. However, had
we taken the latter instead of the former then u(&) would be
independent of ¢ and so K would be uninteresting.

Last we show that ®(£) is invariant. We note that ®(£) is
constructed from ¢,(£) which is in turn given by Eq. (4.6)
in terms of ¢,. Examining the action of U(gy) on ¢ (&)
given in Eq. (4.7) we see that its effect can also be viewed
as replacing ¢, by D(gy'), .. However, this just rear-
ranges the states in the lattice Az and as we are summing
over all states we conclude that the total is invariant and
hence U(gy)P (&) = P(&). Together with Eq. (4.13) im-
plies that

P(¢) = (&)

in other words it transforms as an invariant automorphic
form.
A natural choice of K(u(€§)) is to take

L
(&)’

and in Appendix C we will show that this choice along with
taking i, to be the vector representation of SL(2, R) leads
to the invariant nonholomorphic FEisenstein series of
SL(2,Z).

We now construct automorphic forms that transform in a
nontrivial way under the action of G(Z). Let us take

fa(&) = @, (E)K(u(£)),
D,(&) = D @u(E)K(u()).
A

(4.14)

K(u($) = (4.15)

or equivalently
(4.16)

We note that ®,(£) is a map from G/H to the vector space
V which carries the representation R.

Using Egs. (4.7) and (4.17) we find that f,(£) transforms
under g, € G(Z) as

U(g0)fa(é) = D(h™ (g0, €)a"f5(EN).

Since the matrix factor D(h~' (g, £)),” is independent of
what is being summed over it follows that

U(g0)®,(&) = D(h™" (g0, £))a" Py (&").

Following the same argument as above which interprets
this transformation as a change in the sum over the repre-
sentation, we conclude that

D,(¢') = D(h(go, £)."Py(é)

in other words it transforms as an automorphic form.

The above construction can be generalized in several
ways that may be important for the automorphic forms that
occur in the higher derivative corrections of string theory.
First, one can give a more general construction of u(£). An
invariant under the transformations of G(Z), apart from the
usual transformation of the coset variables, can be found by

4.17)

(4.18)

(4.19)
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taking any function of ¢, which is invariant under ¢, —
D(h),b ¢, forall h € H. Although the latter is not a trans-
formation of G(Z), the invariance of u(£) under it then
ensures that u(£) is invariant under G(Z) up to the usual
transformation of £. This is a consequence of the fact that
the composite matrices D(h™!(gg, £)),* that arise in the
U(g,) transformation of u(£) will cancel out. As noted
elsewhere, for our special choice of subgroup H, there is a
choice of coset representative such that the U(hy), hg € H
transformation of ¢, will be by a matrix which just
D(hg"),’ and € will be a linear representation of H.

We may also generalize the construction by considering
automorphic forms which are lattice sums over
@(&),0(€),K(u(£)), or more general polynomials. The
automorphic forms will then transform by composite ma-
trices belonging to symmetric tensor products of the
H-representation that occurs for ¢,. In fact we will use
this possibility to construct automorphic forms for
SL(n, Z) in Appendix C. One could also use a nonlinear
realization that is constructed from a different linear rep-
resentation to ¢, for the factors that are outside K(u(§)).

We note that the automorphic form is constructed from
¢,(&), which, as shown in Eq. (4.7), has the usual trans-
formation of ¢ under the action of the group G(Z) as well
as a rotation by a matrix which depends on an, albeit
composite, element of H. As such, the most general con-
struction is essentially determined by finding invariants, or
other tensors, of the H-representation of ¢,(£), even
though the symmetry group is G(Z). The situation has
some similarities to the case of the construction of
nonlinear realizations of the continuous group G.
These can be constructed from g~ 19 &> Or more precisely
for the case of scalars alone from P, = g_laﬂg —
1((g7'9,g). This transforms under G as P,(¢)—
h=Y(go, )P, (£)h(go, £). As a result, P, (£) is just a par-
ticular instance of a nonlinear representation ¢,(£). In
general what higher order invariants one can construct
depends on the invariants that exist in the tensor products
of the H-representations that occur in P, (£).

There is an essential difference between the construction
of nonlinear realization and the construction of automor-
phic forms which is crucial for this paper. For the continu-
ous groups the effective action for the scalars alone is
constructed from g~ ' »& and this involves the roots of
the Lie algebra. However, for the discrete group G(Z) we
find that automorphic form depends on the coset fields &
that are contained in g(£) and which can be chosen to be of
the form

gé) = eZ:oo E&X&e—(l/ﬁ)$'ﬁ’ (4.20)
where H are the Cartan subalgebra generators and E; are
the positive root generators of G. In fact, the explicit

construction given above actually involves g(&) only
through
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a o Ezxa
M= 2o EaX&eﬁqb'He&Zo (4.21)
although as discussed more general possibilities may oc-
cur. The fields ¢ that parametrize the coset are made up of

the fields associated with the above generators; we will

refer to them as the Cartan subalgebra fields {p’ and the
“axions” yg, respectively. We will now show that in the
automorphic forms discussed above one finds that weights
of G, rather than the roots, appear as the coefficients of the

Cartan subalgebra fields d;
It is particularly instructive to study the perturbative
contribution to the automorphic form. In addition to the

Cartan subalgebra fields d: the automorphic form depends
on the ‘“axion” fields yz. Within the context of string
theory these modes arise from components of gauge fields
(or in type IIB string theory as Ramond-Ramond O-form).
As such there is a perturbative shift symmetry y; — xs +
€; for an arbitrary €;. These symmetries typically arise
from U(1) gauge transformations that are not single valued
on the torus. In the full quantum theory the holonomy of a
U(1) gauge field around a circle is required to vanish so
that the wave function is single valued. The allowed gauge
transformations are therefore restricted and one finds that
the continuous shift symmetry is broken to a discrete one.
This implies that the corresponding scalar field is periodic.
However this discreteness cannot be seen in a perturbative
calculation where the gauge fields are taken to be small
fluctuations about the trivial configuration. Thus the axions
only occur in the nonperturbative contributions to the
automorphic form. In fact, the automorphic forms have a
sort of periodicity under integer shift in y, and so possess a
Fourier expansion in y,,.

Since, the perturbative contribution is independent of
Xa» We can find this contribution by first setting y, = 0
and then taking the perturbative limit. In other words, the
perturbative part of the automorphic form can be calcu-
lated by first restricting g(£) to its Cartan subalgebra and
then taking the perturbative limit. Thus we make the
replacement

g(&) = h($) = " U/DIA, (4.22)
We note that in this case M — ¢¥2¢'# and as a result, we
find that

w(€) = Wpl UM )|y = e Ry g,

where A is the highest weight of the representation |¢). In
order for the lattice sum to converge it must be that K (z) —
0 as u — o0 so let us assume that, at large u, K = u~* with
s > 0. In the perturbative limit the lattice sum will be

dominated by states for which ¢ - [A]is the most negative’

(4.23)

*It is possible that more than one weight will contribute but we
will ignore this issue here.
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o~ V2sér [A]
K— ~e 258

= (plyy WXZ <l//ID|'/f>S

~ N e V2 (4.24)

where w, is the weight in the representation of [K] for
which ¢ - [f\] — —oo the most quickly, Ak is the set of
states in A with this weight, and N, = ZA/R<¢1D|¢>_S isa
constant.

Last we must consider the contribution of ¢, in
Eq. (4.16) for the cases where the automorphic form has
a nontrivial transformation under H. In the limit that we
can set the axions to zero we have that

@0 = D(g™ ),y = D(IVDEA) by, = (1NDI Gy,
(4.25)

which has the same form as (4.24). Thus we see that, in the

perturbative limit, ¢, ~ e VZ'Pn and hence we find
weights or half-weights if s'E€Z or s’ €Z+1,
respectively.

Even for a given theory there are several ways to take the
perturbative limit, depending on which of the components

of (Z associated with the Cartan subalgebra we choose to
take to —oo. Typically one expects that each component
can be associated to some coupling constant or physical
parameter. For example in Sec. II we saw that the physical

radius of the torus is proportional to e, ~
e Bre~NDIMTS thyg there will be various limits corre-
sponding to which radii become large. Depending on
which component of (Z) one takes large one finds that
different weights in Ay lead to the dominant behavior in
the limit. To give an explicit example, we consider the
type IIB string theory on a seven torus, the perturbative
limit associated with the string coupling in ten dimensions
consists of taking the dilaton ¢p — —oo large. This implies
that the volume modulus p and the torus “‘shape” moduli
¢ can be kept finite. The explicit form for the roots of Eg

were given in Sec. II. We find the fundamental weights are

= (0,23, ),

= (0’ 5 %’ A6)’
X' =(0,/14,0),

= (530

The first space in the above vectors correspond to the
position of the dilaton field ¢. We see that in the perturba-

i=1,...,5,

(4.26)

tive limit only A® - ¢ — —oo. If we express Wy = n;A'
then one sees that the dominate term in the expansion of ¢
comes from a weight w, with the largest nonvanishing
value of ng. In M theory the weak coupling limit, in so far
as it exists, is where the curvatures are small. There is no
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dilaton but instead the volume modulus must be large, so
that p — —oo, with the ‘“‘shape” moduli Q[ fixed. The

explicit weights of Eg that arise from compactification of
M theory (using the anstaz (2.1)) were given in [39] as

N=CGZiA),  i=1....4
N =(E28-0,1), i=567
A= (242,0),

(4.27)

where A’ are the fundamental weighs of the SL(8, R)
symmetry associated to the eight torus upon compactifica-

tion to three dimensions. In this limit we see that A - (Z —
—oo for all the fundamental weights but does so most
quickly for X.

Let us close this section with some additional comments
on automorphic forms. Unlike holomorphic forms, non-
holomorphic forms are generally specified by more than
just their transformation properties as one cannot use con-
cepts such as analyticity to deduce the full function from a
knowledge of its poles or asymptotic behavior. Indeed for
the case of SL(2, R) the nonholomorphic automorphic
forms are usually defined to transform as in Eq. (4.3) but
also to be an eigenvalue of the SL(2,R) invariant
Laplacian and behave as Imr — oo like ¢(7) ~ (Im7)V
for some fixed N. In fact, the SL(2, R) invariant
Laplacian is just the Casimir of SL(2, R) when the gen-
erators correspond to their natural action on the coset
SL(2, R)/SO(2, R). A similar picture is true for the case
of SL(3,R) but now the automorphic forms obey two
differential equations; indeed they are required to be ei-
genvalues of the two Casimirs of SL(3, R) [64].

It is natural to consider nonholomorphic automorphic
forms of G to satisfy r differential equations where r is the
rank of G. In particular one might demand that they be
eigenvaulues of the r Casimirs of G whose generators are
realized by their natural action on the coset G/H. We note
that the perturbative contribution of the automorphic forms
constructed above depend on r scalar fields associated with
the Cartan subalgebra of G and the values of the r Casimirs
will be given in terms of the highest weight of the repre-
sentation used to construct the automorphic form. Thus it
would seem likely that there is an alternative way to
characterize these automorphic forms by specifying their
transformation rule, as in Eq. (4.3) and a particular highest
weight of the representation.

We note that the situation for the automorphic forms that
occur in the higher derivative corrections is likely to be
more complicated. In particular the invariant automorphic
form that occurs for the D°R* term in the IIB theory [27—
33] is not an eigenvalue of the SL(2,R) invariant
Laplacian, but rather solves the eigenvalue problem in
the presence of sources obtained from other automorphic
forms that appear at lower order in the effective action. It
would be good to understand these differential equations
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more generally, as was done in [29] for type IIB string
theory where they arise as a consequence of the higher
order corrections to supersymmetry and also to understand
how such differential equations might arise naturally from
the mathematical viewpoint.

V. CONCLUSION

In this paper we have given a systematic method of
constructing automorphic forms once one specifies a group
G and subgroup H, which we took to be the Cartan
involution invariant subgroup, as well as a linear represen-
tation ¢ of G(Z). The automorphic form is built from the
nonlinear representation ¢ constructed from i which in-
volves the coset representatives g(£) of G/H acting on .
In this way the dependence of the automorphic form on the
coset G/H appears and it follows from the construction
that the automorphic forms involve the weights of G
corresponding to the representation .

We also showed that if the higher derivative corrections
to the type II strings in any dimension were invariant under
a duality group G(Z) then the functions of the scalars that
occur could, by considering their transformation proper-
ties, be identified with automorphic forms.

Last we found that the dimensional reduction of the
higher derivative corrections of the IIB theory to three
dimensions on a torus lead to weights of FEg, generalizing
the similar result of [39] for M theory. Since, as we just
explained above, the type II effective actions must involve
automorphic forms and so weights if they are invariant
under a G(Z) duality group, we can interpret the appear-
ance of weights upon dimensional reduction as evidence
for such an underlying duality symmetry of M theory

In closing we note that there is an important difference
between dimensional reduction and compactification. The
former discards all the Kaluza-Klein and wrapped brane
modes while the latter keeps them. In general the dimen-
sional reduction of a higher derivative term only leads to a
part of the corresponding term in the lower dimension. In
particular it will not lead to an automorphic form of the full
lower dimensional duality group. Rather one can only
expect to find the part of the automorphic form that sur-
vives the limit where the compact directions are taken to
infinite radius. On the other hand one would expect that,
given the full higher derivative term calculated in the
compactified theory one can obtain the correct higher
derivative term in the uncompactified theory by taking
the radii to infinity. However compactification of loop
amplitudes has been found [27-36] to lead to the full
automorphic forms themselves, at least from 11 to nine
dimensions.

It has been observed [65] that since E,; involves the
SL(2, R) symmetry of the IIB theory and this later sym-
metry is broken to SL(2, Z) then E|; itself must be broken
to a discrete symmetry. This means, for example, that even
Lorentz transformations contained in the E;; symmetry are
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discrete. This paper presents a first step in how one might
implement a discrete £;; symmetry in M theory and indeed
what this could be. One might like to study automorphic
forms based on E;; and hope that this would encode all, or
a large part, of the effective action.
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APPENDIX A: NONLINEAR AND INDUCED
REPRESENTATIONS

In this appendix we summarize some basic facts about
nonlinear representations [66] and induced representations
that will be needed in this paper. A nonlinear realization of
a group G with respect to a subgroup H considers group
elements g € G, which depend on spacetime, and are
taken to transform as

g(x) = gog(x) and g(x) — g(x)h(x), (A1)

where g is any element of G and is a rigid transformation,
that is independent of spacetime, and A(x) is an element of
H which depends on spacetime and so is a local trans-
formation. Any theory invariant under the above two trans-
formations can be thought of as the nonlinear realization of
G with respect to H. In general the result will not be
unique, but if the action has only two spacetime derivatives
then it is constrained up to just a few constants.
Furthermore if the subgroup H is large enough then the
action will indeed be uniquely determined. We note that in
this section the spacetime dependence of g and # just goes
along for the ride and hence we are just describing the
usual transformations on the coset space G/H induced by
the natural action of the group.

Associated with the second transformation of Eq. (A1)
we see that invariant quantities of the theory will only
depend on the coset space G/H. One can use this trans-
formation to fix a set of coset representatives g(&) where &
are the parameters that label the cosets, i.e. the equivalence
classes. Once one makes this choice the transformation
under g, will in general no longer preserve the choice of
coset representative and one must make a compensating H
transformation

8(&) — gog(€é) = g(go - E)h(go, &)

Here h(go, &) is the required compensating transformation,
which was denoted by A~! in Ref. [39]. We will often
denote the action on the coset coordinates by & — & =
8o + &. To simplify the notation we have to drop the explicit
spacetime dependence of £, as it is not relevant in this
mathematical account and as the dependence of & on
spacetime is not changed by any of the steps in this

(A2)
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appendix. Evaluating gigig(£) as (gigd)g(é) or
g4(g3g(£€)) and comparing the two we find the consistency
condition

h(gigd &) = h(gd, EVh(g}, &),

where glg(£) = g(£Mh(g), ).

For the groups G and subgroups H of interest to us, the
Lie algebra of G can be written as the Lie algebra of H plus
an H invariant compliment, denoted H~+. This means that
the generators of H' possess commutators with the ele-
ments in the Lie algebra of H* that are again in H*. This is
guaranteed if the algebra G possesses an automorphism
which squares to one such that the generators of H and
those of H' transform into themselves with a minus and
plus sign, respectively. For the groups we have in mind the
subgroups H are by definition those that are preserved by
the Cartan involution / and as a result the generators of H
and H' transform in the required way, ie. I(H) =
H,I(H') = —H"'. In this case the coset representatives
can be chosen to be constructed from the generators of H~+
and then they obey hyg(¢) = g(¢)hy for hy € H.
Consequently ¢ transforms linearly under H and
h(ho, €) = hy.

An induced representation of a group G with respect to a
subgroup H consists of a set of functions ¢ which map G to
some vector space V which carries a linear representation
D(h) of H where h € H. If ¢, are the components of ¢,
they are required to satisfy the condition

o(gh), = D(h™ "), e, (g),

(A3)

h € H.
(A4)

V g €G,

The transformation of the group G is defined by

U(go)e(g) = o(g0g), V g g8 €EG. (A5)

In fact ¢ does not really depend on the full group G, but
only on the coset G/H as by Eq. (A5) the value of ¢ at two
points in the same coset is the same up to the matrix factor
D(h™1). As such, we can define a function on the coset
G/H by

©a(&) = ¢,(g(é)),

where g(¢) are the above discussed coset representatives.
The transformation of Eq. (A5) then becomes

U(go)p.(€) = ¢a(g0g($))
= ¢a(glgo - &)h(go, &)
= D(h™ (g0, )" ¢1(g0 - &)

One can verify that it is indeed a representation using
Eq. (A3). As noted above, for the subgroups H of interest
to us one can make a choice of coset representative such
D(h(hy, £)) = D(hy) if hy € H and so for these transfor-
mations D(h) is independent of ¢ and is just the usual
representation matrix and the action of Ay on £ is just a

(A6)

(A7)
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linear realization. In this sense ¢ just transforms linearly
under the subgroup H.

Given any linear representation of G carried by an
element y €V

U(go)b, = D(goy M) s,

we can convert it into a nonlinear representation of the
form discussed above. To do this we define

(A8)

®a(&) = D((& ()" P, (A9)
whereupon it transforms as
Ulg)ea(€) = D(g ()" Digy V), v
= D((g08(E) ™"
= D((g(&Nn(g0, )"ty
= D(h™ (80, §)a” ¢ (&), (A10)

where h(go, ¢) are the H group elements of Eq. (A2). We
note that ¢ transforms under a representation of G, but the
matrix D has an argument that only involves the group
element h(g,, &) which belongs to H. We will refer to this
as a nonlinear representation.

It can happen that one finds that ¢ transforms under
more that one irreducible representation of G as the matrix
D is not an irreducible representation of H. Nevertheless
we find that we can always convert the linear realization of
Eq. (A8) to the nonlinear realization of G given in
Eq. (AS).

In the above we have used the passive interpretation of
transformations. For example, for a linear realization of
Eq. (A8) it means that

U(g)U(gd)h, = U(gh)D((g3) N s
= D((g3) "."D((g}) "), ¥
= D((ghgd) ", = U(glgd) L v
(A11)

ie. U(ghU(gd) = Ul(glgd) as it should for a

representation.

APPENDIX B

In this appendix we will give an account of certain
aspects of the theory of group representations that are
required in this paper. This appendix is similar to that of
Ref. [39], but we will explicitly use the passive interpreta-
tion of transformations and give the expressions in terms of
components. We recall that a linear representation R of a
group G consists of a vector space V and a set of operators
U(g), V g € G which act on V, namely |¢) — U(g)|¢)
such that U(g; g,) = U(g,)U(g,). If the vector space has a
basis |e“) we can write /) = i,|e?) where we use the
repeated index summation convention. The action of the
group is given by
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U@l = v, (U(g)le")) = (U(g)a)le®), (BI)

where

U(g)¢cz = D(gil)ab(//b and so

U(g)ley = le®)D(g™ 1),

We note that while the components ¢, transform with
argument g~ !, the vectors |e“) transform with (g~ 1)7.

In this paper we will take the algebra G to be finite
dimensional semisimple and simply laced. The states in the
representation can be chosen so as to be eigenstates of H.
The eigenvalues are called weights. It can be shown that
the weights of G belong to the dual lattice to the lattice of
roots, i.e. a weight w satisfies

(B2)

Wea, EZ (B3)

for the simple roots &,. The representations of interest to
us are finite dimensional and so must have a highest weight
X which is the one such that A + @, is not a weight for all
simple roots &,. The representations will also have a low-
est root denoted fi. Of particular interest are the funda-
mental representations which are those whose highest

weights X obey the relation

Xy =89 (B4)
for all simple roots &,. The roots are themselves weights
and these correspond to the adjoint representation, whose

highest weight we will denote by 6.
For SL(n), i.e. A,,_,, the fundamental weights A“ satisfy

XA =a(n—b)/n (B5)
for b = a. The representation with highest weight XK
realized on a tensor with k totally antisymmetrized super-
script indices, i.e. T%-# = Tli-il Using the group invari-
ant epsilon symbol €1, this representation is equivalent
to taking a tensor with n — k lowered indices.

Given any simple root one may carry out its Weyl
reflection on any weight

Saw) =w — (a-w)a. (B6)

The collection of all such reflections is called the Weyl
group and it can be shown that any member of it can be
written in terms of a product of Weyl reflections in the
simple roots. Although the precise decomposition of a
given element of the Weyl group is not unique its length
is defined to be the smallest number of simple root reflec-
tions required. However, there does exist a unique Weyl
reflection, denoted W, that has the longest length. This
element obeys W3 = 1, takes the positive simple roots to
negative simple roots, and its length is the same as the
number of positive roots. As a result, — W, exchanges the
positive simple roots with each other and, as Weyl trans-
formations preserve the scalar product, it must also pre-
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serve the Cartan matrix. Consequently, it must lead to an
automorphism of the Dynkin diagram. Given any repre-
sentation of G the highest and lowest weights are related by

i = Wy, (B7)

Given the definition of the fundamental weights and carry-
ing out a Weyl transformation W, we may conclude that
the negative of the highest and lowest weights of a given
fundamental representation are the lowest and highest
representation of one of the other fundamental representa-
tions. It is always the case that the two representations have
the same dimension. However it can happen that a funda-
mental representation is self-dual.

For SL(n)
WO = (S&] e S&n—l)(Sle e

and one finds that, in this case,

Sa, ,)---(84,54,)S4,

Wokp—t = fin—k = =X © Wolky—t = Ayop = — fige
(B3)

This result also follows from the above remarks on W, as it
must take a fundamental representation to a fundamental
representation and correspond to an automorphism of the
Dynkin diagram which in this case just takes the nodes & to
n— k.

Given a linear representation R acting on |¢/) € V we
may consider the dual representation R}, that is carried by
the space of linear functionals, denoted V*, acting on V.
The group action is defined by

(Wpl = U@¢pl = WplUE™),
(ypl € V",

We note that (/p|¢) is G-invariant. If we introduce a dual
basis e’ for V* such that e(e?) = (e|e?) = 6 we can
express (Jp| = e, From the invariance of the scalar
product and Eq. (B2) we find that the transformation in
terms of the components is given by

U — URWDH = ¥ihD(g).".

Since the linear functionals carry a representation we
may also choose a basis for them that is labeled by the
weights. It is easy to see that a linear functional with a
weight w only has a nonzero result on a state with weight
—w. A little further thought allows one to conclude that if

V g €EG,
(B9)

(B10)

the representation R has highest and lowest weight A and
i, respectively, then the dual representation has a highest
weight — i and lowest weight — X. Indeed the dual repre-
sentation has the same dimension as the original represen-
tation. For the case of SL(n), i.e. A,_,, if the representation
R is the fundamental representation with highest weight Xk
then it follows from Eq. (B9) that the dual representation is
the fundamental representation with highest weight A" %,
Thus the representation carried by T/« is dual to the
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representation carried by 771 or equivalently carried by
Tt-l‘_.,-(nfk) if we lower the indices with epsilon.

Given a representation R and any automorphism 7 of the
group 7 (i.e. 7(g,g2) = 7(g,)7(g,)) we may also define a
twisted representation R, on the same vector space V as
follows. If |4, ) are the states of the twisted representation
we may write |i,) = ,,]e?) then the components trans-
form as

'707'(1 - U(g)lﬁ’ra = D(T(g_l))abwrb v 8 € G

(B11)

In this paper we will take the automorphism to be the
Cartan involution which we also denoted by 1. It is easy to
see that if the representation R has highest and lowest

weight X and i, respectively, then the dual representation

has a highest weight — & and lowest weight — X and so the
Cartan involution twisted representation is isomorphic to
the dual representation.

In Appendix A we showed, using Eq. (A9), how we can
convert a linear representation, with components ¢, into a
nonlinear representation with components ¢,(£) which
transform as in Eq. (A10) under the group element g, as

U(go)ea(§) = D(h™1(go, )" 0(&),. (B12)

Given the dual representation we can also construct an
analogous nonlinear representation if we define the com-
ponent fields by

@h(€) = Y D(g(€))," (B13)
One verifies that it transforms as
U(go)e$h(£) = o (£)D(h(go, £),°. (B14)

Taking the automorphism to be the Cartan involution / we
can similarly construct a nonlinear representation from the
twisted linear representation of Eq. (B11) by taking the
components

Pra = D(g#(g))ub'wlflb;

where g* = (I(g))~!. This representation transforms as

©1a(8) = U(go)(@14(£)) = D(h(go, )™ 1" @1(€").
(B16)

We note that /* = h™! as by definition I(h) = h.
Examining the above transformations we observe that

@i E) e, = Y7 DU(g(€))),“D((g(€) ™), W,
= Ql’?DD(M(f)_l)bc'vbc,

where M(€) = gg*, is invariant under the nonlinear real-
ization of G, using Eqgs. (B12) and (B14). We note that the
twisted dual representations ¢/}, and the original represen-
tation i, are isomorphic to each other. In particular, for A,,
if ¢, is the representation with highest weight A; so is ¢/7},.
The expression ¢ ¢, is also invariant under nonlinear

(B15)

(B17)
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transformations of G, however, if we consider all repre-
sentations of G in the expression of Eq. (B17) we do not
gain any new invariant quantities by considering this latter
quantity.

APPENDIX C: EXAMPLES OF AUTOMORPHIC
FORMS OF SL(n,Z)

In Sec. IV we have given a general procedure for con-
structing automorphic forms which may be unfamiliar to
the reader. In this appendix we apply this formalism first to
the case of SL(2, Z) and recover some of the well-known
automorphic forms and then to the case of SL(n, Z).

1. SL(2,Z)

Let us start by recalling the well-known properties of the
coset SL(2, R)/SO(2, R). The local subgroup is the Cartan
involution invariant subgroup of SL(2, R) which is just
SO(2, R). Tt consists of the matrices

__(cosf —sinf
h(go 7) = (sin9 cosf )

Using such a local transformation in Eq. (Al) we
may choose our coset representatives g(&) €
SL(2, R)/SO(2, R) to have the upper triangular form

s(x. p) =%<8 f)

with p > 0. Thus the pair ¢ = (y, p) parametrize the coset
space G/H and it will be helpful to introduce 7 = y + ip.
Under a discrete SL(2, Z) transformation of the form

=ab
gOCd

one finds that gqg is no longer of the form of Eq. (C1) as it
does not preserve the choice of coset representative.
However if we also consider a local compensating
SO(2, R) transformation as in Eq. (A1) we find that

(CDH

(C2)

(C3)

08(r) = gOh(g ) == (4 Yhteo )

7

with
sig T+ d
=— C5
ct+d ©5)
and
, _ar+b
= . (&)
ct+d (C6)

Note that even though g is a discrete transformation we
require A to be a local transformation since it depends on 7
in addition to g,. This is the well-known action of SL(2, Z)
on the coset which one can denote by 7/ = g, - 7.

We now construct automorphic forms using the method
given in Sec. IV. We must choose a representation ¢ of

066002-16



DUALITY GROUPS, AUTOMORPHIC FORMS, AND HIGHER ... PHYSICAL REVIEW D 75, 066002 (2007)

G = SL(2, R) which we take to be the vector representa- (m + n7) (m + n7)
tion. This is just the column vector P+ = JImr and @ = JImr (C11)
lp) = < z; ) An automorphic form is given in Eq. (4.18) and taking into

account the possible modification discussed below

The dual Cartan involution twisted representation is just ~ Ed- (4:21) we consider

the transpose, that is (i;p| = (i, ¢, ). Next we consider
G(Z) = SL(2,7Z) and to obtain an irreducible representa- b.(7) = Z ()"
tion we restrict the states to the lattice Ay = Z> — {(0, 0)} v < (u(7))*

with elements
(Im7)*  (m + n7)¥

) = m (mn) T 0.0} |m + n7|*  Imr*/?
_n y el t3
_ (Im7)* ™2 /m + nr\w/2
m, n € Z and similarly for (i;p|. For SL(n, R) # is just the - lm + nr|B" (m T n%) :

. . 2_
transpose and hence, in the vector representation, (mm&€Z2~{0.0}

(C12)
1 _
b =L ) @ | | | |
p\—Xx p tx It follows from its construction that this automorphic form
transforms nontrivially with a D(h(g,, 7)) = ™.
and therefore Let us now consider the pertubative limit as p — o0. One
) readily sees from (C12) that the dominant terms from n =
u(r) = i D(M )Py, = |m1+ n| ‘ (C8) 0. These are just the states
mr
An invariant automorphic form is then given by Eq. (4.11) |y = <m>
with the choice of K(u) of Eq. (4.15) and it is given by 0
1 (Im7)* in the lattice Ag with weight w, = 1/+/2. Thus we see that
dO= D 2 Tt it =2
(m,n)EZ*—{0,0} (m,n)EZ*—{0,0} s—w/2
p _
(C9) ¢ — Z PR 20(2s — w)psv/2 (C13)
meZ—-0

We recognize these as the well-known invariant nonholo-
morphic Eisenstein series.

We now construct the automorphic forms that transform
nontrivially. From Eq. (4.7) we see that

and indeed we see that this term is independent of y.

2.SL(n,7Z)
_ L /m+ny (C10) Let us now consider automorphic forms for SL(n, Z).
¢ JP\ —np ) Again we consider the vector representation and we can
generalize the previous discussion by using the local
The irreducible representations of SL(2,Z) are ¢~ =  SO(n, R) invariance to write the coset representatives g €
@, * i@, where SL(n,R)/SO(n, R) as
P1 P2X12 P3X13 .- Xin
1 P2 P3x23  --- Xon
g(p, X) =—(p1”.p _1)1/" P3 X‘3n . (C14)
1

This is just the product of a matrix involving the y’s multiplied by the diagonal matrix diag(pp;) which is of the form of the
group element of Eq. (1.1). One also finds that the inverse element takes the form
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pr

g o x)=(p1...pu)/"

where y;; = xi; + O(x?) are polynomials in y;;.

Acting with a discrete gy € SL(n, Z) transformation
acting on g(p, x) will change this form, however it can
then be put back into upper triangular form by a local & €
SO(n, R) transformation. This will generate a nonlinear
realization & — g, - ¢ where now ¢ collectively labels the
fields p; and y;; fori<j=1,...,n— 1.

To construct automorphic forms we start with the vector
representation of SL(n, R) where |¢#) € R". We then re-
strict attention to SL(n, Z) and take the states |¢) € Ag =
7" — {0, ..., 0} Thus if we take

my
mp
) = (Cl6)
mn
we find that
mipy ' — m2lpl_1/\~/12 —..
mMyp,  — ...
le) = (1. pur)/”
m}’l
(C17)
and
u(é) = @,
= (p1- pu)?"(p2(my — Moy — .2
+ p32my — .. )P 4+ md). (C18)
We can then find automorphic forms by taking
1
O = Y (C19)
2 (@)
which are invariant under SL(n, Z), or
?4, (). 04, (§)
Dy 0 ()= > THTES (C20)
2@

which will transform in the symmetric r-tensor represen-
tation of SO(n) under an SL(n, Z) transformation.

These expressions are clearly somewhat complicated.
However we can consider the limit where p; — 0. In this
case we find the automorphic forms are dominated by
states with m; = ... = m,_; = 0 and hence we can set
Xij = 0. In this limit we find

—pi'Xn

PHYSICAL REVIEW D 75, 066002 (2007)

—pi ' X3 =Py X
Py —P{]Ifm —p;i,yz,,
P3 —P3 X3 |, (C15)
1
—(2s/n) 1
D) = (p1---pu-1) Z s
m, EL—0 |m,,|
=2£29)(py ... ppo) ™/ (C21)
and
(25— 1
q)al-"ar(f) —(p1---pu-1) (@s=n)/n) Z 1, |25—7
mnez—olmn|
= 2§(2S - r)(pl .. pnil)f((szr)/’l)_ (C22)

Our last step is to show that this limit does indeed have
the form of Eq. (4.24) in terms of a weight of SL(n, R). To
this end we consider a decomposition of SL(n, R) in terms
of SL(n — 1, R). In particular we will work with the fun-
damental representation where we can choose a Cartan
basis such that

h 0
m=(5 o)

Hn*l =

(C23)
o )

where h; are the Cartan matrices for SL(n — 1, R). The
generators E; for & > 0 can then be chosen to have zeros
everywhere except for a single entry above the diagonal
that is equal to one. A straightforward calculation shows
that the simple roots take the form

&i=(gi,0), i=1,...,l’l_2,
(C24)
&n_] = <_An_2: n ),
Vn -1
where a; and A, i=1...,n—2are the simple roots and

fundamental weights of SL(n — 1, R). The states |¢) that
dominated the sum are of the form

0
ly) = (C25)
m,
and hence their H eigenvalue is wy = (0, — ";') =

-t Comparing (1.1) and (C14) we see that
(P1 e put) O/ = (eamo Baka = (VDEH)
= W/VDNa=D/n, = (=(1/NDG-X""
(C26)
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where the subscript nn denotes the nnth component of the
matrix representative of g(£). Hence we see that, in the
limit p; — 0,

(1]
(2]

1

B(&) — 27 (25)e V2N (C27)

and

PHYSICAL REVIEW D 75, 066002 (2007)

D, o (€)= 2¢(2s — e VmrDEXT (C2g)
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