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Non-Abelian vortices on a cylinder: Duality between vortices and walls
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We investigate vortices on a cylinder in supersymmetric non-Abelian gauge theory with hyper-
multiplets in the fundamental representation. We identify moduli space of periodic vortices and find
that a pair of wall-like objects appears as the vortex moduli is varied. Usual domain walls also can be
obtained from the single vortex on the cylinder by introducing a twisted boundary condition. We can
understand these phenomena as a T duality among D-brane configurations in type II superstring theories.
Using this T-duality picture, we find a one-to-one correspondence between the moduli space of non-
Abelian vortices and that of kinky D-brane configurations for domain walls.
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I. INTRODUCTION

Solitons play an extremely important role in both
gauge theory and string theory in understanding their non-
perturbative dynamics. Especially, Bogomol’nyi-Prasad-
Sommerfield (BPS) solitons [1] in supersymmetric
(SUSY) theory, which preserve a fraction of supercharges
[2], enjoy analytically good properties due to their integra-
bility. It is a very important task to construct an explicit
solution and moduli space of the solitons in gauge theory,
although it is very difficult in general. Atiyah, Drinfeld,
Hitchin, and Manin (ADHM) gave a procedure for the
construction of instanton (self-dual field strength) solutions
[3,4]. Using this construction, we can understand the struc-
ture of the moduli space of instantons. On the other hand,
Nahm constructed solutions of ’t Hooft-Polyakov mono-
poles in the BPS limit and investigated their moduli space
using very similar techniques to the ADHM construction of
instantons [5–7]. Nahm’s construction embodies a basic
idea of the relationship between instantons with a periodic
boundary condition, called calorons, and monopoles. This
relationship is a kind of the Fourier transformation with
respect to the periodic direction and can be understood as a
part of the dualities of instantons on T4 [8,9]. The duality
between the ADHM and Nahm constructions is now re-
garded as the T duality among D-brane configurations in
string theory. Namely, if we realize the system of instan-
tons on T4 as a D0-D4 bound state, for example, the
T duality maps it to a D1-D3 bound state which represents
a profile of the solution of the Nahm equation [10,11]. The
ADHM or Nahm equation appears as the BPS equation of
the effective theory on D-branes. So string theory provides
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us with a lucid picture on dualities between instantons and
monopoles.

Recently BPS solitons with less codimensions have
attracted much attention; both vortices [12–26] and do-
main walls [27–47] are BPS solitons existing in the Higgs
phase of SUSY gauge theory with eight supercharges
coupled with hypermultiplets. Previously known vortices,
called the Abrikosov-Nielsen-Olesen (ANO) vortices [12–
14], in U�1� gauge theory with one Higgs field have been
recently extended to non-Abelian vortices [15–25] in
U�NC� gauge theory with NF�� NC� fundamental Higgs
fields.1 Especially in Ref. [24] the moduli space of non-
Abelian vortices has been completely determined (except
for the metric) in the case of NC � NF. Domain walls in
U�1� gauge theory [27–39] have also been extended to
non-Abelian domain walls [40–47], and their moduli
space has been completely determined [41,42]. See [48]
for a review on vortices and domain walls. Like instantons
and monopoles, vortices and domain walls also have a nice
interpretation by D-brane systems in string theory; D-brane
configurations for vortices are given in Refs. [15,17]
whereas domain walls are realized by kinky D-brane con-
figurations [28,45,46]. One interesting observation is that
solutions and moduli space of vortices (domain walls) can,
roughly speaking, be regarded as a ‘‘half’’ of those of
instantons [15,17] (monopoles [47]). We can find that the
vortex/domain-wall moduli space is a Lagrangian (mid-
dimensional) submanifold of the instanton/monopole one.
So we naturally expect that there exists a similar duality
relation between vortices and domain walls. However, in
contrast to the outstanding results on the instanton/mono-
pole duality, the relation between vortices and domain
walls has not been investigated in depth. The idea of
duality between vortices and domain walls in Abelian
gauge theory has already been proposed in [30,31].
1Another type of vortices in non-Abelian gauge theory was
also known [26].
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In this paper, we extend this idea of vortex/domain-wall
duality to the case of non-Abelian gauge theory by using a
concrete solution of vortices on a cylinder R� S1. To this
end we use the method of the moduli matrix, which has
been introduced by a part of the present authors for a study
of the domain walls [41–43] and has been extended to
vortices [24] and other composite solitons like wall-wall
junction [49,50], monopole-vortex-wall junction [51], and
instanton-vortex junction [52]. (See Refs. [53,54] for a
review of this method.) In particular, it has been shown
in Ref. [24] that the moduli parameters of non-Abelian
vortices on a plane R2 are encoded in the moduli matrix
whose elements are polynomials holomorphic with respect
to the complex variable made of codimensions of vortices.
On the other hand, the vortex solution on R� S1 possesses
a periodic boundary condition due to the compactified
direction along S1 with radius R. As a result the moduli
matrix giving a vortex solution is written holomorphically
in terms of trigonometric functions, which reflects the
periodicity, instead of polynomials of the holomorphic
coordinate. We will see a phenomenon that the periodic
vortices in the fundamental region join with each other and
form two wall-like objects, where the tension (energy
density) is of the order of Kaluza-Klein (KK) mass, namely
1=R, if a typical size of vortices exceeds the radius of S1. If
we view this phenomenon from a dual cylinder side R�
Ŝ1, where Ŝ1 has a dual radius R̂ � 1=R, the profile of the
domain wall appears as a kink of the Wilson lines. We also
produce domain walls with tension much smaller than 1=R
by turning on a twisted boundary condition to Higgs fields
along S1, which is referred to as Scherk-Schwarz (SS)
compactification in our context. Using these relations of
solutions, we can explicitly determine the correspondence
between moduli parameters of vortices and domain walls.

We also interpret the above vortex/wall duality from the
string theoretical point of view as a kind of T duality
among D-brane configurations for vortices [15,17] and
domain walls [45]. The profile of the Wilson line in the
vortex configuration represents directly a shape of a kinky
D-brane on the dual cylinder. It is easy to read meanings of
the moduli parameters of vortices from the kinky D-brane
configuration if we use the D-brane picture. The D-branes
help us to investigate the properties of vortices and support
our observation on the vortex/domain-wall duality.

The organization of the paper is as follows: In Sec. II, we
give a brief review of vortices and domain walls. In par-
ticular in the first subsection we discuss in detail a char-
acteristic property of semilocal vortices2; when they
coincide a hole appears. This will become a key observa-
tion for duality between vortices and walls. We explain that
the d � 1� 1 gauge theory with massive hypermultiplets
2Semilocal vortices [55] exist in U�NC� gauge theory with
NF�>NC� fundamental Higgs fields. They reduce sigma-model
lumps [56] in the strong gauge coupling limit.
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admitting domain walls can be obtained by the Scherk-
Schwarz dimensional reduction from the d � 2� 1 gauge
theory with massless hypermultiplets admitting vortices.
This is the first evidence of duality between vortices and
domain walls. In Sec. III, we construct vortices on a
cylinder R� S1 and show that there exists a transition
between vortices and wall-like objects by changing the
moduli parameters. Then, we impose a twisted boundary
condition along the compactified direction S1. We calcu-
late the Wilson loops around S1 in a calculable example
and see that the usual domain walls appear as kinks of the
Wilson line on the dual circle Ŝ1. This gives nothing but the
position of the D-brane in the compactified direction. In
Sec. IV, we show that the brane configuration for vortices
and the one of domain walls are related by T duality. We
begin with the brane configuration for vortices given in
[15]. The brane configuration for domain walls is obtained
as the T-dual picture of this configuration. In Sec. V we
investigate the structure of vortex moduli space in terms of
domain-wall moduli space by applying this duality. In
Sec. VI, we give a conclusion and discussion. The possi-
bility of a new kind of field theory supertubes and a
similarity with tachyon condensation are pointed out.

II. VORTICES AND WALLS

A. Vortices

First, we briefly review the construction of vortices in
�2� 1�-dimensional U�NC� gauge theory with eight super-
charges [24]. We consider a model with NF�� NC� mass-
less hypermultiplets in the fundamental representation.
The physical fields in the vector multiplet are a U�NC�
gauge field WM �M � 0; 1; 2�, three real adjoint scalars �I

�I � 1; 2; 3�, and their fermionic partners. The hypermul-
tiplets consist of a SU�2�R doublet of complex scalars HirA

�i � 1; 2; r � 1; 2; . . . ; NC; A � 1; 2; . . . ; NF� and their fer-
mionic partners. We express NC � NF matrices of the
hypermultiplets by Hi. The bosonic Lagrangian takes the
form of

L 2�1 � Tr
�
�

1

2g2 FMNF
MN �

1

g2 DM�IDM�I

�DMHi�DMHi�y �
1

g2 ��
I;�J	2

�Hi�Hi�y�I�I �
1

g2 �Y
a�2
�
; (2.1)

where the trace is taken over the color indices and Ya �
g2

2 �c
a1NC

� ��a�jiH
iHjy� �a � 1; 2; 3�. Here the real pa-

rameters ca are called the Fayet-Iliopoulos (FI) parameters
which we fix ca � �0; 0; c > 0� by using the SU�2�R rota-
tion and g is the gauge coupling.3 The covariant derivatives
3For simplicity we choose identical gauge couplings for the
U�1� and SU�NC� gauge groups.
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and the field strength are defined by DM�I � @M�I �
i�WM;�

I	, DMH
i � @MH

i � iWMH
i, and FMN �

�i�DM;DN	 � @MWN � @NWM � i�WM;WN	. Taking
NC � NF � 1 this Lagrangian reduces to U�1� gauge the-
ory admitting Abelian vortices, called the ANO vortices
[12].

The conditions for supersymmetric vacua are given by

H1�H1�y �H2�H2�y � c1NC
; H1�H2�y � 0;

�IHi � 0; ��I;�J	 � 0:
(2.2)

Since the first equation and the third equation require �I to
vanish for all I, the vacua are in the Higgs branch
with completely brokenU�NC� gauge symmetry. ForNC �
NF, the vacuum conditions (2.2) determine the unique
vacuum H1 �

���
c
p

1NC
, H2 � 0 called the color-flavor

locking phase. For NF >NC, the moduli space of
vacua is the cotangent bundle over the complex
Grassmannian, T
GNF;NC

�T
�SU�NF�=�SU�NF�NC��

SU�NC��U�1��	 (see, e.g., [35]).
Let us consider BPS solutions which have nontrivial

configurations of F12 and H1 while all the other fields
vanish. We assume that the solutions are static and depend
on x1 and x2 only. For later convenience, we shall define a
complex coordinate z � x1 � ix2 and the associated cova-
riant derivative as Dz � �D1 � iD2�=2. The energy den-
sity is bounded from below by the Bogomol’nyi
completion as

E� Tr
�

1

g2F12F12�DmH�DmH�
y �

g2

4
�c1NC

�HHy�2
�

� Tr
�

1

g2

�
F12�

g2

2
�c1NC

�HHy�
�

2
� 4 �DzH� �DzH�

y

� cF12

�
��cTrF12: (2.3)

Here we simply denote the hypermultiplet scalarsH1 asH.
The BPS solutions saturate the BPS energy bound and
satisfy the following BPS equations:

F12 � �
g2

2
�c1NC

�HHy�; �DzH � 0: (2.4)

Note that these equations can also be derived by requiring
half of the supersymmetries to be preserved. The second
equation of Eq. (2.4) can be formally solved as [24]

�W z � �iS�1 �@zS; H � S�1�z; �z�H0�z�; (2.5)

where S�z; �z� is an NC � NC nonsingular matrix function
and H0�z� is an NC � NF matrix whose components are
arbitrary holomorphic functions with respect to z. We call
the matrixH0 moduli matrix for vortices because constants
in H0 are moduli parameters of this system. Once a H0 is
given, the matrix S is determined by the first equation of
Eq. (2.4) up toU�NC� gauge transformations. To this end, it
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is useful to define a gauge invariant NC � NC matrix

��z; �z� � S�z; �z�Sy�z; �z�: (2.6)

Then the first of Eq. (2.4) can be rewritten as [24]

�@ z�@z���1� �
g2c
4
�1NC

��0��1�; �0 �
1

c
H0H

y
0 ;

(2.7)

which we call the master equation for vortices. For finite
energy solutions, the configurations must approach a point
of the moduli space of vacua at spatial infinity, that is
HHy ! c1NC

as jzj ! 1. In terms of �, this boundary
condition can be rewritten as �! �0 at spatial infinity.
For given H0, it is thought that Eq. (2.7) uniquely deter-
mines � without any additional constants of integration.
Therefore, we expect that all moduli parameters are con-
tained in the moduli matrixH0. There exists an equivalence
relation which we call V-equivalence relation

�H0�z�; S�z; �z�� � V�z��H0�z�; S�z; �z��; (2.8)

where V�z� 2 GL�NC;C� is a nonsingular matrix function
whose components are holomorphic with respect to z. It is
obvious from Eq. (2.4) that moduli matrices belonging to
the same equivalence class give the same physical quanti-
ties. Then the moduli space for k vortices Mk

v can be
identified with a quotient space defined by the equivalence
relation �,

Mk
v 
 G=�; G � fH0jH0: C! M�NC � NF;C�;

�@zH0 � 0; det�0 � O�jzj2k�g;

H0�z� � V�z�H0�z�; V�z� 2 GL�NC;C�;

�@zV�z� � 0: (2.9)

The energies of the BPS configurations are characterized
by the vorticity k 2 Z as

Tv ��c
Z
dx1dx2 TrF12 � c

I
1
dz@z log det�0 � 2�ck;

(2.10)

where we used TrF12 � � �@z@z log det�. Then the highest
power of jzj2 in det�0 determines the vorticity k.

As a simple example, let us consider the ANO vortices
in the NC � NF � 1 model. In this case, the moduli matrix
is just a holomorphic polynomial

H0 �
���
c
p Yk

i�1

�z� pi� (2.11)

giving the k-vortex configurations. The complex constant
parameter pi represents the position of the ith vortex. The
master equation (2.7) with this moduli matrix is equivalent
-3
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FIG. 1 (color online). Two separated lumps (left panel) approach each other (middle panel). A ring appears at the coincident limit
(right panel).
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under a redefinition cj�j � jH0j
2e���z;�z� to the so-called

Taubes equation for the ANO vortices, existence, and
uniqueness of whose solutions were proved [13]. There is
a fundamental quantity g

���
c
p

which is only one parameter
with mass dimension in this system, see Eq. (2.7). The size
of the ANO vortices is of order 1=�g

���
c
p
�.

Let us next give another example of the semilocal vortex
in the case of NF � 2, NC � 1. The k-vortex solutions are
generated by the moduli matrix

H0 �
���
c
p
�
a
Yk�1

i�1

�z� qi�;
Yk
i�1

�z� pi�
�
; (2.12)

where we have fixed the boundary condition4 as H !���
c
p
�0; 1� at spatial infinity jzj ! 1. The moduli parameters

fp1; p2; . . . ; pkg have one-to-one correspondence with the
positions of the k vortices and the parameters a and
fq1; q2; . . . ; qk�1g parametrize the total and relative sizes
of the k vortices, respectively. Comparing the moduli
matrix (2.12) to the semilocal vortices with that (2.11)
for the ANO vortices, we see that the semilocal vortices
have size moduli parameters �a; q1; . . . ; qk�1� in addition
to the position moduli. These size parameters will play an
important role when we discuss the duality between the
vortices and the domain walls in the following sections.

One of the interesting properties of the semilocal vorti-
ces is that a vacuum different fromH �

���
c
p
�0; 1� at infinity

appears inside a vortex exhibiting a hole (ring) when two or
more vortices coincide. This property will be very impor-
tant for the duality between vortices and domain walls. In
order to understand this, we shall first take the strong gauge
coupling limit5 g2 ! 1 in which the master equation (2.7)
reduces to an algebraic equation and can be solved con-
cretely. Then we can exactly solve the BPS equation (2.4).
Let us consider the two lumps given by H0 �

���
c
p
�a2; �z�

p1��z� p2��. This gives the following solution:
4One should note that H !
���
c
p
�0; 1� at jzj ! 1 as illustrated

in Eq. (2.13) for the strong coupling limit, whereas the moduli
matrix does not reduce to H0 !

���
c
p
�0; 1� at jzj ! 1 even if the

V-equivalence relation (2.8) is used.
5In this limit the gauged linear sigma model (2.1) reduces to

the hyper-Kähler nonlinear sigma model whose target space is
the Higgs branch T
GNF;NC

[35]. At the same time the semilocal
vortices reduce to the Grassmann sigma-model lumps [56].
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H �
���
c
p
�
a2

��z�
;
�z� p1��z� p2�

��z�

�
;

E �
cjaj4j2z� �p1 � p2�j

2

��z�4
;

(2.13)

with ��z� �
����������������������������������������������������
jaj4 � jz� p1j

2jz� p2j
2

p
. The configura-

tion approaches the vacuum H �
���
c
p
�0; 1� at the spatial

infinity. Notice that the energy density vanishes at the
center of mass z � �p1 � p2�=2. Especially, it becomes
the vacuum H �

���
c
p
�1; 0� when the two vortices coincide.

Then the energy density exhibits a ring around the coinci-
dent position of these lumps because the axial symmetry is
recovered there. An important point is that the vacuum
appearing inside the coincident position of the lumps (in-
side the hole) is different from the outside one. We show
the profiles of the energy densities for two lumps in Fig. 1.

A ring structure appears even in finite gauge coupling
(g2 <1) when two semilocal vortices coincide. However
the energy density does not exactly vanish and no vacuum
appears at the center of the ring unlike the case of the
lumps. We show the energy density of two coincident
semilocal vortices with various size modulus jaj in
Fig. 2. The energy density at the center of the ring increases
as the total size jaj of the semilocal vortices becomes
small. This is understood as follows. In the theory with
the finite gauge coupling there is the fundamental size
1=�g

���
c
p
� which is the size of the ANO vortex as we

mentioned above. When the size parameter of the semi-
local vortex is much smaller than the ANO size [jaj �
1=�g

���
c
p
�], the semilocal vortex is almost an ANO vortex.

Actually, the configuration with jaj � 0 is identical to the
ANO vortex. On the other hand, the semilocal vortex
becomes a lumplike solution with a peak around jzj � jaj
when jaj � 1=�g

���
c
p
�. In the limit where the size jaj is

taken to infinity, the configuration reduces to the vacuum
H �

���
c
p
�1; 0�.

B. Domain walls

Let us next turn our attention to the construction of
domain walls by using the moduli matrix [41,42]. Similar
to the BPS vortex in 2� 1 dimensions in the previous
subsection, we again consider the supersymmetric U�NC�
gauge theory with eight supercharges. We consider this
theory in spacetime dimension 1� 1 and turn on the non-
-4



2 4 6 8 10 12 14

0.2

0.4

0.6

0.8

1

FIG. 2. Energy density of two coincident semilocal vortices in
the case of NC � 1 and NF � 2. The horizontal axis denotes the
radius from the coincident point and the vertical axis denotes the
energy density. Energy densities with various values of the size
modulus jaj are plotted. It has a huge central peak for a � 0,
whereas a central hole with a ring structure develops for larger
jaj.
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degenerate real masses

M � diag�m1; m2; . . . ; mNF
�; �mA >mA�1� (2.14)

for the NF�>NC� hypermultiplets. Because of these hyper-
multiplet masses, the flavor symmetry SU�NF� is explicitly
broken to its maximal Abelian subgroup U�1�NF�1. The
bosonic fields in the vector multiplet are the gauge field
Wm, �m � 0; 1� and four real adjoint scalars �I �I �
1; 2; 3� and �̂. We denote Ĥi as the hypermultiplet scalars
and �ĉ; ĝ� as the FI parameter and the gauge coupling in
1� 1 dimensions, respectively. Then, the bosonic part of
the Lagrangian takes the form of

L1�1 � Tr
�
�

1

2ĝ2 FmnF
mn �

1

ĝ2 Dm�IDm�I

�
1

ĝ2 Dm�̂Dm�̂�DmĤ
i�DmĤi�y

�
1

2ĝ2 ��
I;�J	2 �

1

ĝ2 ��
I; �̂	2 � Ĥi�Ĥi�y�I�I

� ��̂Ĥi � ĤiM���̂Ĥi � ĤiM�y

�
ĝ2

4
�ĉa1NC

� ��a�jiĤ
iĤjy�2

�
: (2.15)

The most points in the vacuum manifold T
GNF;NC
of the

massless theory are lifted by the nondegenerate hypermul-
tiplet masses except for the NF

CNC
discrete points, given by
085008
Ĥ 1rA �
���̂
c
p
�AAr ; Ĥ2 � �I � 0;

�̂ � diag�mA1
; mA2

; . . . ; mANC
�;

(2.16)

where the first equation means that only one flavor com-
ponent of each (color) row must be nonvanishing.
Therefore the vacua are discrete and labeled by sets of
the flavors hA1; A2; . . . ; ANC

i. These are also called color-
flavor locking vacua.

The BPS equations for the domain walls interpolating
between these discrete vacua are of the form

D 1�̂ �
ĝ2

2
�ĉ1NC

� ĤĤy�; D1Ĥ � ��̂ Ĥ�ĤM:

(2.17)

We solve these first order equations by imposing the
boundary condition hA1; A2; . . . ; ANC

i at x1 � �1 and
hB1; B2; . . . ; BNC

i at x1 � �1. Here we set Ar � Br, so
that mAr � mBr . The energy of the domain wall is given by
the topological charge as

Tw �
Z 1
�1

dx1ĉTr�D1�̂� � ĉ�Tr�̂	1�1

� ĉ
�XNC

k�1

mAk �
XNC

k�1

mBk

�
> 0: (2.18)

As in the case of the vortices, the second equation of (2.17)
can be solved by introducing the nonsingular NC � NC

matrix Ŝ and the NC � NF constant matrix Ĥ0 as [41,42]

�̂� iW1 � Ŝ�1@1Ŝ; Ĥ�x1� � Ŝ�1�x1�Ĥ0eMx
1
:

(2.19)

We call Ĥ0 the moduli matrix for the domain walls. Notice
that Ŝ�x1� depends on x1 only while the moduli matrix Ĥ0

is a constant matrix. Defining an NC � NC gauge invariant
matrix

�̂�x1� � Ŝ�x1�Ŝy�x1�; (2.20)

the first equation of Eq. (2.17) can be rewritten as [41,42]

@1�@1�̂�̂�1� � ĝ2ĉ�1NC
� �̂0�̂�1�;

�̂0 �
1

ĉ
Ĥ0e

2Mx1
Ĥy0 ;

(2.21)

which we call the master equation for domain walls. Once
the solution �̂�x1� of this equation is obtained, we can
calculate all the physical quantities. In the strong gauge
coupling limit g2 ! 1 this equation reduces to an alge-
braic equation, which can be solved immediately and
uniquely. For the finite gauge coupling, the uniqueness
and existence of the solution of the master equation (2.21)
were proved for NC � 1 [38] and are consistent with the
index theorem [44] for arbitrary NC�<NF�.

The moduli space of the domain walls is obtained in the
same way as the vortices. First note that there is the
-5
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V̂-equivalence relation

�Ĥ0; Ŝ�x
1�� � V̂�Ĥ0; Ŝ�x

1��; (2.22)

where V̂ 2 GL�NC;C� is a mere constant matrix.
Therefore the total moduli space of BPS domain walls is
the complex Grassmannian:

Mw 
 fĤ0jĤ0 � V̂Ĥ0; V̂ 2 GL�NC;C�g 
 GNF;NC

�
SU�NF�

SU�NF � NC� � SU�NC� �U�1�
: (2.23)

Since we did not enforce any boundary condition, unlike
the one det�0 � O�jzj2k� for vortices, we obtain the total
moduli space including all topological sectors connected
together properly.6 We can obtain each topological sector
by enforcing a proper boundary condition.

C. Scherk-Schwarz dimensional reduction

The massive action in 1� 1 dimensions in Sec. II B can
be obtained from the massless action in 2� 1 dimensions
in Sec. II A by the SS dimensional reduction.7 In the SS
dimensional reduction, the x2 direction is compactified on
S1 with radius 2�R�� 2�=mA� and we impose a twisted
boundary condition

Hi�t; x1; x2 � 2�R� � Hi�t; x1; x2�ei2�RM: (2.24)

If we ignore the infinite tower of the KK modes, we find the
hypermultiplet scalar Ĥi�x1� of 1� 1 dimensions in the
lightest mode as

Hi�t; x1; x2� �

����������
1

2�R

s
Ĥi�t; x1�eiMx

2
: (2.25)

Furthermore, the lightest (constant) mode of the gauge
field W2 can be identified with the adjoint scalar �̂ of the
vector multiplet in 1� 1 dimensions

W2�t; x1; x2� � ��̂�t; x1�: (2.26)

We thus have obtained the 1� 1 dimensional Lagrangian
(2.15) in Sec. II B from the 2� 1 dimensional Lagrangian
(2.1) in Sec. II A via the SS dimensional reduction. Both
the gauge coupling ĝ and the FI parameter ĉ in 1� 1
dimensions are also related to the corresponding g and c
6There exists a homeomorphism between the total moduli
space GNF;NC

and (a base manifold of) the moduli space
T
GNF;NC

of the Higgs branch of vacua of the corresponding
massless theory. This is not a coincidence: it was shown in
Ref. [43] that the total moduli space of domain walls is always
the union of special Lagrangian submanifolds of the Higgs
branch moduli space of the corresponding massless theory.

7Since we twist the flavor symmetry commuting with all
SUSY, SUSY is preserved, unlike the SS reduction with twisting
SU�2�R.

085008
in 2� 1 dimensions as

1

ĝ2 �
2�R

g2 ; ĉ � 2�Rc: (2.27)

By using the above relations (2.25), (2.26), and (2.27),
one can easily verify that the BPS equations (2.4) for the
vortices reduce to those (2.17) for the domain walls. The
topological charge (2.10) of the vortices also reduces to
that of the walls in Eq. (2.18), if integrated only over the
fundamental region 0 � x2 < 2�R. In addition, there is
also a relation between the moduli matrix H0�z� for vorti-
ces in Eq. (2.5) and Ĥ0 for walls in Eq. (2.19). Taking the
relation (2.25) into account, we obtain the relation between
the moduli matrices

H0�z�jwall � Ĥ0e
Mz: (2.28)

The meaning of this equation is as follows: When the
moduli matrix H0�z� for vortices has the z dependence as
in the right-hand side, the configurations, generated by
H0�z� through Eqs. (2.5) for vortex solutions, become
configurations of domain walls. If we restrict the
V-equivalence relation (2.8) for vortices to preserve the
form (2.28), we obtain the V̂-equivalence relation (2.22)
for domain walls. Therefore, the total moduli space of the
vortex Mv in Eq. (2.9) reduces to that of the domain wall
Mw in Eq. (2.23).
III. VORTICES ON A CYLINDER

A. Periodically arranged vortices

In this section, we construct vortices on R� S1 by
arranging vortices periodically along the x2 axis and
show that these vortices can split into two wall-like objects
as we vary the moduli parameters. The moduli matrix for
periodically arranged vortices is naively given by

H0 �

�
a;

Y1
n��1

�z� z0 � i�nR�
�
; (3.1)

with a being a complex parameter. This moduli matrix
corresponds to the configuration in which there exist two
vortices in the strip 0< x2 < 2�R. This is the simplest
configuration of the periodically arranged vortices which
can be understood as the configuration of the vortices on
the cylinder. If we put one vortex in each strip, the con-
figuration will not satisfy the periodic boundary condition
H�x1; x2� � H�x1; x2 � 2�R�. By using an appropriate
regularization method, this moduli matrix can be rewritten
as

H0 �
���
c
p
�
a; R sinh

�
z� z0

R

��
�

���
c
p
�
1;
R
a

sinh
�
z� z0

R

��
;

(3.2)

with a being a complex parameter. In order to see the
transition from the vortices to a wall-like object, it is useful
-6
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to rewrite this moduli matrix as

H0 �
���
c
p
�1; e�z�z��=R � e��z�z��=R�; (3.3)

where new moduli parameters z�, z� are defined as
e�z�=R � �R=2a�e�z0=R, ez�=R � �R=2a�ez0=R. Namely,
�a; z0� and �z�; z�� are good coordinates of moduli for
the vortex and the wall-like object, respectively, to extract
physics. The combination of moduli parameters

Re
�
z� � z�

R

�
� 2 Re

�
log

2a
R

�
(3.4)

especially gives the relation between the total size of semi-
local vortices and distance for two wall-like objects. The
energy density profiles for Re�z� � z��=R < 0, Re�z� �
z��=R � 0, and Re�z� � z��=R > 0 in the strong cou-
pling limit are shown in Fig. 3. In the strong coupling limit,
the theory reduces to a hyper-Kähler nonlinear sigma
model on the Higgs branch as its target space. For infinite
gauge coupling, the master equation (2.7) becomes a sim-
ple algebraic equation and can be solved as � � �0. Then
we obtain the exact solutions to the BPS equations for
vortices (2.4). For Re�z� � z��=R < 0 (2jaj<R), the en-
ergy density profile is just the same as that of two vortices.
The sizes of the vortices become larger as we change the
moduli parameter Re�z� � z��=R to a larger value. For
Re�z� � z��=R > 0, the vortices split into two wall-like
objects, whose positions are given by Rez� and Rez�.
Thus we found that the vortices on R� S1 can be split
into the domain-wall-like objects by changing the total
scale moduli a.

In the case of Re�z� � z��=R > 0, the vacua with H ����
c
p
�0; 1�,

���
c
p
�1; 0�,

���
c
p
�0; 1� appear in the regions x1 �

�1, x1 � Rez0 � Re�z� � z��=2, x1 � 1, respectively,
and the configurations of large size (2jaj>R) vortices on
R� S1 look like a pair of the wall connecting between the
vacua H �

���
c
p
�0; 1�,

���
c
p
�1; 0� and the antiwall (not anti-

BPS) connecting between H �
���
c
p
�1; 0�,

���
c
p
�0; 1�. An in-

tuitive interpretation of this transition from vortices to
walls is as follows: Let us put two vortices on R� S1

and let the total size of vortices larger than the radius 2�R,
the vortices overlap with vortices living in the next funda-
mental region. Then the overlapping vortices form wall-
-5
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FIG. 3 (color online). Energy density of the periodically
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like objects with a strip of a different vacuum, instead of
the ring with a hole for (almost) coincident vortices which
was observed in Fig. 1 and Eq. (2.13) in Sec. II A. In the
next section, we will introduce the twisted boundary con-
dition in this system. Then we will obtain a deeper under-
standing of this transition.

B. BPS states on a cylinder

In this subsection, we explore the 1=2 BPS states on
R� S1. The action is the same as Sec. II A and the only
difference here is the twisted boundary condition:

Hi�x1; x2 � 2�R� � Hi�x1; x2�ei2�RM;

M � diag�m1; m2; . . . ; mNF
�: (3.5)

With this boundary condition, we obtain the 1� 1 dimen-
sional theory which admits domain walls if we perform the
SS dimensional reduction as we have explained in
Sec. II C. However in this subsection, we take into account
all the KK modes. Because of the twisted boundary con-
dition, the vacuum conditions are changed into the follow-
ing equations:

H1�H1�y �H2�H2�y � c1NC
; H1�H2�y � 0;

�IHi � 0; ��I;�J	 � 0; D2H
i � 0:

(3.6)

Compared with the vacuum conditions (2.2) in Sec. II A,
the last equation is added since the hypermultiplet scalars
Hi cannot be constant due to the twisted boundary condi-
tion. Then the vacua is given by

H1rA �
���
c
p
eimArx

2
�AAr ; H2 � �I � 0;

W2 � �diag�mA1
; mA2

; . . . ; mANC
�:

(3.7)

Therefore, the vacua are discrete and labeled by
hA1; A2; . . . ; ANC

i as in the case of domain walls. Note
that the configurations
5 0
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6
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5
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5
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5
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arranged vortices in the strong coupling limit g! 1.

-7



PHYSICAL REVIEW D 73, 085008 (2006)
H1rA �
���
c
p
ei�mAr�nAr=R�x

2
�AAr ; nAr 2 Z;

H2 � �I � 0;

W2 � �diag�mA1
� nA1

=R;mA2
� nA2

=R; . . . ;

mANC
� nANC

=R� (3.8)

are also vacuum configurations, which are gauge equiva-
lent to the vacua Eq. (3.7) and related by gauge trans-
formations �r

s � �rse
�i�nAr=R�x

2
which are not connected

to the unit element of the gauge group on R� S1. The 1=2
BPS equations are the same as in Sec. II A. Since the
moduli matrix H0�z� must satisfy the twisted boundary
condition, the components of the moduli matrix can be
written as

HrA
0 �z� � emAz

X1
n��1

arAn enz=R � umAR
X1

n��1

arAn un;

u � ez=R; (3.9)

namely, polynomials of u and u�1 with the factors umAR.
For a configuration which interpolates two vacua
hA1; A2; . . . ; ANC

i and hB1; B2; . . . ; BNC
i, the topological

MINORU ETO et al.
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charge ~k is given by

~k �
1

2�

Z 1
�1

dx1
Z 2�R

0
dx2 TrF12

�
1

4�

�Z 2�R

0
dx2@1 log det�0

��������x1�1

�
Z 2�R

0
dx2@1 log det�0

��������x1��1

�

� k� R
�XNC

r�1

mAr �
XNC

r�1

mBr

�
; k 2 Z: (3.10)

Therefore the highest power of juj2 minus the lowest power
of juj2 in det�0 gives the topological charge. The term
R�
PNC
r�1 mAr �

PNC
r�1 mBr� appears because of the twisted

boundary condition and gives the fractional topological
charge. We will see later that the integer k gives the number
of vortices and the fractional topological charge corre-
sponds to the tension of the domain wall. Then the moduli
space of the solutions with topological charge ~k is ex-
pressed as
M
~k
v 
 G=�; G � fH0 j H0: R� S1 ! M�NC � NF;C�; �@zH0 � 0; det�0 ���!

x1!1
juj2l; det�0 ���!

x1!�1
juj2~l; l� ~l � ~kg;

H0�z� � V�z�H0�z�; V�z� 2 GL�NC;C�; �@zV�z� � 0; (3.11)
where again note that all fields appearing in the above
equations have to satisfy the twisted boundary condition.
Next we will give the useful estimation method for the
x1 positions of vortices and walls. By using this method,
we can investigate the transition between walls and vorti-
ces in general. The energy density can be roughly esti-
mated as follows:

E � c@z �@z log det� ’ c@z �@z log det�0;

det�0 � det
�
1

c
H0H

y
0

�
�
X
hAi

��������det
1���
c
p H0hAi

��������2
;

where hAi � hA1 � � �ANC
i is the NC set of flavors and the

�r; s� component of NC � NC matrix H0hAi is given by
�H0�

rAs . Now, it is useful to introduce linear holomorphic
functions fn

hAi�z� as

det
�

1���
c
p H0hAi

�
�
X
n

ef
n
hAi ;

fnhAi �
�
n
R
�
XNC

r�1

mAr

�
z� shAi;

where the shAi are some functions of moduli parameters. If
there is a region where only one of ef

n
hAi is dominant in

det�0, the energy density vanishes there because
@ �@ logj

P
ef

n
hAi j2 � 0. In contrast, if there is a region where

two of ef
n
hAi are comparable, the energy density is non-
vanishing. Therefore, there exist walls or vortices in the
region where Refn

hAi � Refm
hBi. Since the functions fn

hAi are
linear in z, the energy density at the transition point
RefnhAi � RefmhBi �A � B� is independent of x2, so that
there is the wall hA! Bi at this point. On the other
hand, there are k vortices at the transition point Refn

hAi �
Refm

hAi �n�m � k�.
We now see some explicit examples in the case of NC �

1, NF � 2. First, we consider the k � 0 case. The most
general moduli matrix is given by

H0 �
���
c
p
�1; a�eMz �

���
c
p
�1; a�

um1R 0
0 um2R

� �
; (3.12)

where a is a complex parameter. For this moduli matrix,
there are no contributions from the KK modes to any
physical quantities. Therefore this moduli matrix corre-
sponds to the domain-wall configuration as stated in
Sec. II C. Next, we investigate the ~k � 1 case. This is the
simplest case where KK modes contribute to the topologi-
cal charge. The moduli matrix is given by

H0 �
���
c
p
�a1; e

z=R � a2�e
Mz

�
���
c
p
�
1;

1

a1
�u� a2�

� um1R 0

0 um2R

 !
;

a1 2 C; a2 2 C� f0g: (3.13)
-8
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Note that in the strong coupling limit, the master equa-
tion (2.7) can be solved as � � �0 �

1
c H0H

y
0 . Therefore,

the energy density for this moduli matrix in the strong
coupling limit can be expressed as

E �x1; x2� � c@z �@z log�jef
0
h1i j2 � jef

1
h2i � ef

0
h2i j2�; (3.14)

where we have defined the functions fn
hAi, which are linear

in z, by

f0
h1i�z� � m1z; f0

h2i�z� � m2z� log
a2

a1
;

f1
h2i�z� �

�
1

R
�m2

�
z� loga1:

(3.15)

Now we will explain the fact that one vortex can be
decomposed into two walls by changing the scale moduli.
We begin with the region in the moduli space where the
profiles of the functions fn

hAi are like Fig. 4(i)-(a). We can
see that there exists one vortex at the transition point where
f0
h2i � f1

h2i. Next, let us change the scale moduli a1 to a
larger value and consider the case where the profiles of the
functions fn

hAi are like Fig. 4(i)-(b). In this region of moduli
space, two walls appear at two transition points: f0

h2i � f0
h1i

and f0
h1i � f1

h2i. The corresponding energy densities are
shown in Figs. 4(ii)-(a),(b). Therefore we can conclude
that one vortex can be decomposed into the wall h0! 1i
and the antiwall h1! 0i by changing the scale moduli
parameter.

Now we return to Sec. III A and comment on the relation
between the twisted boundary condition and the periodic
one. If we turn off the parameters mi, we may well deduce
that the former reduces to the latter. In this limit, however,
we have to take into account the periodic boundary condi-
tion because some of fn

hAi belonging to the same flavor
reduces to have the same slope. As a result, we need at least
two vortices at the same x1 point in the fundamental region.
Except for this technical point, the whole argument is
essentially the same as in the twisted one. For Re�z� �
z��< 0, since the configuration is the same vacuum con-
figuration in the region where Rez� Rez0 � Re�z� �
z��=2 and Rez� Rez0, the vortices appear at Rez �
Rez0. For Re�z� � z��> 0, the configuration approaches
the vacuumH �

���
c
p
�0; 1� at Rez! �1 andH �

���
c
p
�1; 0�

in the region where Rez� < Rez < Rez�. Since there are
two transition points of the different vacua, two walls
appear at z � z� and z � z�.

Next we calculate the Wilson loops around the S1 of the
cylinder and relate this to �̂�x1� by

�̂�x1� � �
1

2�R
log

�
P exp

Z 2�R

0
dx2W2�x1; x2�

�
:

(3.16)

If the gauge field W2 is independent of x2, the definition of
085008
�̂�x1� in Eq. (3.16) reduces to the one in Eq. (2.26).
Therefore this quantity corresponds to the scalar field in
the vector multiplet after the dimensional reduction. In
general �̂�x1� exhibits kinks as seen below. To illustrate
this we consider the case of NC � 1, NF � 2, and ~k � 1.
We take the strong gauge coupling limit g! 1 for sim-
plicity. Then the gauge field can be obtained explicitly as

W2 � �S
�1@1S; S �

�������������
H0H

y
0

c

s
; (3.17)
with H0 given in Eq. (3.13). Then, we obtain �̂�x1� by
integrating the gauge field around S1:
-9
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�̂�x1� � �
1

2�R

Z 2�R

0
dx2W2�x

1; x2� �
ja1j

2�m1 �m2 �
1

2R�e
2m1x1

� 1
2R �e

2x1=R � ja2j
2�e2m2x1���������������������������������������������������������������������������������������������������������������������������������

�e2�m2�1=R�x1
� ja1j

2e2m1x1
� ja2j

2e2m2x1
�2 � 4ja2j

2e2�2m2�1=R�x1
q �m2 �

1

2R
:

(3.18)
Figures 4(iii)-a,b show examples of the vector multiplet
scalar �̂�x1�.

Although in the small size limit ja1j ! 0 the semilocal
vortex reduces to the ANO vortex for a finite gauge cou-
pling constant, it corresponds to a small lump singularity in
the strong coupling limit. Correspondingly, as shown in
Fig. 5, �̂�x1� becomes a step function in the small size limit
ja1j ! 0:

�̂�x1� !
1

2R
�e2x1=R � ja2j

2�e2m2x1�������������������������������������������������
��e2x1=R � ja2j

2�e2m2x1
�2

q �m2 �
1

2R

�
1

2R
sgn

�
x1 �

R
2

logja2j
2

�
�m2 �

1

2R
:

(3.19)

This result reflects the fact that the size of the vortex is
encoded to the size of the kink of �̂�x1�. In the next section,
we discuss the brane construction of our model. In the
brane construction, our theory corresponds to the world
volume theory of the D3-branes. After taking the T-duality
transformation, �̂�x1� parametrizes the position of the D2-
branes in the dual direction. Therefore �̂�x1� can be under-
stood as the position of D-branes in the dual direction.

Next we consider the R! 0 limit and show that the
finite energy solutions are ordinary domain-wall solutions
after taking the limit. When we take the limit, we keep both
the FI parameter ĉ and the masses mA in the
�1� 1� dimension fixed. We again use the moduli matrix
in Eq. (3.13) as an example. If a1 is small, the correspond-
ing configuration is a one vortex configuration. Since the
mass of the vortex is 2�c � ĉ=R, the vortex decouples in
the R! 0 limit. If the parameter a1 is sufficiently large,
x1
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FIG. 5 (color online). Profile of small size limit of �̂�x1� in the
strong gauge coupling limit.
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there are two walls with masses 2�cR�m1 �m2� �
ĉ�m1 �m2� and 2�c�1� R�m1 �m2�� � ĉ�1R� �m1 �

m2��. The wall with mass ĉ�m1 �m2� is the ordinary
domain wall appearing in the �1� 1�-dimensional theory.
The other wall with mass ĉ�1R� �m1 �m2�� becomes infi-
nitely massive. To obtain a meaningful limit R! 0, we
need to let the position of this infinitely massive wall to
either infinity x1 ! �1. In this sense, this infinitely mas-
sive wall decouples. In the case of ~k � k� R�m1 �m2� �
1 for k � 1, an additional domain wall with mass ĉ�m1 �
m2� exists. However, one should note that the walls are
inevitably ordered in such a way that the infinitely massive
wall is sandwiched between this wall and the previously
mentioned wall with the same mass ĉ�m1 �m2�. Therefore
either one of the two walls with the mass ĉ�m1 �m2� must
go to infinity in the R! 0 limit, since it should be outside
of the infinitely massive wall which goes to infinity in the
limit. For arbitrary NC andNF there areNF kinds of domain
walls and one of these walls has a mass which will be
infinite in the R! 0. For a finite R, the numbers of the NF

type walls are not restricted. However, as in the case of the
previous example, the infinitely massive walls take some of
the other walls to the infinity in the R! 0 limit. For a finite
energy solution, at most �NF � NC� � NC walls are left in
the R! 0 limit and these are the ordinary domain walls
appearing in the �1� 1�-dimensional theory.
IV. BRANE CONFIGURATIONS AND T DUALITY

In this section, we discuss the relation between vortices
and domain walls by using the brane configurations. First
we consider a brane configuration for vortices [15,17].
Figure 6 shows the brane configuration for vortices and
Table I shows the directions in which the branes extend.
Since the coincident NC D3-branes which are stretched
between two NS5-branes have the finite length �x3, the
theory on the world volume of the D3-branes reduces to
�2� 1�-dimensional U�NC� gauge theory with a gauge
coupling 1=g2 � j�x3j�3l

4
s � j�x

3j=g�B�s , where g�B�s is
the string coupling constant in type IIB string theory and
�3 � 1=g�B�s l4s is the D3-brane tension. Since the positions
of the NF D5-branes in the x7, x8, and x9 directions coin-
cide with those of the D3-branes, the NF hypermultiplets in
the D3-brane world volume theory coming from D3-D5
strings are massless. The separations of two NS5-branes in
the x4, x5, and x6 directions correspond to the triplet of the
FI parameters ca, which we choose as ca � �0; 0; c �
�x4=g�B�s l2s > 0�, where ls is the string length. The symbol
� in Table I denotes the codimensions of the k D1-branes
-10
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FIG. 7 (color online). Vacuum configuration (k � 0).
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FIG. 6 (color online). Brane configuration for k vortices.
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on the world volume of the D3-branes. Since the x3 direc-
tion of the D3-brane world volume is a finite line segment,
the D1-branes are interpreted as codimension-two objects
on the D3-branes. Moreover, the energy �1�x4 �

�x4=g�B�s l2s � c of each D1-brane corresponds to the en-
ergy of a vortex given in Eq. (2.10). Therefore the k D1-
branes correspond to k vortices in the D3-brane world
volume theory.

Next, we consider the T-dual picture of this configura-
tion. We compactify the x2 direction on S1 with radius R
and take T duality along that direction. Table II shows the
directions in which the branes extend after T-duality trans-
formation. Before T dualizing, we turn on a constant
background gauge field A2 � diag�m1; . . . ; mNF

� on the
D5-brane world volume that is a nontrivial Wilson loop
around S1 on the D5-branes. With this Wilson loop, the
resulting D4-branes split in the x2 direction and their
positions are determined as X2

A � 2�l2smA �A �
TABLE II. T-dualized configuration. Branes are extended
along directions denoted by � and are not extended along
directions denoted by �. The symbol � denotes the codimen-
sions of the k D20-branes on the world volume of the D2-branes
excluding the x3 which is a finite line segment.

x0 x1 x2 x3 x4 x5 x6 x7 x8 x9

NC D2 � � � � � � � � � �

NF D4 � � � � � � � � � �

2 NS5 � � � � � � � � � �

k D20 � � � � � � � � � �

TABLE I. Brane configuration for k vortices. Branes are ex-
tended along directions denoted by � and are not extended along
directions denoted by �. The symbol � denotes the codimen-
sions of the k D1-branes on the world volume of the D3-branes
excluding the x3 which is a finite line segment.

x0 x1 x2 x3 x4 x5 x6 x7 x8 x9

NC D3 � � � � � � � � � �

NF D5 � � � � � � � � � �

2 NS5 � � � � � � � � � �

k D1 � � � � � � � � � �
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1; . . . ; NF�. These separations give hypermultiplet masses
in the D2-brane world volume theory. The world
volume theory of the D2-branes is �1� 1�-dimensional
gauge theory with a gauge coupling 1=ĝ2 � �x3ls=g

�A�
s �

�x3R=g�B�s and the FI parameter ĉ � �x4=g�A�s ls �
�x4R=g�B�s l2s , where g�A�s is the string coupling constant in
type IIA string theory.

For k � 0, as shown in Fig. 7, each D2-brane ends on
one of the D4-branes and at most one D2-brane can be
stretched between a D4-brane and a NS5-brane due to the
s rule [57]. These configurations correspond to the vacua in
the D2-brane world volume theory.

For k � 0, the D1-branes transform into D2-branes
stretched between the D4-branes and we denote these
D2-branes as D20. Figure 8 shows the brane configurations
for k � 1. Since the D2-branes are attached to different
D4-branes at x � �1 and x � �1, there must exist D2-
branes which connect the D2-branes ending on different
D4-branes. These D2-branes correspond to D20 in Figs. 8
and 9. In addition, there must be D2-branes (D2
 in Figs. 8
and 9) at points where the D20-branes are located and the
D20-branes end on these D2
-branes. Figure 9 shows the
resulting brane configuration for k � 1 which corresponds
to a BPS domain-wall configuration in the D2-brane the-
ory. Indeed, we can easily calculate the energy of the
domain walls from this brane configuration in the strong
coupling limit. Since the gauge coupling 1

ĝ2 is proportional

to �x3, the D2
-branes disappear in the limit ĝ! 1. The
remaining D20-branes have the energy �2�x4l2s�m �
�x4�m=g�A�s ls � ĉ�m and this corresponds to the energy
(2.18) of a domain wall.
x2

4,5,6

3

x

x

NS5
NS5

N D2c

FN D4

NcD2

NS5
NS5

FN D4

D2
D2

D2

NS5
NS5

N D2c

FN D4

NcD2

FIG. 8 (color online). T-dualized configurations for k � 1: the
D20-brane is assumed to be located at x1 � x0.
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FIG. 9 (color online). Brane configuration for a wall.
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We thus conclude that the vortices and the domain walls
are related by T duality. This relation is analogous to the
relation between instantons and monopoles. In Fig. 6 the
D1-branes, which correspond to the vortices in the D3-
brane world volume theory, can be thought of as instantons
in the D5-brane world volume theory. Similarly, the
D20-brane in Fig. 9 can be thought of as a monopole in
the D4-brane world volume theory. For this reason, the
relation between vortices and domain walls is similar to the
relation between instantons and monopoles.

Before taking T duality, D1-brane end points on D3-
branes [in Fig. 6(b)] are not actually points with zero size
from the point of view of the field theory on the D3-branes.
Instead, they have the vortex size 1=g

���
c
p

(or larger size in
the case of semilocal vortices). This actual configuration
can be read from gauge fields. Correspondingly, this infor-
mation is expected to be mapped into the Wilson loop by
taking T duality. In fact, although we have naively assumed
the positions of the D2-branes in the x2 direction so far in
this section, the actual positions of the D-branes must be
parametrized by �̂�x1� Eq. (3.16). We have already calcu-
lated �̂�x1� in Sec. III B for NF � 2, NC � 1, k � 1 as in
Eq. (3.18), and have found that the vortex configuration
shown in Figure 4(a) [for (i)–(iii)] interpolates the same
vacuum. In the brane picture, the vortex corresponds to the
D2-brane winding around the S1 of the cylinder with
exhibiting a kink as in Fig. 10(a). The size of this kink in
x2

1x

D4 D2 D4 D2

FIG. 10 (color online). T-dual picture for NF � 2, NC � 1,
k � 1.

085008
x1 is the ANO vortex size 1=g
���
c
p

from the construction.
Note that the scalar field �̂�x1� has period 1=R. This vortex
can be decomposed into two walls by changing the size of
the vortex as in Figure 4(b) [for (i)–(iii)]. In this configu-
ration, the D2-brane is attached to the same D4-brane at
x1 ! �1 with exhibiting kinks twice as in Fig. 10(b). In
the middle region, the D2-brane ends on the other D4-
brane. Therefore, there are two walls at the points where
the D2-brane change the D4-brane to end on. Interestingly,
the relative distance between two kinks corresponds to the
size moduli of the single semilocal vortex. Moreover we
can easily understand the small size limit of the configu-
ration reduces to the ANO vortex with the ANO size
1=g

���
c
p

. Small lump singularity in the strong coupling limit
g! 1 is resolved by the size of the ANO vortex for finite
g, as discussed in Eq. (3.19). This example suggests the
possibility to understand all moduli of vortices solely by
kinky configurations, like Fig. 10. We show that this is the
case in the next section.

Before going there we make a comment. Taking
T duality farther along the x3 direction after compactifying
that direction, the system is mapped to the D1-D5 system
where two NS5-branes are mapped to the asymptotically
locally Euclidean (ALE) geometry with Z2 singularity
resolved by the string scale [45]. (The four directions of
the D5-brane world volume perpendicular to the D1-branes
are divided by this Z2.) In that brane configuration, D1-
branes (instead of D2-branes in Fig. 10) exhibit kinks
interpolating separated D5-branes (instead of D4-branes
in Fig. 10). In the discussion in the next section, we may
consider either the D2-D4-NS5 system or the D1-D5-ALE
system.
V. MODULI SPACE OF VORTICES FROM KINKY
D-BRANES

In this section, we explore the relation between the
moduli spaces of vortices and domain walls. In our pre-
vious paper [45] we realized domain walls in non-Abelian
gauge theory by a kinky D-brane configuration. We would
like to describe the moduli space of vortices on a cylinder
without a twisted boundary condition. However we put
small mass splitting mA and analyze moduli in kinky D-
branes after taking a T duality along S1. One advantage to
do so is that the internal moduli of vortices, like orienta-
tional moduli of non-Abelian vortices, become visible. We
also obtain the moduli space of vortices on a plane C, by
taking the limit R̂! 0 of the shrinking dual circle.

A. Dimensionality

First of all we discuss dimensionality of the moduli
spaces. It is known that the dimension of the moduli space
of the k vortices is 2kNF for arbitrary NC�� NF� [15]. We
now show that this can be seen from the T-dual picture of
the vortex configurations. The T-dual picture of the one
-12



FIG. 13 (color online). Brane configuration for one vortex.
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FIG. 11 (color online). Brane configuration for one vortex.
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vortex configuration is given in Fig. 11. This brane con-
figuration can be decomposed into kinky D-branes exhib-
iting small kinks NF � 1 times and one large kink. They
representNF � 1 light walls and a heavy wall, respectively.
Each wall has the two moduli parameters: one is for the
position of the walls and the other is for the phase.
Therefore the dimension of the moduli space of one vortex
is 2NF.

The T-dual picture of the k vortices contains k units of
one vortex configuration as shown in Fig. 12. In this brane
configuration, there are kNF walls and thus we conclude
that the dimension of the moduli space is 2kNF.

We also find non-normalizable zero modes from these
figures. In the limit of mA ! 0 (without the twisted bound-
ary condition), all D4-branes coincide and the moduli
GNF;NC

’ SU�NF�=�SU�NF � NC� � SU�NC� �U�1�	 ap-
pear at both infinities of x1 ! �1 from the freedom of
D2-branes on D4-branes and become non-normalizable.

B. Single non-Abelian vortex from kinky branes

Next, we explore more concrete relations between the
moduli spaces of vortices and walls. First, let us discuss a
single vortex moduli space in the case of NF � NC � 2.

The moduli matrix for this case on C is given by [24]

H0 �
1 b
0 u� u0

� �
b; u0 2 C u0 � 0: (5.1)

By using the V-equivalence relation (2.8), it can also be
written as
NF-1

NF

Nc
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.

.

N -1c
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1
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.
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.
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.

...
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vortex vortex
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FIG. 12 (color online). Brane configuration for the k vortex.
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H0 �
u� u0 0

~b 1

� �
~b �

1

b
: (5.2)

The moduli parameter u0 corresponds to the position of the
vortex. The parameters b and ~b are the inhomogeneous
coordinates of CP1. We thus have C�CP1 as found
earlier in [16]. For NF � NC � 2, the moduli space of
one vortex on the cylinder R� S1 is given by

M k�1
NC�NF�2 � C
 �CP1 (5.3)

with C
 � C� f0g ’ R� S1.
Let us see this moduli space in terms of the T-dual

picture. The brane configuration for the T-dual picture is
given in Fig. 13. There are two walls in this configuration
and each wall has two moduli parameters. The position and
the phase of the larger wall correspond to the position of
the vortex in the x1 direction and the x2 direction, respec-
tively. The smaller wall also has two moduli parameters,
that is the position and the phase. However, the position of
this wall is confined inside the larger kink from the both
sides, and hence the position modulus becomes a line
segment. At the boundaries of that line segment, the D2-
branes are reconnected [45]. As a result we obtain a single
D2-brane winding once and a straight D2-brane as shown
in Fig. 14. Therefore the phase degree of freedom of the
smaller wall disappears at the boundaries. We thus have
CP1 from the moduli parameters of the smaller wall,
reproducing the orientational moduli CP1 in the moduli
space of the single vortex, given in Eq. (5.3). Interestingly
the winding D2-brane represents the ANO vortex.
FIG. 14 (color online). The b � 0 and ~b � 0 limits.
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FIG. 16 (color online). Brane configurations for two vortices.
The left-right arrows denote segments of movable regions of
small kinks.

.

.

.
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FIG. 15 (color online). Brane configuration for one vortex for
NF � NC � N.
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For later convenience we introduce the intersecting
number I of the kinky D-brane configuration [45]. When
there exist no crossing D2-branes we define I � 0. When
reconnection occurs it becomes I � �1 with the sign
depending on which brane goes across which brane. If
the straight-going upper (lower) D2-brane in the left side
crosses over the lower (upper) D2-brane we define I � �1
(I � �1). The configurations in Figs. 14(a) and 14(b) have
I � �1 and I � �1, respectively.

The generalization to a single vortex moduli space for
arbitrary N � NC � NF is straightforward. Figure 15
shows the brane configuration for a single vortex for N.
The moduli space for internal walls is CPN�1 and this
corresponds to the orientational moduli CPN�1 of one
vortex, which comes from generators in SU�N�=�SU�N �
1� �U�1�	 broken by one vortex solution. We again re-
cover the single vortex moduli space C�CPN�1 found in
[16] in the limit of R̂! 0. Let us note that we cannot take
the limit of R̂! 1 to obtain meaningful wall configura-
tions in the present case of NC � NF, since the larger wall
becomes infinitely massive. We need to send the infinitely
massive wall to infinity to decouple it, resulting in the
unique vacuum without any walls, in conformity with our
consideration in (2.16).

C. Double non-Abelian vortices from kinky branes

We now discuss the multivortex moduli space by using
the kinky D-branes. When k vortices are well separated the
moduli space tends to the symmetric product of k single
vortex moduli spaces, �C�CP1�k=Sk, with Sk denoting
the permutation group [24]. However the most important
thing is how the moduli space looks when two or more
vortices collide. This problem was discussed in [23] in the
case of k � 2 for the moduli space proposed in [15], and
has been clarified completely in [24] for general N and k,
by solving the BPS equations. Orbifold singularities of the
085008
symmetric product are resolved in the same manner with
the Hilbert scheme for the case of instantons, resulting in a
smooth moduli manifold. In this section, we discuss this
problem by using the kinky D-brane configuration of the
T-dual picture.

For simplicity, we restrict ourselves to two vortices (k �
2) in the N � 2 case, but we can easily generalize our
consideration to arbitrary k and N. In this case the kinky
D2-branes wind twice around S1 in total. Depending on the
relative position of two vortices, D-brane configurations
are classified into two essentially different configurations
as shown in Figs. 16(a) and 16(b). In Fig. 16(a) two
vortices are well separated compared with the ANO vortex
size 1=g

���
c
p

and the configuration is just a sum of two
configurations of one vortex in Fig. 11. In Fig. 16(b) the
two vortices are close to each other as their distance is
comparable to the vortex size 1=g

���
c
p

. The fact that the
configuration of close vortices requires a separate treat-
ment is the first sign that the moduli space is not just a
symmetric product. It is interesting to note that each D2-
brane is a configuration of a semilocal vortex in Fig. 10(b)
or its inverse.

We can extract the moduli space of two vortices from
these figures. When they are well separated there exist two
copies of single vortices: the two large kinks give two C


factors while the positions of the two small kinks are
bounded from both sides [see Fig. 16(a)] just as in the
single vortex case, giving two CP1 factors. Therefore as
found in [23,24] the asymptotic behavior of the moduli
space of well-separated vortices is found to be

M k�2
NC�NF�2 � �C


 �CP1�2=S2: (5.4)

However when the two vortices are close to each other, the
situation becomes very different. In this case each small
kink cannot move fully inside one large kink unlike well-
separated vortices because its position is bounded by the
identical D-brane on one side, where reconnection does not
occur as seen in Fig. 16(b). Their phases still shrink there
resulting in CP1’s again but their sizes are smaller than
those in the case of the well-separated vortices.

Let us discuss how two vortices collide in more detail.
All possible configurations for close vortices are drawn in
Fig. 17 and are summarized in Table III. Each arrow in
Fig. 17 denotes a suitable limit of one complex moduli
parameter, resulting in a moduli subspace with complex
-14
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FIG. 17 (color online). Brane configuration for two vortices.

8See Eq. 3.11 in Ref. [23] in which such a moduli subspace
was denoted by MjU�1�;z�0.
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dimension reduced by one. Hence the obtained subspace is
a boundary of the space before taking the limit. Generic
configuration of two vortices with full moduli dimension
(complex dimension four) is shown as the top figure. This
configuration has six configurations (with the numbers
from 2 to 7 in Fig. 17) on its boundaries, as listed in the
second line. They are in complex dimension three and
have the intersection number I from �1 to 1. All of them
contain one CP1 factor and their moduli subspaces are like
C
 �CP1 �R� � S1. Two vortices lie in the same U�1�
subgroup in the configurations 2 and 3 in Fig. 17.

In the third and fourth lines the moduli boundaries
reduced by one more complex dimension are listed (the
configurations with the numbers from 8 to 16). They have
the intersection number I from �2 to 2. Interestingly the
two (three) configurations with I � �1 (I � 0) bounded
by boxes in Fig. 17 are connected to each other without
causing reconnection, unlike the configurations in the sec-
ond line. The three configurations with I � 0 represent two
vortices with different orientations. They can pass through
each other without interaction, resulting in the moduli
subspace �C
�2. A more interesting phenomenon can be
found in the I � �1 case. The movable position of the
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small kink in I � �1 is bounded from both sides like the
single vortex case, resulting in a CP1 factor again.
However the size of this CP1 is twice that of the single
vortex as was found in [23].8 In our configuration this
phenomenon can be explained as follows. The large kinks
denote two coincident ANO vortices. The size of two
coincident ANO vortices is

���
2
p

times that of a single
ANO vortex, if we assume that energy density is a step
function with respect to a radius. This fact implies that the
movable region of the small kink is

���
2
p

times that of the
single vortex �1=g

���
c
p
�. This is effectively obtained by

replacing g2 by g2=2. Since the Kähler potential for the
single vortex moduli is given by K � 1

g2 log�1� jbj2�, we

have K � 2
g2 log�1� jbj2� for coincident two vortices.

Thus the size of the orientational modulus in the internal
space has been explained by the size of the ANO vortices
in the real space. The configurations with I � �1 also
have a CP1 factor. In the configuration with I � �2 the
identical D2-brane winds twice around S1 while the rest
-15



TABLE III. Moduli subspaces of two vortices.

Configuration 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18

dimC 4 3 3 3 3 3 3 2 2 2 2 2 2 2 2 2 1 1
I 0 �1 �1 0 0 1 1 2 �1 �1 0 0 0 1 1 �2 2 �2
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remains straight. These two vortices lie in the same U�1�
subgroup, and the configuration is the same with the case
of two ANO vortices, resulting in the moduli space
�C
�2=S2.

In the bottom line two configurations are drawn.
Apparently both of them represent two coincident ANO
vortices, resulting in the modulus C
.

To summarize, the moduli subspaces with complex di-
mension d have been obtained as

Mjd�4 ’ �C
 �CP1�2=S2;

Mjd�3
I�0;�1 ’ C
 �CP1 �R� � S1;

Mjd�2
I�0 ’ �C


�2;

Mjd�2
I��1 ’ C
 �CP1;

Mjd�2
I��2 ’ �C


�2=S2;

Mjd�1
I��2 ’ C
:

(5.5)

The first one denotes an open set of the symmetric product
removing orbifold singularity. By connecting the rest of the
moduli subspaces together and placing it to cover the hole
of Mjd�4 we obtain the two vortex moduli space Mk�2

N�2.
We conclude in this section that kinky configurations (in
the large radius limit) give a method alternative to the one
in [24] to obtain the smooth full moduli space, but not just
the moduli subspace (5.4) for separated vortices.
VI. CONCLUSION AND DISCUSSION

We have established the duality between domain walls
and vortices. The duality has been investigated from two
points of view: field theory and D-brane configurations. In
terms of field theory, we have constructed vortices on
cylinder R� S1 as periodically arranged vortices on C.
Then we have found that in the case of NC � 1, NF � 2, a
pair of wall-like objects appears when the size of the vortex
becomes larger than the period of the cylinder as shown in
Fig. 3. We have also obtained usual domain walls by
introducing a twisted boundary condition and found that
a vortex can be decomposed into NF domain walls. We
have explained these phenomena as a T duality between
the D-brane configurations of vortices (Fig. 6) and domain
walls (Fig. 9). By using this duality, we have found some
correspondence between the moduli space of non-Abelian
vortices and kinky D-brane configurations for domain
walls. The dimensionality of the vortex moduli space can
be calculated from its dual kinky brane configuration. The
moduli spaces of single and double non-Abelian vortices
085008
have been explored in terms of the kinky brane
configurations.

Here we give several discussions.
Vortices on a torus.—In this paper, we have not consid-

ered two T dualities along directions orthogonal to identi-
cal vortices. In order to do that, we have to consider
vortices on a torus T2 (see, e.g., Ref. [58] for analysis of
the ANO vortices on T2). This should be useful for the
construction of vortices if we remember that instantons on
T4 are related to the ADHM construction of instantons (the
Nahm transformation). We expect that a reminiscent of the
ADHM construction is obtained for vortices by taking
T dualities twice. This remains as an important future
work.
T duality between 1=4 BPS composite states.—A

T duality between a 1=4 BPS state of instantons as vortices
in the world volume of a single vortex in d � 6 (d � 5)
gauge theory with massless hypermultiplets and 1=4 BPS
state of monopoles as kinks in it in d � 5 (d � 4) gauge
theory with hypermultiplets with real masses was estab-
lished previously in [52] through 1=4 BPS calorons in it.
This analysis was done in the level of the effective theory,
the CPN�1 model, on the vortex, which is completely
parallel to the one in this paper.

On the other hand, domain walls can make a junction or
more generally a web (or network) as a 1=4 BPS state in
d � 4 or d � 3 gauge theory with complex masses for
hypermultiplets [46,49,50]. This d � 4 theory can be ob-
tained by two Scherk-Schwarz dimensional reductions
from d � 6 theory with massless hypermultiplets.
Accordingly the domain-wall junction carries, at the junc-
tion point, the junction charge interpreted as the Hitchin
charge, which is obtained by two reductions of the instan-
ton charge. In fact, there exists in d � 6 instantons accom-
panied with vortices in two directions, say orthogonal to
z � x1 � ix3 and w � x2 � ix4 [52]. Taking a T duality
along x4 this system becomes a 1=4 BPS state of mono-
poles, vortices (on z) and domain walls (orthogonal to x2)
in d � 5 theory with real masses for hypermultiplets [51].
Taking a T duality once again along x3 the system becomes
1=4 BPS webs of domain walls in d � 4 theory with
complex masses for hypermultiplets. Thus all 1=4 BPS
states analyzed so far are connected by T-duality maps
established in this paper.

Another series of 1=4 BPS equations and the unique set
of 1=8 BPS equations have been found in [59,60]. In
particular the set of 1=8 BPS equations is obtained by
considering vortices living on all possible two-dimensional
planes orthogonal to each other in d � 6 (in addition to
-16
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instantons), and all 1=2, 1=4, and 1=8 BPS equations in
dimensions less than d � 6 are obtained by ordinary and/or
the SS dimensional reductions [60]. Therefore they must
be related through T duality discussed in this paper. The
brane construction of configurations for these newly found
equations and T duality among them remain as a future
problem.

Similarity with dyonic instantons as a supertube.—
Dyonic instantons in d � 5 gauge theory with 16 super-
charges are instantons with electric flux [61]. They can be
interpreted as a supertube [62] as follows [63]. The d � 5,
U�2� gauge theory is realized on the world volume on two
D4-branes. Dyonic instantons in this theory can be inter-
preted as a tubular D2-brane (a supertube) connected to the
two separated D4-branes, carrying charges of D0-branes
and fundamental strings. A ring made of ending points of
D2-branes on a D4-brane is regarded as a loop of a mono-
pole string, with the total monopole charge being zero. It is
known that this ring can be deformed to an arbitrary shape
by changing moduli [64]. As an extreme case it can be
deformed to a set of parallel monopole string and anti-
monopole string, where both of them are BPS preserving
the same supercharges and therefore the total system is
BPS. This situation is completely parallel to our analysis in
this paper. Namely, the shape of the semilocal vortex can
be deformed by changing moduli to a set of parallel
domain wall and antidomain wall, both of which are
BPS. However we cannot deform the shape of the mono-
pole loop arbitrarily in our case. To overcome this, we
should introduce time dependence and replace lumps and
walls by so-called Q lumps [65] and Q walls [27], respec-
tively, which carry electric charges. Then we should be
able to change the shape of the monopole loop arbitrarily,
and the situation becomes the same with the case of the
supertube completely.9 These new supertubes in the vortex/
wall system are half of the supertubes as dyonic instantons
in the instanton/monopole system. We expect that this half
property should be explained by putting NS5-branes in the
9A similar discussion was made by Lee in his talk in the
workshop at Kyoto in December 2005 [66].
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brane configuration, like the relation between domain
walls and monopoles [47].

Similarity with tachyon condensation.—In this paper,
we see the annihilation phenomenon of the wall and anti-
wall pair, which leaves vortex after annihilation. The wall
and antiwall pair does not mean BPS and anti-BPS pair
since the identical fraction of supersymmetry in the system
is always preserved during the annihilation process. It is,
however, reminiscent of the brane and antibrane pair anni-
hilation in string theory, where lower dimensional BPS
branes survive after tachyon condensation. (For a review
see [67].) The difference between the BPS and non-BPS
system in superstring theory exists in the projections on the
fermions like the relation between type II and type 0
theory, but essential (bosonic) dynamics should be in com-
mon with each other. Indeed, recently, it was shown in
[68,69] that the ADHM/Nahm construction of instantons/
monopoles has a very good interpretation in terms of the
tachyon condensation and the formulation can be extended
to various dimensions and other solitons. Although we
apply the vortex/wall system to only the BPS soliton
system in this paper, we expect that our study sheds new
lights also on the tachyon condensation of the non-BPS or
noncommutative solitons.
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