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In a previous paper [G. V. Dunne and C. Schubert, Phys. Rev. D 72, 105004 (2005).], it was shown that
the worldline expression for the nonperturbative imaginary part of the QED effective action can be
approximated by the contribution of a special closed classical path in Euclidean spacetime, known as a
worldline instanton. Here we extend this formalism to compute also the prefactor arising from quantum
fluctuations about this classical closed path. We present a direct numerical approach for determining this
prefactor, and we find a simple explicit formula for the prefactor in the cases where the inhomogeneous
electric field is a function of just one spacetime coordinate. We find excellent agreement between our
semiclassical approximation, conventional WKB, and recent numerical results using numerical worldline
loops.
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I. INTRODUCTION

This paper builds on an earlier paper [1], which pre-
sented a new way to compute nonperturbative particle
production rates in inhomogeneous electromagnetic fields
using a semiclassical approximation to Feynman’s world-
line path integral formulation of quantum electrodynamics
[2]. Here we extend this analysis to compute also the
subleading prefactor to the particle production rate, by
computing the quantum fluctuations about the semiclassi-
cal worldline instanton path. The worldline formulation
of quantum field theory provides a novel and powerful
computational approach to both perturbative and nonper-
turbative phenomena. Although conceptually as old as
relativistic quantum field theory itself, its usefulness for
state-of-the-art calculations has been appreciated only in
recent years, and largely through its affinity with string
methods [3,4]. String theory methods have been adapted to
quantum field theory, which has inspired many further
developments [5–14] beyond Feynman’s original proposal
(see [15] for a review). In particular, the worldline ap-
proach provides an efficient way to compute effective
actions in quantum electrodynamics (QED) [16,17] and
quantum chromodynamics (QCD) [18]. These effective
actions are the generating functionals for scattering ampli-
tudes, and also contain nonperturbative information, for
example, concerning particle production. This latter aspect
is the subject of this current paper.

The nonperturbative phenomenon of vacuum pair pro-
duction [19,20] has applications in many fields of physics
[21–27]. It is a prominent example of a wider class of
quantum-induced nonlinear electromagnetic effects [28]
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which can become accessible in current and future
strong-field experiments [29–31]. As is well known, the
QED pair creation by an external field can be concisely
described in terms of the imaginary part of the effective
Lagrangian. Affleck et al. [32] studied pair production in a
constant electric field in scalar QED by applying instanton
techniques to the worldline path integral. This semiclassi-
cal worldline approach was generalized in [1] to the case of
inhomogenous background electric fields. The dominant
nonperturbative exponential factor of the imaginary part
was computed using special semiclassical worldline loops
called worldline instantons. Worldline instantons embody
the worldline formulation of the conventional field theo-
retic WKB computations of Brezin and Itzykson [33] and
Popov et al. [34], which were in turn motivated by the
pioneering ionization studies of Keldysh [35]. Kim and
Page [36] have found an elegant formulation of pair pro-
duction in the WKB approach using the language of quan-
tum mechanical instantons, and these results are also
complementary to our worldline instanton approach.
However, these quantum mechanical instantons are not
the same as our ‘‘worldline instantons,’’ which are instan-
tons in the proper-time, rather than in the imaginary time of
quantum mechanical tunneling computations. Very re-
cently, numerical Monte Carlo techniques have been de-
veloped for the calculation of worldline path integrals
[37,38], and applied to both perturbative and nonperturba-
tive QED processes [39,40]. In this paper we find excellent
agreement between these numerical results and our semi-
classical approximation.

In Section II we discuss the general idea of worldline
instantons as a semiclassical approximation to the non-
-1 © 2006 The American Physical Society
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perturbative part of the worldline effective action. In
Section III we present a more explicit result for the situ-
ation of inhomogeneous electric fields that are just func-
tions of time. Section IV shows how to extend this to the
spatially inhomogeneous case. We conclude with a sum-
mary and an outline of possible future work in Section V.

II. SEMICLASSICAL APPROXIMATION TO THE
PATH INTEGRAL

The Euclidean one-loop effective action for a scalar
charged particle (of charge e and mass m) in a QED gauge
background A� is given by the worldline path integral
expression [15]

�Eucl�A� � �
Z 1

0

dT
T
e�m

2T
Z
x�T��x�0�

Dx

� exp
�
�
Z T

0
d�
�

_x2

4
� ieA 	 _x

��
: (2.1)

Here the functional integral
R
Dx is over all closed

Euclidean spacetime paths x���� which are periodic in
the proper-time parameter �, with period T. We use the
path integral normalization conventions of [15]. The effec-
tive action �Eucl�A� is a functional of the classical back-
ground field A��x�, which is a given function of the
spacetime coordinates.

If A� corresponds to a Minkowskian electric field, then
the one-loop Minkowski effective action has a nonpertur-
bative imaginary part associated with the pair production
from vacuum. This physical interpretation follows from the
fact that the Minkowski effective action is related to the
vacuum persistence amplitude as

h0j0i � ei�Mink : (2.2)

An imaginary part of �Mink is therefore identified with
vacuum nonpersistence through pair production, such that

Pproduction � 1� e�2 Im�Mink 
 2 Im�Mink: (2.3)

For example, if the background electric field is constant
and of magnitude E, the leading weak-field expression for
this imaginary part is

Im �Mink � V
Mink
4

e2E2

16�3 exp
�
�
m2�
eE

�
; (2.4)

where VMink
4 is the physical (Minkowski) spacetime vol-

ume factor.
In [32] it was shown how to compute this leading con-

tribution to the imaginary part of �Mink in the constant field
case, by using circular semiclassical paths xcl

���� to ap-
proximate the path integral in (2.1) for the Euclidean
effective action. In [1] this idea was generalized to inho-
mogeneous electric fields, and the nonperturbative expo-
nential factors were computed in terms of special
065028
semiclassical paths called worldline instantons. These
worldline instantons reduce to the circular paths of
Affleck et al. in the limit of a homogeneous background.
In this paper we show how to compute also the prefactor to
the exponential factors in the inhomogeneous case, by
computing the quantum fluctuations about the worldline
instantons.

In [1,32] the proper-time T integral in (2.1) was done
first, followed by the quantum mechanical functional in-
tegral, each being evaluated by a steepest descents approxi-
mation. However, for inhomogeneous background fields
this leads to a nonlocal fluctuation problem for the func-
tional integral, which makes the prefactor more difficult to
compute. So, here we choose instead to evaluate the inte-
grals in (2.1) in the opposite order. That is, we first make a
semiclassical approximation to the quantum mechanical
path integral in (2.1), for any T, and then evaluate the T
integral by steepest descents. It turns out that the form of
the worldline instantons remains the same for whichever
order of evaluating the integrals, so the results of [1] form
the basis of the computation. The basic idea is that since
the worldline formulation is essentially a first-quantized
approach, we can use results from the study of semiclassi-
cal approximations to quantum mechanical path integrals
[41,42].

Consider the quantum mechanical path integral in (2.1),
with action S�x� �

R
T
0 dtL for the Lagrangian

L�x; _x� �
_x2

4
� ieA 	 _x: (2.5)

The Euclidean classical Euler-Lagrange equations are

�x � � 2ieF���x� _x�; (2.6)

where F�� � @�A� � @�A� is the background field
strength. Note that it follows immediately that for a clas-
sical solution _x2 is constant:

� _xcl�2 � a2: (2.7)

Worldline instantons are periodic solutions to (2.6), and
several classes of explicit solutions were found in [1].
Furthermore, it was shown in [1] that these classical world-
line instantons straightforwardly determine the nonpertur-
bative exponential factor in Im�Mink, for inhomogeneous
background electric fields.

To compute the prefactor contribution, we need to com-
pute the fluctuations about a worldline instanton. To do
this, we need to specify precisely how we sum over all
closed loops. There are two standard approaches [6,15,43].
The first, which we choose to follow, is to fix a point on
each loop and then allow fluctuations about this loop such
that the fluctuations vanish at the fixed point. The location
of the fixed point is then integrated over. An alternative
approach is to consider periodic fluctuations, with the
center-of-mass of the loop being kept fixed, and then
integrated over at the end. These two approaches are
-2
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known to give equivalent results after integrating over the
loop position [44]. We have further verified that these two
approaches also give the same results using worldline
instantons, but we found the first approach to be somewhat
simpler to implement. Thus we write (2.1) more explicitly
as

�Eucl�A� � �
Z 1

0

dT
T
e�m

2T
Z
d4x�0�

Z
x�T��x�0��x�0�

Dx

� exp
�
�
Z T

0
d�
�

_x2

4
� ieA 	 _x

��
: (2.8)

We expand all paths in the functional integral as

x���� � xcl
���� � �����; ���0� � ���T� � 0:

(2.9)

The first-order expansion of the action vanishes by virtue
of the Euler-Lagrange equations, and the quadratic term
defines the so-called ‘‘secondary action’’ [41,45]:

�2S��� �
Z T

0
d��������; (2.10)

where the fluctuation operator ��� has the following gen-
eral form

��� � �
1

2
���

d2

d�2 �
d
d�
Q�� �Q��

d
d�
� R��; (2.11)

with

Q�� �
@2L

@x�@ _x�
; R�� �

@2L
@x�@x�

: (2.12)

The equations of motion for the fluctuations are known as
the Jacobi equations [45]:

����� � 0: (2.13)

The semiclassical approximation to quantum mechanical
path integrals [41,42] leads to the following simple result:Z

x�T��x�0��x�0�
Dx exp

�
�
Z T

0
d�
�

_x2

4
� ieA 	 _x

��



ei�e�S�x

cl��T�

�4�T�2

���������������������������������
j det������;free�T��j

j det������ �T��j

vuuut : (2.14)

The important result from [41,42] is that the determinant
det������ �T�� is simply a finite dimensional 4� 4 determi-
nant, formed from solutions, ����� ���, to the Jacobi equa-
tions (2.13) with the initial value boundary conditions

����� �0� � 0; _����� �0� � ���; ��; � � 1; 2; 3; 4�;

(2.15)

and evaluated at the endpoint � � T. Given the worldline
instanton, xcl���, it is straightforward to implement this
determinant computation numerically. Similarly, the free
065028
case is just given by the corresponding equations with
�free
�� � �

1
2���

d2

d�2 , in which case det������;free�T�� � T4,
with these normalizations. In the next section we show
that for certain classes of inhomogeneous background
fields it is possible to be even more explicit and find a
simple analytic expression for this determinant in terms of
the classical worldline instanton paths xcl themselves. The
(constant) phase factor ei� in (2.14) is determined by
the Morse index [41,45] of the operator �, which counts
the number of times det������ ���� vanishes in the interval
from 0 to T. In the cases considered in this paper we find
this phase factor reduces to 
1, as described below.

III. TIME-DEPENDENT ELECTRIC FIELD

In this section we illustrate our semiclassical procedure
in a class of models where the computation can be done
very explicitly. These cases [1] are those where the electric
field points in a given direction in space (say the x3

direction), and is either (i) a function only of time, or
(ii) a function only of x3. The case (i) has been widely
studied in conventional WKB [33,34], while the case
(ii) has been studied using WKB instantons [36], and
numerically using worldline loops [39]. We first consider
case (i), that of a time-dependent electric field, where the
imaginary Euclidean gauge field (corresponding to a real
Minkowski electric field) can be written as

A3�x4� � �i
E
!
f�!x4�: (3.1)

Throughout the paper we will illustrate the method explic-
itly using the examples of f�!x4� � tan�!x4�, correspond-
ing to a single-pulse Minkowski electric field
E�t� � Esech2�!t�, and f�!x4� � sinh�!x4�, correspond-
ing to a periodic Minkowski electric field E�t� �
E cos�!t�. Motivated by the analogy with Keldysh’s clas-
sic work [35] on atomic ionization, the inhomogeneity of
the background is usually characterized by the dimension-
less adiabaticity parameter

� �
m!
eE

: (3.2)

A. Classical solutions

The classical equations of motion (2.6) become

�x1 � 0;

�x2 � 0;

�x3 � �2eEf0�!x4� _x4;

�x4 � 2eEf0�!x4� _x3:

(3.3)

For periodic solutions, xcl
1 and xcl

2 must be constant, so the
relation (2.7) reduces to

� _xcl
3 �

2 � � _xcl
4 �

2 � a2; (3.4)
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and we are left with an effectively two-dimensional prob-
lem in the (x3, x4) plane. The third equation in (3.3) can be
integrated immediately:

_x cl
3 � �

2eE
!

f�!xcl
4 �: (3.5)

Here we have chosen the integration constant to vanish in
order to have a periodic solution. Using (3.4) we find that
the remaining equation is a first-order nonlinear equation
for xcl

4 :

_x cl
4 � 
a

��������������������������������
1�

�
f�!xcl

4 �

��

�
2

s
; (3.6)

where �� is defined as

�� �
a!
2eE

�
a

2m
�: (3.7)

The nonlinear Eq. (3.6) is the same as the one considered in
[1], with �� in place of �, so we can use the results of [1] to
write the explicit form of the solutions (xcl

3 , xcl
4 ). For

example:
(i) For the Minkowski electric field E�t� � Esech2�!t�,

we have f�!x4� � tan�!x4�, and the worldline in-
stanton loop is [1]:

xcl
3 ��� �

1

!
1���������������

1� ��2
p

� arcsinh� �� cos�2eE
���������������
1� ��2

q
��� �0���;

xcl
4 ��� �

1

!
arcsin

�
�����������������

1� ��2
p

� sin�2eE
���������������
1� ��2

q
��� �0��

�
: (3.8)

Periodicity of this solution enforces the following
functional relation between T and �� (or, equiva-
lently, between T and a):

T �
�
eE

1���������������
1� ��2

p : (3.9)

(ii) For the Minkowski electric field E�t� � E cos�!t�,
we have f�!x4� � sinh�!x4�, and the worldline
instanton loop is [1]:
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xcl
3 ��� �

1

!
arcsin

�
�����������������

1� ��2
p

� cd
�
2eE

���������������
1� ��2

q
��� �0�

�������� ��2

1� ��2

��
;

xcl
4 ��� �

1

!
arcsinh

�
�����������������

1� ��2
p

� sd
�
2eE

���������������
1� ��2

q
��� �0�

�������� ��2

1� ��2

��
:

(3.10)

Here, cd and sd are Jacobi elliptic functions [46].
Periodicity of this solution enforces the following
functional relation between T and �� (or, equiva-
lently, between T and a):

T �
2

eE

K� ��2

1� ��2����������������
1� ��2

p ; (3.11)

where K�	� denotes the elliptic quarter period [46].

In these classical solutions, �0 is an arbitrary constant
whose physical interpretation is to label the fixed point
on the loop about which the fluctuations are taken, as
described above. The integration over this collective coor-
dinate is discussed below [see (3.23)].

An interesting geometric observation is that the curva-
ture of the planar loop (xcl

3 ���, x
cl
4 ���) at any given point on

the curve is


��� �
_x3 �x4 � _x4 �x3

� _x2
3 � _x2

4�
3=2
�

2e
a
Ef0�!x4�; (3.12)

which is proportional to the Euclidean electric field
strength Ef0�!x4� evaluated at that point. Thus, for the
constant electric field case the classical path is a circle,
which has constant curvature, while for an inhomogeneous
electric field the planar curvature changes along the loop,
in such a way that it tracks the electric field. See [47] for a
recent investigation of the connection between electromag-
netic fields and the geometry of the associated particle
trajectories.

B. Fluctuation operator and its determinant

For the time-dependent fields of the form (3.1), the
fluctuation operator (2.12) can be restricted to its compo-
nents in the (x3, x4) plane :

��
� 1

2
d2

d2� �eEf0�!xcl
4 �

d
d�� eE!f

00�!xcl
4 � _xcl

4

eEf0�!xcl
4 �

d
d� � 1

2
d2

d2�
� eE!f00�!xcl

4 � _xcl
3

0@ 1A

�
1

2

� d2

d2�
�xcl

3

_xcl
4

d
d��

d
d�

�
�xcl

3

_xcl
4

�

�
�xcl

3

_xcl
4

d
d� �

d2

d2��
_xcl
3

_xcl
4

d
d�

�
�xcl

3

_xcl
4

�
0BBB@

1CCCA: (3.13)
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To compute the fluctuation determinant we use the semi-
classical quantum mechanical path integral result (2.14).
Thus, we need to find solutions to the Jacobi equations
�� � 0 in (2.13), satisfying the initial value conditions
(2.15). Remarkably, for the fluctuation operator (3.13) we
can write all four independent solutions to the Jacobi
equations (2.13):

��1���� �
1
0

� �
; ��2���� �

_xcl
3 ���
_xcl
4 ���

� �
;

��3���� �
_xcl
3 ���

R
�
0 dt

1
� _xcl

4 �t��
2 �

R
�
0 dt

_xcl
3 �t�

� _xcl
4 �t��

2

_xcl
4 ���

R
�
0 dt

1
� _xcl

4 �t��
2

0@ 1A;

��4���� �
_xcl
3 ���

R
�
0 dt

_xcl
3 �t�

� _xcl
4 �t��

2 � a2
R
�
0 dt

1
� _xcl

4 �t��
2

_xcl
4 ���

R
�
0 dt

_xcl
3 �t�

� _xcl
4 �t��

2

0B@
1CA:

(3.14)

The first zero mode ��1� corresponds to translational in-
variance in the x3 direction, while the second zero mode
��2� corresponds to invariance under shifts of the starting
point on the loop. The third and the fourth zero modes
��3;4� are associated with the velocity whose magnitude a
is a constant. The linear combinations satisfying the initial
conditions (2.15) are

��3���� � _xcl
3 �0��

�3���� ���4����;

��4���� � _xcl
4 �0��

�3����:
(3.15)

A simple computation shows that the fluctuation determi-
nant is

Det ��� � det���3��T�; ��4��T��

�
� _xcl

4 �0��
3

_xcl
4 �T�

�a2I2
1�T� � I

2
2�T��; (3.16)

where

I1��� �
_xcl
4 ���

_xcl
4 �0�

Z �

0
dt

1

� _xcl
4 �t��

2
;

I2��� �
_xcl
4 ���

_xcl
4 �0�

Z �

0
dt

_xcl
3 �t�

� _xcl
4 �t��

2
:

(3.17)

For example, for the two special cases considered above,
we find

(i) For the Minkowski electric field E�t� � Esech2�!t�,
with f�!x4� � tan�!x4�, the classical velocities
(with the periodicity condition (3.9) imposed) are
[1]:
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_x cl
3 ��� � �a

sin�2�T ��� �0���������������������������������������������������
1� ��2cos2�2�T ��� �0��

q ;

_xcl
4 ��� � a

���������������
1� ��2

q cos�2�T ��� �0���������������������������������������������������
1� ��2cos2�2�T ��� �0��

q :

(3.18)

Then the integrals I1�T� and I2�T� in this case can be
evaluated as

I1�T� �
�
!

2eE

�
2 T

1� ��2�T�
; I2�T� � 0:

(3.19)

(ii) For the Minkowski electric field E�t� � E cos�!t�,
with f�!x4� � sinh�!x4�, the classical velocities
(with the periodicity condition (3.11) imposed) are
[1]:

_xcl
3 ��� � �a

1���������������
1� ��2

p sd
�

4

T
K
�

��2

1� ��2

�

� ��� �0�

�������� ��2

1� ��2

�
;

_xcl
4 ��� � acd

�
4

T
K
�

��2

1� ��2

�
��� �0�

�������� ��2

1� ��2

�
:

(3.20)

Then the integrals I1�T� and I2�T� in this case can be
evaluated as

I1�T� �
�
!

2eE

�
2
T
�K� ��2�T�

1� ��2�T�
� � E� ��2�T�

1� ��2�T�
�

��2�T�K� ��2�T�
1� ��2�T�

�

�
;

I2�T� � 0: (3.21)

The determinant (3.16) can be simplified using periodicity,
which implies _xcl

4 �0� � _xcl
4 �T�, and the vanishing of I2�T�.

Therefore, we find the simple expression for the fluctuation
determinant:

Det ��� �
�

2eE
!

_xcl
4 �0� ���T�I1�T�

�
2
; (3.22)

where we have written a � eE
! �� in terms of ���T� to stress

that the periodicity condition fixes the parameter �� to be a
particular function of T, as in (3.9) and (3.11), for example.

Now recall that we still need to evaluate the 4-
dimensional spacetime integral over the fixed point on
the closed loops:
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Z
d4x�0� �

Z
dx1�0�dx2�0�dx3�0�dx4�0�

� V3

Z
d�0 _xcl

4 �0�; (3.23)

where V3 is the 3-space volume. Observe that this factor of
_xcl
4 �0� cancels against the same factor in

���������������
Det���

p
, so that

the spacetime integration effectively contributes a 3-
volume factor V3, and a factor of T

2 . This last factor is
just the collective coordinate contribution arising from
invariance under shifts of the starting point on the loop,
which gives rise to the second of the zero modes in (3.14).

Finally, to fix the phase factor in (2.14) we need the
Morse index of the fluctuation operator �. This can be
evaluated either as the number of negative eigenvalues of
the operator �, or as the number of times det������ ����
vanishes in the interval from 0 to T. We find that for the
time-dependent fields of the form discussed here, the
Morse index is 2, leading to a phase factor e�i2�=2 �
�1. Thus, collecting all the pieces, we see that the semi-
classical approximation (2.14) to the quantum mechanical
path integral leads to:

�semi
Eucl 
 V3

1

�4��2
!

4eE

Z 1
0

dT
T

exp���S�xcl��T� �m2T��
���T�I1�T�

:

(3.24)

C. Extracting the nonperturbative imaginary part

So far we have been computing the Euclidean effective
action, using the worldline expression (2.1). We relate this
to the imaginary part of the physical Minkowski effective
action according to the following conventions:

eiSMink � ei
R
dtLMink � e

R
dy4LMink � e�SEucl � e�

R
dy4LEucl :

(3.25)

Thus we identify y4 � it, LMink � �LEucl, and

�Mink � i�Eucl: (3.26)

Some care is needed for extracting the desired Minkowski
imaginary part:

Im �Mink � Im
Z
d3y

Z
dtLMink�t; ~y�

� � Im
Z
d3y

Z
dtLEucl�it; ~y�

� Re
Z
d3yi

Z
dtLEucl�it; ~y�

� Re
Z
d3y

Z
C
dy4LEucl�y4; ~y� � Re�Eucl;C;

(3.27)

where the contour C goes along the imaginary axis from
�i1 to i1. For instance, for time-independent electric
background fields, we obtain
065028
Im �Mink �
Z
dt ImLMink � Re

Z
C
dy4LEucl

� �
Z
dt ImLEucl; (3.28)

such that the imaginary part of the Minkowski Lagrange
function is given by (minus) the imaginary part of the
Euclidean Lagrange function (note that L �

R
d3yL).

On the other hand, for time-dependent electric fields for
which the y4 contour C can be rotated onto the real axis, we
find

Im�Mink � Re
Z
C
dy4LEucl�y4� � Re

Z 1
�1

dy4LEucl�y4�

� Re�Eucl: (3.29)

For the electric fields considered in the present work, the
contour can indeed be rotated, since worldline instantons
extending to y4 ! 
1 yield a vanishing contribution that
drops off sufficiently fast at complex infinity. Thus to find
the nonperturbative imaginary part of the Minkowski ef-
fective action in the semiclassical approximation, we need
to extract the real part of the proper-time integral expres-
sion in (3.24).

D. The T integral

In general, the T integral in the semiclassical expression
(3.24) cannot be done analytically. However, in the weak-
field limit the physical nonperturbative part may be ex-
tracted directly using a steepest descents approximation,
by evaluating the T integral in the vicinity of a critical
point. To do so, we study the exponent in (3.24):

��T� � S�xcl��T� �m2T: (3.30)

This notation emphasizes the fact that the action S�xcl�,
evaluated on the worldline instanton path xcl���, is a func-
tion of T. Before considering the general case, we illustrate
with the example of the Minkowski electric field E�t� �
Esech2�!t�. Then, using the worldline instanton xcl

����
found in (3.8), we find

��T� �
�2

!2T

�
1�

eET
�

�
2
�m2T

�
m2�
eE

�
eET
�

�
1� �2

�2

�
�

1

�2

�
eET

�
2

�2

�
; (3.31)

where � is defined in (3.2). And we have used the relation
(3.9) between T and ��, which follows from the periodicity
of the solution. This can be written as

���T� �
�
eET

��������������������������
1�

�
eET
�

�
2

s
: (3.32)

Using this, we can express I1�T� in (3.19) directly as a
function of T:
-6
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I1�T� �
�
!
2�

�
2
T3: (3.33)

Thus,

�semi
Eucl 
 V3

1

16�!

Z 1
0

dT

T3
���������������������
1� �eET� �

2
q

� exp
�
�
m2�
eE

�
eET
�

�
1� �2

�2

�
�

1

�2

�
eET

�
2

�2

��
:

(3.34)

Observe that there is a branch cut along part of the real T
axis, so the integral has both a real and an imaginary part.
As explained in the previous section, to obtain the physical
nonperturbative imaginary part of the Minkowski effective
action we need the real part of (3.34). The branch point
occurs at

Tb �
�
eE
: (3.35)

The imaginary part of (3.34) comes from an integral across
the cut, which extends from Tb to infinity, but we are
instead interested in the contribution from the region to
the left of the branch point. Observe that it is natural to
rescale T as eET

� , so that in the weak-field limit E! 0, we
expect a dominant contribution from the vicinity of critical
points of ��T�. From (3.31) we find the critical point of the
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exponent is at

Tc �
�
eE

1���������������
1� �2

p ; (3.36)

which falls to the left of the branch point, for all frequen-
cies ! (i.e., all �). So this critical point produces the
required dominant contribution. Comparing (3.9) and
(3.36), we see that the critical point occurs when

���Tc� � �: (3.37)

Recalling the definition (3.7) of ��, we see that the critical
point occurs when a � 2m, which is precisely the value
used in [1] when the proper time T integral was done first.
In fact, this property is general, as we show in the next
section.

At the critical point, the exponent is

��Tc� �
m2�
eE

�
2

1�
���������������
1� �2

p �
: (3.38)

The critical point is a minimum since

�00�Tc� �
2eEm2

�
�1� �2�3=2

�2 ; (3.39)

which is positive. Thus, we can use Laplace’s method to
approximate the integral in the weak-field limit, leading to:
�Im�semi
Mink�E�t��Esech2�!t� 
 VMink

3

1

�4��2
!

4eE

���������������
2�

�00�Tc�

s
e���Tc�

Tc ���Tc�I1�Tc�

� VMink
3

�eE�5=2

16�3m!
�1� �2�5=4 exp

�
�
m2�
eE

�
2

1�
���������������
1� �2

p ��
: (3.40)

This should be compared to the locally constant field (LCF) approximation in (3.27):

�Im�LCF
Mink�E�t��Esech2�!t� 
 VMink

3

e2E2

16�3

Z 1
�1

dtsech4�!t� exp
�
�
m2�
eE

cosh2�!t�
�
� VMink

3

�eE�5=2

16�3m!
exp

�
�
m2�
eE

�
:

(3.41)
Here, in the second line of (3.41) we have made the same
weak-field limit approximation as was made in (3.40).
Then (3.41) agrees perfectly with the static limit (�! 0)
of our semiclassical result (3.40). The semiclassical result
(3.40) also agrees with Popov’s WKB result [34] for this
time-dependent electric field, and with the Borel analysis
of the resummed derivative expansion [48]. Note that the
temporal inhomogeneity of the field enhances the local pair
production rate, as discussed in [1,34].

E. General case

We now show that the example given in the previous
section is quite general for time-dependent electric fields of
the form (3.1). Using the classical equations of motion
(3.3), we can write

S�xcl��T� �
Z T

0
d�
�
1

4
�� _xcl

3 �
2 � � _xcl

4 �
2� �

eE
!
f�!xcl

4 � _xcl
3

�

� �
a2

4
T �

1

2

Z T

0
d�� _xcl

4 �
2: (3.42)

Thus, the exponent ��T� can be expressed as a (compli-
cated) function of T:

��T� � m2T
�
1�

��2�T�

�2

�
�
�m2

eE
��2�T�

�2 g� ��2�; (3.43)

where we have defined the important function g :
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g� ��2� �
2

�

Z 1

�1

dy
��������������
1� y2

p
jf0j

: (3.44)

In this definition of the function g, we have written y �
f�!xcl

4 �

�� , and f0 means the derivative is reexpressed as a
function of y. With the same notation, the periodicity
condition can be expressed in general as

T �
1

eE

Z 1

�1

dy

jf0j
��������������
1� y2

p �
�
eE
P� ��2�; (3.45)

which determines �� as a function of T. Note that the two
functions, g and P are related as follows:

P�z� �
d
dz
�zg�z��: (3.46)

For example:
(i) For the Minkowski electric field E�t� � Esech2�!t�,

we have f�!x4� � tan�!x4�, so that

f0�!x4� � sec2�!x4� � 1� ��2y2: (3.47)

Then the exponent (3.43) involves the function

g� ��2� �
2

�

Z 1

�1

dy
��������������
1� y2

p
�1� ��2y2�

�
2

1�
���������������
1� ��2

p ;

(3.48)

and the periodicity condition (3.45) involves the
function

P� ��2� �
1

�

Z 1

�1

dy

�1� ��2y2�
��������������
1� y2

p �
1���������������

1� ��2
p :

(3.49)

(ii) For the Minkowski electric field E�t� � E cos�!t�,
we have f�!x4� � sinh�!x4�, so that

f0�!x4� � cosh�!x4� �
�������������������
1� ��2y2

q
: (3.50)

Then the exponent (3.43) involves the function

g� ��2� �
2

�

Z 1

�1

dy
��������������
1� y2

p
�������������������
1� ��2y2

p
�

4

�

���������������
1� ��2

p
��2

�
K
�

��2

1� ��2

�
�E

�
��2

1� ��2

��
;

(3.51)
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and the periodicity condition (3.45) involves the
function

P� ��2� �
1

�

Z 1

�1

dy�������������������
1� ��2y2

p ��������������
1� y2

p
�

2

�
1���������������

1� ��2
p K

�
��2

1� ��2

�
: (3.52)

We identify the critical point of the exponent as follows.
From (3.43), (3.44), and (3.45) it follows that the derivative
with respect to T takes a remarkably simple form:

d��T�
dT

� m2

�
1�

��2�T�

�2

�
: (3.53)

Thus, the critical point Tc of the exponent occurs at T such
that ���Tc� � � [as was found before in (3.37)], which
determines Tc as a particular function of �:

Tc �
�
eE
P��2�: (3.54)

Evaluating the exponent at this critical point yields

��Tc� �
m2�
eE

g��2�; (3.55)

which is the exponent derived in [1]. From (3.45) and
(3.53), the second derivative of the exponent, evaluated at
the critical point, is�

d2��T�

dT2

�
T�Tc

� �
m2eE
�

1

�2 dP��2�
d��2�

: (3.56)

The final ingredient for the semiclassical evaluation of the
pair production rate is to evaluate the determinant prefactor
at Tc, for which we find the following simple expression,
involving the same function P��2�:

I1�Tc� �
�Z T

0

d�

� _xcl
4 �

2

�
T�Tc

� �
�

2m2eE
�2 dP��

2�

d��2�
:

(3.57)

Thus, our final semiclassical approximation for the non-
perturbative imaginary part of the Minkowski effective
action for a time-dependent electric field background is:
Im �semi
Mink 
 VMink

3

1

�4��2
!

4eE

���������������
2�

�00�Tc�

s
e���Tc�

Tc ���Tc�I1�Tc�

� VMink
3

���
2
p
�eE�5=2

32�3m!

1

d
d��2�
��2g��2��

������������������������������������
� d2

d��2�2
��2g��2��

q exp
�
�
m2�
eE

g��2�

�
; (3.58)
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where g��2� is the function defined in (3.44), evaluated at �� � �. Recalling (3.46) that P��2� is completely determined by
the function g��2�, we note the important fact that the semiclassical approximation (3.58) is expressed entirely in terms of
the single function g��2�.

For example:
(i) For E�t� � Esech2�!t�, we find the result in (3.40).
(ii) For E�t� � E cos�!t�, we find

Im �semi
Mink 
 VMink

3

�������
2�
p

�eE�3=2

64�2

�1� �2�3=4 expf� 4m2

eE

���������
1��2
p

�2 �K� �
2

1��2� �E� �
2

1��2��g

K� �
2

1��2�
���������������������������������������
K� �

2

1��2� �E� �
2

1��2�
q : (3.59)

Once again, in the static limit (�! 0), this reduces to the locally constant field approximation result

Im �LCF
Mink 
 VMink

3

e2

16�3

Z �=2!

��=2!
dtE2cos2�!t� exp

�
�

m2�
eEj cos�!t�j

�
� VMink

3

���
2
p
�eE�5=2

16�3m!
exp

�
�
m2�
eE

�
: (3.60)
The result (3.59) also agrees with Popov’s WKB
analysis, after some (presumably typographical) er-
rors are corrected in [34].

We stress the simplicity and versatility of the result
(3.58). It means that for background fields where the gauge
field (and hence the electric field) is a function of just one
space-time coordinate, one does not even have to find the
explicit form of the semiclassical worldline instanton path
which dominates the functional integral. Instead, one sim-
ply needs to compute the function g��2� [defined in (3.44)],
and its first few derivatives. Even if this cannot be done in
closed form, it could be done numerically. As a final
example we can take the time-dependent Minkowski elec-
tric field

E�t� �
E

�1� �!t�2�3=2
; (3.61)
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for which the Euclidean gauge function is

f�!x4� �
!x4�����������������������

1� �!x4�
2

p : (3.62)

Then the function g��2� in (3.44) is

g��2� �
2

�

Z 1

�1
dy

��������������
1� y2

p
�1� �2y2�3=2

�
4

��2 �E���
2� �K���2��: (3.63)

Then the semiclassical imaginary part of the Minkowski
effective action is
Im �semi
Mink 
 VMink

3

�������
2�
p

�eE�3=2

64�2

�1� �2�3=4 expf� 4m2

eE�2 �E���2� �K���2��g

E���2�
����������������������������������������������������������������������������
�1� �2�K���2� � �1� �2�E���2�

p : (3.64)

Note that while we could have computed the explicit worldline instanton path for this background, it was in fact not
necessary in order to compute the semiclassical imaginary part of the Minkowski effective action. In the static limit (�!
0), this reduces to the locally constant field approximation result

Im �LCF
Mink 
 VMink

3

e2

16�3

Z 1
�1

dt
E2

�1� �!t�2�3
exp

�
�
m2�
eE
�1� �!t�2�3=2

�
� VMink

3

���
2
p
�eE�5=2

16�3
���
3
p
m!

exp
�
�
m2�
eE

�
: (3.65)
The result (3.64) also agrees with Popov’s WKB analysis,
after some (presumably typographical) errors are corrected
in [34].

IV. SPATIALLY INHOMOGENEOUS ELECTRIC
FIELDS

As discussed already in [1], spatially inhomogeneous
electric fields that are functions of a single spatial coordi-
nate, say x3, can be treated analogously. Consider the class
of spatially inhomogeneous electric fields with Euclidean
gauge field

A4�x3� � �i
E
k
f�kx3�: (4.1)

For example, the single-bump Minkowski electric field
E�x3� � Esech2�kx3� has f�kx3� � tanh�kx3�, while the
-9
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FIG. 1 (color online). The dotted line plots the ratio of our
semiclassical worldline instanton expression (4.7) to the weak-
field limit of the corresponding locally constant field approxi-
mation (4.8). The dashed line is the same ratio using a numerical
integration of the exact expression, derived from Nikishov’s
exact result in [49] (see also [36]). The circles represent the
numerical worldline results of Gies and Klingmüller [39], which
were evaluated for eE

m2 � 1. Note that the agreement is excellent,
even though it is far from the weak-field limit.
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periodic Minkowski electric field E�x3� � E cos�kx3� has
f�kx3� � sin�kx3�. Define the spatial adiabaticity parame-
ter

~� �
mk
eE

: (4.2)

The entire analysis of worldline instantons can be repeated
as in the time-dependent case of Section III, although the T
integral requires an analytic continuation to the complex
plane in order to be evaluated by steepest descents. In fact,
the final results for the imaginary part of the Minkowski
effective action can be obtained from those of the corre-
sponding time-dependent system by the analytic continu-
ation:

�! i~�: (4.3)

Thus, our semiclassical approximation for the nonpertur-
bative imaginary part of the Minkowski effective action for
a space-dependent electric field background with gauge
function (4.1) is:

Im �semi
Mink 
 �V2T �

Mink

���
2
p
�eE�5=2

32�3mk

�
exp�� m2�

eE ~g�~�2��

d
d�~�2�
�~�2 ~g�~�2��

�������������������������������
d2

d�~�2�2
�~�2 ~g�~�2��

q ; (4.4)

where ~g�~�2� is the function defined by

~g�~�2� �
2

�

Z 1

�1
dy

��������������
1� y2

p
jf0j

; (4.5)

where we have written y �
f�kxcl

4 �

~� , and f0 means the deriva-
tive is reexpressed as a function of y. For example:

(i) For the Minkowski electric field E�x3� �
Esech2�kx3�, we have f�kx3� � tanh�kx3�, and
f0�kx3� � sech2�kx3� � 1� ~�2y2. Thus,

~g�~�2� �
2

�

Z 1

�1

dy
��������������
1� y2

p
�1� ~�2y2�

�
2

1�
���������������
1� ~�2

p :

(4.6)

The imaginary part of the Minkowski effective ac-
tion is

Im �semi
Mink � �V2T �

Mink �eE�
5=2

16�3mk
�1� ~�2�5=4

� exp
�
�
m2�
eE

�
2

1�
���������������
1� ~�2

p ��
:

(4.7)
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The corresponding locally constant field approxima-
tion is

Im �LCF
Mink � �V2T �

Mink e
2E2

16�3

Z 1
�1

dx3sech4�kx3�

� exp
�
�
m2�
eE

cosh2�kx3�

�

� �V2T �
Mink �eE�

5=2

16�3mk
exp

�
�
m2�
eE

�
:

(4.8)

The ratio of the semiclassical answer (4.7) to the
LCF approximation (4.8) is plotted in Fig. 1, along
with the exact result of [49] and the numerical results
of [39]. The agreement between the semiclassical
expression and the numerical results is excellent.
This is especially true given that the numerical
data is from a system with eE

m2 � 1, which is far
from the weak-field limit in which the semiclassical
expression was derived. We also comment that (4.4)
and (4.7) agree with the quantum mechanical instan-
ton result of Kim and Page [36,50], after a Gaussian
integration over energy and momentum.

(ii) For the Minkowski electric field E�x3� �
E cos�kx3�, we have f�kx3� � sin�kx3�, and

f0�kx3� � cos�kx3� �
�������������������
1� ~�2y2

p
. Thus
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~g�~�2� �
2

�

Z 1

�1

dy
��������������
1� y2

p
�������������������
1� ~�2y2

p �
4
���������������
1� ~�2

p
�~�2

�
E
�
�~�2

1� ~�2

�
�K

�
�~�2

1� ~�2

��
: (4.9)

The imaginary part of the Minkowski effective action is

Im �semi
Mink 
 �V2T �

Mink

�������
2�
p

�eE�3=2

64�2

�1� ~�2�3=4 expf� 4m2

eE

���������
1�~�2
p

~�2 �E� �~�2

1�~�2� �K� �~�2

1�~�2��g

K� �~�2

1�~�2�
���������������������������������������
E� �~�2

1�~�2� �K� �~�2

1�~�2�
q : (4.10)

(iii) For the Minkowski electric field E�x3� �
E

�1��kx3�
2�3=2 , we have f�kx3� �

kx3��������������
1��kx3�

2
p , and f0�kx3� � �1� ~�2y2�3=2.

Thus,

~g�~�2� �
2

�

Z 1

�1
dy

��������������
1� y2

p
�1� ~�2y2�3=2

�
4

�~�2 �K�~�
2� � E�~�2��: (4.11)

Then the semiclassical imaginary part of the Minkowski effective action is

Im �semi
Mink 
 �V2T �

Mink

�������
2�
p

�eE�3=2

64�2

�1� ~�2�3=4 expf� 4m2

eE~�2 �K�~�2� � E�~�2��g

E�~�2�
�������������������������������������������������������������������
�1� ~�2�E�~�2� � �1� ~�2�K�~�2�

p : (4.12)
Note that while we could have computed the ex-
plicit worldline instanton path for this background,
it was in fact not necessary in order to compute the
semiclassical imaginary part of the Minkowski ef-
fective action.
V. CONCLUSIONS

To conclude, the worldline instanton approach has now
been extended to include also the quantum fluctuation
prefactor for the nonperturbative imaginary part of the
effective action. For general background fields the compu-
tation is numerical. Given the numerically determined
instanton loop, the fluctuation determinant can be com-
puted directly using (2.14), which is a result from the
semiclassical analysis of quantum mechanical path inte-
grals [41,42]. For inhomogeneous time-dependent electric
fields, the analysis can be done in much more explicit form,
culminating in the semiclassical expression (3.58), which
is expressed entirely in terms of the function g��2� defined
in (3.44). Similarly, for inhomogeneous space-dependent
electric fields, the corresponding expression is (4.4), with
~g�~�2� defined in (4.5). The agreement with Popov’s WKB
analysis [34] is perfect, and the semiclassical results match
the numerical results of [39] very well. Within the semi-
classical approximation it appears that the existence of a
worldline instanton (i.e., the existence of a periodic solu-
tion to the classical Euclidean equations of motion) is a
signal for the existence of an imaginary part to the
Minkowski effective action, and hence for particle produc-
tion. Since we are working in the semiclassical approxi-
mation we cannot necessarily conclude that, conversely,
the absence of a worldline instanton solution would imply
065028
the absence of pair creation. Nevertheless, it is interesting
to observe that, in the case of the spatially inhomogeneous
electric field E�x3� � Esech2�kx3� treated in Section IV,
there is no periodic worldline instanton when ~� > 1, and
this is precisely the regime in which the imaginary part of
the effective action vanishes, even away from the weak-
field limit [39,49]. Similarly, it is easy to see from the
classical equations of motion (2.6) that there is no world-
line instanton for a plane-wave background field, consis-
tent with the absence of pair production in this case [20]. A
deeper physical and geometrical understanding of this
correspondence would be interesting.

A number of important issues remain. First, while the
agreement between our final answer and the worldline
numerical approach are very good, the details of the cal-
culation are very different. In this computation the non-
perturbative result comes from small quantum fluctuations
around a single closed loop amongst the ensemble of all
closed loops. On the other hand, the worldline numerics
does not appear to be dominated by single loops. For the
electric field configurations considered here, the domi-
nance of worldline instantons could directly be tested, for
instance, by reweighting the numerical worldline ensemble
with the instanton configurations. In turn, a cooling proce-
dure on top of the worldline numerical algorithm can be
used to numerically determine the instanton configurations
needed for the present approach if applied to more com-
plicated background fields. A better understanding of this
correspondence should lead to more efficient numerical
worldline loop computations, and should also clarify the
physical nature of the semiclassical approximation for
more general types of background field. This relates to
the fact that the standard WKB approaches of Brézin and
-11
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Itzykson [33], Popov et al. [34], and Kim and Page [36],
are difficult to generalize to more complicated fields as
multidimensional WKB is considerably more difficult than
one-dimensional WKB. On the other hand, the worldline
fluctuation problem is inherently one-dimensional, once
the worldline instanton loop has been found.

Second, the results here are for scalar QED. The general-
ization to spinor QED has been explained in [1] for the
cases where the electric background is a function of just
one spacetime coordinate, in which case the spin factor
reduces to a factor of �2��1�n inside the sum over multi-
instantons of instanton number n. So for the leading single-
instanton piece, the modification is simply the spin degen-
eracy factor of 2. However, for more complicated back-
ground fields, it is not clear how to evaluate the spin factor
efficiently. This will be addressed in future work. Third,
this paper has considered QED. The worldline expression
(2.1) can be generalized also to non-Abelian gauge theories
[10,15]. In this case the semiclassical worldline loops
would then be related to Wong’s equations [51]. This, in
turn, may be useful for applications to the color glass
condensate [52]. Finally, one could use the semiclassical
approximation to address higher loop effects, using the
higher loop worldline formalism for effective actions
[10]. Thus the worldline instanton approach has the poten-
tial to address higher loops, while it is not at all clear how
065028
to address higher loops in the WKB language. The main
result of the work of Affleck et al. [32] is that for a constant
E field, the instanton approach provides a way to resum the
leading effect of all higher loops in the situation where the
constant field E is weak, but the coupling e is arbitrary.
This is because the instanton solution remains a stationary
point even after taking the additional interaction term into
account which in the worldline formalism represents vir-
tual photon exchanges in the loop. It would be very inter-
esting to try to extend this type of analysis to the general
worldline instanton loops for inhomogeneous background
fields. This should make contact with the work of Halpern
et al., who considered a new type of strong-coupling
expansion in the worldline approach [5].
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