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Muon-induced background study for underground laboratories
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We provide a comprehensive study of the cosmic-ray muon flux and induced activity as a function of
overburden along with a convenient parametrization of the salient fluxes and differential distributions for a
suite of underground laboratories ranging in depth from ~1 to 8 km.w.e.. Particular attention is given to
the muon-induced fast neutron activity for the underground sites and we develop a depth-sensitivity
relation to characterize the effect of such background in experiments searching for WIMP dark matter and

neutrinoless double-beta decay.
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I. INTRODUCTION

Underground laboratories provide the overburden nec-
essary for experiments sensitive to cosmic-ray muons and
their progenies. Muons traversing a detector and its sur-
rounding material that miss an external veto serve as a
background themselves and secondary backgrounds are
induced in the production of fast neutrons and cosmogenic
radioactivity. In this study we have focused on the muon-
induced fast neutron background as a function of depth and
the implications for rare event searches for neutrinoless
double-beta decay and WIMP dark matter. One of our main
goals is to develop a depth-sensitivity relation (DSR) in
terms of the total muon and muon-induced neutron flux and
to put this into the context of existing underground labo-
ratories covering a wide range of overburden.

In Sec. II we review the experimental data available for
differential muon fluxes and provide a definition of depth
in terms of the total muon flux that removes some con-
fusion regarding the equivalent depth of an underground
site situated under a mountain versus one with flat over-
burden. The muon fluxes and differential distributions are
parametrized and used as input in Sec. III to generate, via
FLUKA simulations [1], the production rate for fast neu-
trons. The total neutron flux and salient distributions are
compared with the available experimental data and we
provide some convenient parametrizations that can be
used as input for detector-specific simulations at a given
underground site. We quantify the agreement between
FLUKA simulation and experimental data and provide an
explanation for the discrepancy between neutron flux and
energy spectra as measured in the large volume detector
(LVD). Muon-induced cosmogenic radioactivity is dis-
cussed in terms of depth and the average muon energy in
Sec. IV. In Sec. V we apply our results to a generic study of
germanium-based experiments in search of neutrinoless
double-beta decay and WIMP dark matter and demonstrate
the utility of the DSR in projecting the sensitivity and
depth requirements of such experiments. We conclude
with a summary of the results and an outline of new studies
under way.
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PACS numbers: 12.15.—y, 23.40.—s, 26.65.+t, 95.35.+d

II. DEPTH-INTENSITY RELATION AND
DISTRIBUTIONS FOR COSMIC-RAY MUONS

A. Throughgoing muon intensity
1. Differential muon intensity versus slant depth

The cosmic-ray muon flux in the atmosphere, under-
ground, and underwater has been a subject of study for
more than five decades [2]. Experimental data on the
differential muon intensity (in units of cm™2s™!sr™!) are
shown in Fig. 1 as a function of slant depth measured in
units of kilometers of water equivalent (km.w.e.), where
1000 hg/cm? = 105 g/cm? = 1 km.w.e.

Groom et al. proposed a model [3] to fit the experimental
data to a depth-intensity-relation (DIR), appropriate for the
range (1-10 km.w.e.):

I(h) = (]le(—h//n) + 126(—h/)\z))’ (1)
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FIG. 1 (color). Measurements of the differential muon flux as a
function of slant depth from Castagnoli [67], Barrett [68],
Miyake [69], WIPP [4], Soudan [23], Kamioka [12], Boulby
[6], Gran Sasso [8,70], Fréjus [11] and Sudbury [7]. Note that the
measurements for Kamioka [12] and Sudbury [7] are reported as
the number of muons per day. We calculate the effective detector
acceptance for these two measurements in order to obtain the
muon flux. The solid curve is our global fit function described by
Eq. (1).
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FIG. 2 (color). The relative deviation between the global fit
function and the measured data on the differential muon flux
from Castagnoli [67], Barrett [68], Miyake [69], WIPP [4],
Soudan [23], Kamioka [12], Boulby [6], Gran Sasso [70],
Fréjus [11] and Sudbury [7]. The horizontal lines indicate the
root-mean-square deviation amongst the residuals.

where I(h) is the differential muon intensity corresponding
to the slant depth, A.

Using the experimental data in Fig. 1 we determine the
free parameters of Eq. (1) as I; = (8.60 = 0.53) X
10 %sec ' em™2 sr !, I, = (0.44 + 0.06) X
107%sec™ cm 2 sr™!, A; = 0.45 + 0.01 km.w.e., A, =
0.87 = 0.02 km.w.e. The relative deviation between the
data and our fit is shown in Fig. 2, indicating that the
parametrization reproduces the experimental data reason-
ably well and with an overall accuracy of about 5%.

2. The total muon flux with flat overburden

For an underground laboratory with flat overburden it is
straightforward to calculate the total muon intensity arriv-
ing below the surface at a vertical depth, Aj. In the flat-
earth approximation, the throughgoing muon intensity (/)
for a specific slant depth, £, in the direction of zenith angle,
6, reads

I(h, 6) = I(h)G(h, 6), 2)

where G(h, 0) = sec(6), h = hgsec(#), and I(h) is the DIR
expressed in Eq. (1). Equation (1) now becomes

Iy(h, 0) = (116(—ho sec(0)/A1) 4 126(—ho 560(9)/)t2)) sec(6).
(3)

Integration over the upper hemisphere using Eq. (3) then
provides the total muon intensity for an underground site
with flat overburden positioned at a vertical depth A,.
Using the experimental data for the total muon flux and
knowledge of the vertical depth for a set of underground
sites with flat overburden [Waste Isolation Pilot Plant
(WIPP) [4], Soudan [5], Boulby [6] and Sudbury [7]] we
can now define a fit function which is similar to the
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differential muon intensity function [Eq. (1)]:

1,(hy) = 67.97 X 10 %¢~1/0285 + 2,071

X 1076efh0/0.698’ (4)
where A is the vertical depth in km.w.e. and 7,,(h) is in
units of cm~2?s”!, appropriate in the flat-earth
approximation.

3. The total muon flux in case of mountain overburden

In the case that a laboratory is situated underneath a
mountain, additional information regarding the mountain
shape or elevation map, h(6, ¢), is required to determine
the total muon flux:

Iy = f sin(0)d6 f deI(h(6, $))G(h, 6), 5)

where G(h, ) = sec(f) and I, is the total muon flux
obtained after integrating over the mountain shape and
using the DIR defined in Eq. (1).

As an example, we have computed the total muon flux at
the Gran Sasso Laboratory using the detailed information
provided by the MACRO Collaboration [8] on the moun-
tain shape and their measurements of the differential muon
flux (see Fig. 1). We find a total muon intensity of (2.58 =
0.3) X 1078 cm™2sec™!, which is consistent within about
20% to that obtained in Refs. [9,10]. If this intensity is now
entered into the left-hand side of Eq. (4), we can now solve
for the equivalent vertical depth relative to a flat over-
burden for the Gran Sasso Laboratory and find it to be
3.1 £0.2 km.w.e.

This depth should not be confused with the average
depth that would be deduced simply by integrating over
the depth profile of the mountain:

(hy = / sin(6)do f A0, &), ©6)

which yields 3.65 km.w.e. A similar approach can be taken
with information available from the Fréjus Collaboration
[11]. We find a total muon intensity of (4.83 = 0.5) X
107° cm 2 sec™! corresponding to an equivalent flat over-
burden of 4.2 = 0.2 km.w.e. and an average depth of
5 km.w.e. Our calculation is consistent with the Fréjus
Collaboration’s result within 12%. We note that the equiva-
lent ““flat-overburden” depth defined by the experimental
measure of the total muon flux is ~(15-20)% lower than
that often quoted for Gran Sasso and Frejus based on the
average physical depth.

4. Definition of depth and total muon flux for
underground sites

The data on the total muon intensity at the various
underground sites is summarized in Table I and Fig. 3.
We use Eq. (4) to calculate the total muon flux for Home-
stake (flat overburden) at the depth 4.3 = 0.2 km.w.e. [13].
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TABLE I. Summary of the total muon flux measured at the
underground sites and the equivalent vertical depth relative to a
flat overburden.

Total flux Depth
Site cm Zsec”! km.w.e.
WIPP (4.77 = 0.09) X 1077 [4] 1.585 = 0.011
Soudan (2.0 +0.2) X 1077 [5] 1.95 + 0.15
Kamioka (1.58 = 0.21) X 1077 [12] 2.05 = 0.15%
Boulby (4.09 = 0.15) X 1078 [6] 2.805 £ 0.015
Gran Sasso  (2.58 = 0.3) X 1073 (this work) 3.1+02%
(2.78 £0.2) X 1078 [9] 3.05 = 0.2%
(3.22 £ 0.2) X 1078 [10] 2.96 = 0.2%
Fréjus (5.47 =0.1) X 1079 [11] 4.15 £ 0.2%
(4.83 + 0.5) X 1079 (this work) 4.2 + 0,2°
Homestake (4.4 = 0.1 X 107?) (this work) 43+0.2
Sudbury (3.77 £ 0.41) X 10719 [7] 6.011 £0.1

“Equivalent vertical depth with a flat overburden determined by
the measured total muon flux.

The relative difference between the data and our model
[Eq. (4)] is shown in Fig. 4, where the uncertainties reflect
the experimental uncertainties in Table I. In order to cir-
cumvent the misuse of vertical muon intensity in compar-
ing sites with flat overburden to those under mountains, we
define the equivalent depth relative to a flat overburden by
the experimental measurements of the total muon intensity.
This definition and these intensities are used hereafter.

B. Stopping-muon intensity

Stopping muons are also a source of background. For
example, w~ capture on a nucleus produces neutrons and
radioactive isotopes. The total stopping-muon rate has
contributions from cosmic-ray muons coming to the end
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FIG. 3 (color). The total muon flux measured for the various
underground sites summarized in Table I as a function of the
equivalent vertical depth relative to a flat overburden. The
smooth curve is our global fit function to those data taken
from sites with flat overburden [Eq. (4)].
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FIG. 4 (color online). The relative deviation between data on
the total muon flux and our global fit function. The horizontal
lines indicate the root-mean-square deviation amongst the re-
siduals based upon the experimental uncertainties in the mea-
surements.

of their range, secondary muons generated locally through
interactions of the primary muons (due to virtual-photo
interactions with nuclei), and local muon production by
real photons (7y-decay in electromagnetic showers). It is
customary to quote results in terms of the ratio, R, of
stopping muons to throughgoing muons. A detailed calcu-
lation is provided by Cassiday et al. [3]. The total ratio,
R(h), of stopping muons to throughgoing muons (vertical
direction) at different depths can be parametrized as [14]

AEeh¢
Yu (e"¢ — l)eﬂ’

where vy, =377 for E, =1000 GeV [15], &=
2.5 kmw.e., AE= ah, a = 0.268 GeV/km.w.e. [16]

R(h) = (N

R(h)
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FIG. 5 (color online). The ratio of stopping muons to through-
going muons, relative to the vertical direction, as a function of
depth. The ratio is calculated assuming the Majorana-like de-
tector geometry discussed later in this paper assuming a 60 kg
target mass of germanium surrounded by 40 cm of lead.
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for E, = 1000 GeV [15], h is the depth of an underground
laboratory, and €, = 618 GeV [15]. For large depths, as
can be seen in Fig. 5, this ratio is less than 0.5% and is
hereafter neglected for the underground sites considered in
this study.

C. Muon energy spectrum and angular distribution

In addition to the total muon intensity arriving at a given
underground site, we require knowledge of the differential
energy and angular distributions in order to generate the
muon-induced activity within a particular experimental
cavern. The energy spectrum is discussed in Refs. [14,17]:

dN
dE, ~ Ae M=V (B, + €,(1 — e )7, (8)
where A is a normalization constant with respect to the
differential muon intensity at a given depth and E,, is the
muon energy after crossing the rock slant depth A
(km.w.e.). Figure 6 shows the local muon energy spectrum
for the various underground laboratories under considera-
tion using the parameters b = 0.4/km.w.e., y, = 3.77
and €, = 693 GeV [18]. Figure 7 shows the local angular
distribution for the same sites where we assume a sec(8)
distribution, valid for depths in excess of 1.5 km.w.e. [19].
Note that the overall angular distribution of muons at the
surface is proportional to cos?(f) with an average muon
energy of about 4 GeV [17].

From Eq. (8), the average muon energy at depth 4 is
given by

€,(1 — et

(B = —

()]

The parameters €,,, b and vy, in Eq. (9) have been studied
by several authors [15,18,20] for standard rock (A = 22,
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FIG. 6 (color). The muon energy spectrum local to the various
underground sites calculated using Eq. (8). The areas under the
curves are normalized to the vertical muon intensity for com-
parison purposes.
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FIG. 7 (color). The muon angular distribution local to the
various underground sites based on Eq. (3). All curves have
been normalized to the total muon intensity for comparison
purposes.

TABLE II. Single muon average energies for the various
underground sites.

Site Lipari et al. Groom et al. Measured value
WIPP 165 GeV 184 GeV

Soudan 191 GeV 212 GeV

Kamioka 198 GeV 219 GeV

Boulby 239 GeV 264 GeV

Gran Sasso 253 GeV 278 GeV 270 £ 18 GeV [21]
Sudbury 327 GeV 356 GeV

Z =11, p = 2.65 g cm™2). Uncertainty in these parame-
ters are due to uncertainties in the muon energy spectrum
in the atmosphere, details of muon energy loss in the
media, and the local rock density and composition.
Table II summarizes the average muon energy for the
various sites where we have used two different sets of
parameters provided by Lipari et al. (b = 0.383/km.w.e.,
Y. = 3.7and €,, = 618 GeV [15]) and Groom et al. (b =
0.4/km.w.e. [20], v, =3.77 and €, = 693 GeV [18]).
The measured average single muon energy at Gran Sasso
[21] is 270 = 3(stat) * 18(syst) GeV which has an uncer-
tainty of 6.8%. The predicted values using both sets of
parameters agree with the measured value within the mea-
sured uncertainty.

ITII. MUON-INDUCED NEUTRONS

We distinguish two classes of fast neutrons, namely,
neutrons produced by muons traversing the detector itself,
and neutrons created in the external rock by muons missing
the veto detector. The former can be tagged effectively in
an external veto with sufficient efficiency surrounding a
central detector. The latter are more difficult to shield or
tag in coincidence with the primary muon owing to the
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hard energy spectrum and long propagation range. Thus,
we focus here on the fast neutrons produced in the external
rock and quantify the production rate as a function of
depth.

The production of fast neutrons depends strongly on the
depth and composition of an underground site. Generally
speaking, the neutron production rate at large depths due to
muons is two to 3 orders of magnitude smaller than that of
neutrons arising from local radioactivity through («, n)
reactions. Nonetheless, the latter process is common to
any underground experiment and the low-energy neutrons
(typically <8 MeV) produced via (e, n) reactions are rela-
tively easy to shield (see Sec. VD). The muon-induced
neutrons, on the other hand, have a very hard energy
spectrum (extending to several GeV) and can penetrate to
significant depth both in the surrounding rock and detector
shielding materials. In this section we exploit the total
muon fluxes and distributions developed in the previous
section as input to FLUKA simulations to study the muon-
induced neutron flux, energy spectrum, angular distribu-
tion, multiplicity, and lateral distribution in the under-
ground laboratories.

Table III exhibits the rock composition for the six sites
under consideration. The rock composition of the WIPP
site is mainly NaCl [22], whereas for the other four sites,
the average atomic weight and average atomic number are
calculated based on the known local rock composition
[6,8,23,24]. For lack of additional information we assume
standard rock for Kamioka. Note that Boulby is a salt mine
but the rock composition provided in Ref. [8] is very
similar to the standard rock.

The rock thickness employed in the simulation is
20m X 20 m X 20 m. An experimental cavern, 6 m X
6 m X 6 m, was placed inside the rock region. In this
manner the experimental boundary views 7 m of rock on
each side of the cube. This ensures equilibrium between
neutron and muon fluxes and that the ratio of neutron to
muon fluxes is constant. Within the experimental cavern
was placed the Majorana-like detector geometry discussed
later in this paper assuming a 60 kg target mass of germa-
nium surrounded by 40 cm of lead. The neutron flux
derived for this detector are those that originate from
muon-induced neutrons in the surrounding rock but that

TABLE III. Average matter properties of the various under-
ground sites.

Site (A) (Z) (Z)KA) g/cm3
WIPP 30.0 14.64 0.488 2.3
Soudan 24.47 12.15 0.497 2.8
Kamioka 22.0 11.0 0.5 2.65
Boulby 23.6 11.7 0.496 2.7
Gran Sasso 22.87 11.41 0.499 271
Sudbury 24.77 12.15 0.491 2.894
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are not identified in coincidence with muons passing
through any active region of the detector.

A. Comparison between data and simulation

Table IV lists the mean neutron production rates from
seven measurements [25—30] using liquid scintillator cov-
ering a significant range in depth and mean muon energy.
We provide a global fit function to the data as a function of
mean muon energy (see Fig. 8) and compare this to the
Monte Carlo calculations performed in Ref. [31] (C;oH»,),
Ref. [32] (C¢H,g) and our FLUKA simulation (C,qH,). For
experiments which did not provide the mean muon energy,
we use the experimental depth and the muon energy loss
rate [16] to estimate the mean muon energy.

Note that the LVD (see Fig. 8 and Table IV) result
obtained at Gran Sasso deviates significantly from the
global-fit curve and simulations. Not only is the measured
flux apparently low, the differential energy spectrum of fast
neutrons measured in the same experiment is also incon-
sistent with simulation. Kudryavtsev et al. [32] suggested
that the quenching of proton-recoil energy in the liquid
scintillator of LVD [29] is a natural explanation for the
discrepancy between simulation and the measured energy
spectrum. We propose that this same effect may also ex-
plain the discrepancy in the measured neutron flux.

Following directly from Ref. [29] describing the LVD
analysis for neutrons, ““a high-energy-threshold (HET)
trigger is set at 4—5 MeV. During the 1 ms time period
following an HET trigger, a low-energy-threshold (LET) is
enabled for counters belonging to the same quarter of the
tower which allows the detection of the 2.2 MeV photons
from neutron capture by protons. Each neutron ideally
should generate two pulses: the first pulse above the HET
is due to the recoil protons from n-p elastic scattering (its
amplitude is proportional to and even close to the neutron
energy); the second pulse, above the LET in the time gate
of about 1 ms is due to the 2.2 MeV gamma from neutron
capture by a proton. The sequence of two pulses (one
above HET and one above LET) was the signature for
neutron detection. The energy of the first pulse (above
HET) was measured and attributed to the neutron energy.”

TABLE IV. Measured neutron production rates.

Depth  (E,) (n)

Measurements km.w.e. GeV n/(u gem=2)

Hertenberger [25] 0.02 13 (2+0.7) X107
Bezrukov [26] 0.025 14.7 (47 +0.5) X107
Boehm [27] 0032 165 (3.6*x0.31)x 107
Bezrukov [26] 0316 55 (1.21 =£0.12) x 107*
Enikeev [28] 0.75 120 (2.15+0.15) x 1074
the LVD data [29] 3.1 270 (1.5 *+04)x 107

Aglietta (the LSD) [30] 5.0 346 (5311 x10™*
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FIG. 8 (color). The neutron production rate in liquid scintilla-
tor versus the mean muon energy. Data points with uncertainties
are experimental measurements from Hertenberger [25], Boehm
[27], Bezrukov [26], Enikeev [28], the LVD data [29] and
Aglietta [30]. The solid curve is our global fit to the data after
correcting the LVD data point for quenching effects described in
the text. Our global-fit curve describes the data well but the
FLUKA simulations tend to underestimate the neutron production
rate by about 35%.

The authors go on to “Note that really this is not the
neutron energy but the energy transferred to protons in the
scintillator and measured by the counter,” however, they
do not correct the visible energy for quenching effects to
yield the true proton-recoil energy. Because of the finite
HET, this also means that the total number of neutrons
counted is also underestimated. Quenching of protons in
scintillator was measured by Ref. [33] and a factor of 2.15
is expected for 4 MeV energy of proton recoil as shown in
Fig. 9. If we correct the LVD results by taking this quench-

12
Quenching of protons

10

Visible Energy (MeV)

rQuenching factor of 2.1

S

0 2 4 6 8 10 12 14 16 18 20
Recoil Energy (MeV)

FIG. 9. The quenching function relating the effective or visible
energy in liquid scintillator versus the kinetic energy imparted to
a recoiling proton induced by neutron scattering (adopted from
Ref. [33]).
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ing factor and energy threshold into account the total
neutron production rate we obtain is 4.5 X
107*n/(u gecm™2), an increase of about a factor of 3
from the published value [29] and consistent with our
global-fit curve. However, if this quenching factor does
not apply to the HET, then the discrepancy between the
LVD and LSD data represents a real puzzle and more data
is needed to resolve this puzzle.

One should clarify that such a correction does not apply
to the LSD data [30] taken from an experiment similar to
LVD and operated at Mont Blanc Laboratory. In LSD, no
attempt was made to measure the energy of the muon-
induced neutrons, however, neutrons were counted by
demanding a HET (25-30 MeV) produced by muons
with a track length of at least 15 cm in the liquid scintilla-
tor. Neutrons were then tagged in coincidence with the
delayed capture gamma ray. Consequently, apart from
minor corrections owing to those initial muons producing
coincident neutrons that miss the muon trigger, there
should be no significant threshold correction associated
with neutron counting in LSD.

As can be seen in Figs. 8 and 10, the data are well
described by a simple power law model suggested by
Refs. [31,32,34] and our FLUKA simulation. The FLUKA
simulations, however, underestimate the data (and the sim-
ple power law fit to this data) by about 35%. It is natural to
attribute this to the virtual photonuclear cross section
which is not well known for high-energy cosmic-ray
muon interactions with nuclei. Nonetheless, the integrated
cross section of virtual photonuclear interactions of muons
measured by MACRO [20] and ATLAS [35] show agree-
ment with the Bezrukov-Bugaev model [36] used in
FLUKA, though the accuracy of the prediction is limited
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B [ __{Bezrukov |Enikeev Agliettal
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O S NS R
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FIG. 10 (color online). The relative deviation between our
global fit function and the measured neutron production rate as
a function of the mean muon energy. The uncertainties represent
the experimental uncertainties on the measured data points and
the horizontal lines indicate the root-mean-square deviation on
the residuals.
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FIG. 11 (color). The muon-induced neutron production rate
versus the mean muon energy after correcting the neutron multi-
plicity in the FLUKA simulation.

by the lack of data for muon-induced interactions in ma-
terials of medium density and composition.

We suggest that it is possible that the neutron multi-
plicity in the muon-induced nuclear cascades and electro-
magnetic cascades is responsible for this difference. The
experimental results from Refs. [26,37] show a higher
neutron multiplicity than that predicted by FLUKA and we
propose a neutron multiplicity correction function to cor-
rect the neutron production rate. This function is obtained
by extrapolating the variation in neutron multiplicity as a
function of muon energy between the proposed parametri-
zation based on the measurements [26,37] and the FLUKA
simulation.

M;— M

de"“ = 0.64E00% — 0.74E,%12,  (10)
where M is the measured neutron multiplicity, M,,. is the
simulated neutron multiplicity in FLUKA and E, is the
muon energy in GeV. After correcting the neutron multi-
plicity in the FLUKA simulation, good agreement is found
between the data and the simulation as can be seen in
Fig. 11.

Further improvement might be gained with minor mod-
ifications in the inclusion of deep inelastic scattering of
muons on nucleons. More generally, it is desirable to have
more data for high-energy muon interactions in the appro-
priate materials in order to more accurately tune the simu-
lations relevant to neutron production deep underground.
Nonetheless, whether we use our global fit function to the
measured data or rely upon the multiplicity-corrected
FLUKA simulation, the muon-induced neutron yield repro-
duces the data within an accuracy of about 15%.

B. Media dependence of neutron production rate

The muon-induced production rate for neutrons depends
critically on knowledge of the chemical composition and
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FIG. 12 (color online). Simulation of the muon-induced neu-
tron production rate versus the atomic weight of the medium.

density of the medium through which the muons interact.
We have studied this dependence using the FLUKA simula-
tion specific to Gran Sasso in order to compare directly
with Ref. [34]. The dependence on atomic weight is shown
in Fig. 12, where the general trend is well described by a
power law, consistent with Ref. [34] using slightly different
fitting parameters.

(n) = 4.54 X 107541 n/(u gem™).  (11)

The contribution to the neutron production rate from
electromagnetic showers becomes more important for a
heavy target, since the cross section of an electromagnetic
muon interaction is proportional to Z%/A. Figure 13 shows
this dependence where, again, the general trend can be
described using a power law:

2
(n) = 1.27 X 10—4<ZX>0'92n/(M gem™2), (12)

(n/p g cm?)

Neutron Yield

ey

0 5 10 15 20 25 30 35
Z?/A

FIG. 13 (color online). Simulation of the muon-induced neu-
tron production rate versus Z2/A of the medium.
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C. Neutron fluxes and differential spectra at
underground sites

1. Neutron flux at rock/cavern boundary

The muon-induced neutron flux emerging from the rock
into the cavern has been estimated for the various under-
ground sites considered in this work. We derive the neutron
flux utilizing the FLUKA simulation with the corrected
neutron multiplicity [Eq. (10)] and the muon fluxes and
distributions outlined in Sec. II. The neutron flux (¢,) as a
function of depth is shown in Fig. 14 where we have
included a fit function of the following form:

b, = Po<%>€_h"/P‘, (13)

0

where h, is the equivalent vertical depth (in km.w.e.)
relative to a flat overburden. The fit parameters are Py =
40+1.1) X107 cm 257! and P, =086+
0.05 km.w.e.

In Table V we summarize the neutron flux at the rock/
cavern boundary for the various sites considered and note

-2
Neutron Flux (cm™s™)
S,
o«
T T TTTT H‘

ey
<
o

o

e
3
\

10-11

i

Depth (km.w.e.)

FIG. 14 (color online). The total muon-induced neutron flux
deduced for the various underground sites displayed.
Uncertainties on each point reflect those added in quadrature
from uncertainties in knowledge of the absolute muon fluxes and
neutron production rates based upon our simulations constrained
by the available experimental data.

TABLE V. The muon-induced neutron flux for six sites (in
units of 107° ecm~2s~1). The total flux is included along with
those predicted for neutron energies above 1, 10, and 100 MeV.

Site total >1.0 MeV >10MeV >100MeV
WIPP 34.1 10.78 7.51 1.557
Soudan 16.9 5.84 4.73 1.073
Kamioka 12.3 3.82 3.24 0.813
Boulby 4.86 1.34 1.11 0.277
Gran Sasso 2.72 0.81 0.73 0.201
Sudbury 0.054 0.020 0.018 0.005
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that we have not included the effect of neutrons that
emerge from one surface and backscatter back into the
cavity. The results are in good agreement with the existing
simulation results for Gran Sasso [38]. If the simulation
results for Boulby [39] are modified using our neutron
multiplicity correction, good agreement is also found be-
tween the two results. It is relevant to note that there is a
significant fraction of the neutrons with energy above
10 MeV.

2. Neutron production in common shielding materials

Fast neutrons can also be created by muons passing
through the materials commonly used to shield a detector
target from natural radioactivity local to the surrounding
cavern rock. Figure 15 shows the neutron yield in some
common shielding materials. We have also included a
simulation for germanium which will prove useful later
in this paper when we consider the DSR for experiments
based on this target material.

The fitted functions have the same form as Eq. (13) but
with different values for parameters which are provided in
Table VI. To convert the neutron production rate to the total
neutron flux, one multiplies Eq. (13) by the average muon
path length which depends upon the detector geometry.

:"‘ - — Lead
‘E 108 WIPP
° E ®Soudan e Polyethylene
g ol e~ Bouby Copper
o E % Mn,, . ~y.GranSasso -t Germanium
5 C 8.
B 0| ..
S107°
3 E
2 -
£ r
§10-11 ?
5 C
3 »
Z10mL-
1078 by L | | | |
2 3 4 5 6

Depth (km.w.e.)

FIG. 15 (color). The muon-induced neutron production rate
predicted for some common detector shielding materials. Note
that minor variations due to neutron backscattering have been
neglected in these calculations.

TABLE VI. Summary of the fitting parameters describing the
muon-induced neutron production rate in common detector
shielding materials.

Material P, P,

Lead (7.84 £ 2.21) X 1078 0.86 = 0.05
Polyethylene (6.89 = 1.95) X 107° 0.86 = 0.05
Copper (2.97 = 0.838) x 1078 0.87 £ 0.05
Germanium (3.35+0.95) x 1078 0.87 = 0.05
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Generally speaking, muon-induced neutrons produced
in a detector target or surrounding shield can be actively
vetoed in coincidence with the primary, depending on the
veto efficiency and specific detector geometry. Specific
examples are provided later in this paper.

3. Neutron energy spectrum

It is well known that the energy spectrum of neutrons
produced by muon spallation is uncertain [29,31,34,40—
42] and that data are scarce, particularly for studies rele-
vant for deep underground sites. Nonetheless, with refer-
ence to Fig. 16 and our previous discussion of the LVD data
sample obtained at Gran Sasso, the FLUKA simulations
[31,34,40] reproduce the data well once the data are ap-
propriately corrected for the quenching of proton-recoil
energy. Recently, Ref. [42] reported a measurement of
the muon-induced neutron energy spectrum using
190 GeV/c muon interactions on a graphite target. The
neutrons were observed by liquid scintillator detectors and
the neutron energy distribution was determined via time-
of-flight. The measured angular and energy distributions
agree well with the FLUKA simulation performed by
Ref. [31].

We derive the neutron energy spectrum for each experi-
mental site (Fig. 17) from the FLUKA simulation for the
neutrons produced in the rock and then emerge into the
experimental hall. The muons are generated locally for
each site as described in Sec. II and used as input to the
FLUKA simulation.

2] =
gk
102k — Wang (FLUKA) and Chazal
s E
5 & -+« Khalchukov
< e
oER R, e LVD

E%.

- ,_./_4 -3

o, N ~e- LVD data

- >ﬂ0r—<,.

T ~e- LVD data corrected
10"
0 0.2 0.4 0.6

0.8 1 1.2
Neutron Energy (GeV)

FIG. 16 (color). The differential energy spectrum for muon-
induced neutrons as measured in the LVD experiment before and
after correcting for proton-recoil quenching effects described in
the text. All models shown are normalized to the uncorrected
LVD data point at proton-recoil energy of 0.4 GeV. Note that the
corrected data point at 0.4 GeV still overlaps with the uncor-
rected value since the quenching factor is close to unity at this
energy. The FLUKA simulations reproduce the shape of the
differential energy spectrum well following the correction to
the LVD data.
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FIG. 17 (color). The differential energy spectrum for muon-

induced neutrons at the various underground sites. The bin width
is 50 MeV.

For each site we provide a convenient parametrization
based upon the following fitting function:

dN e %En -
— =A,——+ B, (E,)e “En ) + a,E,“, (14
dEn ,u,< En ‘u( ,u,) > 2&n ( )
where A, is a normalization constant, a, a;, a, and a3 are
fitted parameters, E, is the neutron energy, B, (E,) is a
function of muon energy and E, is in GeV,

B,(E,) = 0.324 — 0.641¢ 0014E, (15)

This parametrization is consistent with Ref. [31] and is
valid for E,, > 10 MeV. The fit parameters and the average
neutron energy for each site are summarized in Table VII.

4. Neutron angular distribution

The angular distribution of neutrons produced in the
rock by muons is shown in Fig. 18. As described in
Refs. [31,43], our simulations reproduce the expected for-
ward peak for those neutrons that are produced largely
through muon spallation whereas the secondary evapora-
tion of neutrons is predominantly distributed isotropically
along the muon track.

TABLE VII. Summary of the fitting parameters describing the
shape of the differential energy spectrum of muon-induced
neutrons for the various underground sites.

Site (E) ay a; a, as
WIPP 62 MeV 6.86 2.1 2,971 X 10713 2.456
Soudan 76 MeV 7333 2105 —535X%X10715 2893
Kamioka 79 MeV 7.55 2118 —1.258 X 1074 2761
Boulby 88 MeV 7.882 2212 —2342 X107 2613
Gran Sasso 91 MeV 7.828 223 —7.505x 10715 2831
Sudbury 109 MeV 7.774 2.134 —2.939 X 107'¢ 2.859
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FIG. 18 (color). Simulation of the muon-induced neutron an-
gular distribution for neutrons produced relative to the primary
muon track.

We parametrize the angular distribution according to:

dN Ag
dcos(0) (1 — cos(0))BeEw) + Ca(EM)’

(16)

where Ay is a constant and By(E,,) and Cy(E,,) are weakly
correlated to muon energy and E,, is in GeV. The corre-
sponding functions are

By(E,) = 0.482E%0% (17
and
Cy(E,) = 0.832E,01%2, (18)

5. Neutron multiplicity

The number of neutrons produced per muon interaction
is the least known quantity in the production of neutrons
induced by muons. As discussed previously, the average
multiplicity in FLUKA is smaller than that of the measure-
ments [26,37]. The neutron multiplicity distributions ob-
tained from our simulations are shown in Fig. 19.

The parametrization function proposed by Ref. [31] is
employed:

AN _ gy BuEM 1 Cy(E e PrEDM) (19)
- M M By )
M
where A,, is normalization constant, M is the multiplicity
and E,, is in GeV. We found

By(E,) = 0.321E,024, (20)
CM(E/.L) — 318.16_0'0142“2/‘, (21)

and
Dy(E,,) = 2.02¢ 00609E, 22)

The average multiplicity exhibits the expected depen-
dence on muon energy, and thus depth, and is apparent in
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FIG. 19 (color). Calculated neutron multiplicity at different
experimental sites. Shown is a solely FLUKA calculation without
correcting multiplicity using Eq. (10).

the fit parameters (M) = 3.48, 4.26, 5.17, 6.03, 6.44 and
7.86 for WIPP, Soudan, Kamioka, Boulby, Gran Sasso and
Sudbury, respectively. The neutron multiplicity is also
dependent on the different target materials. We have simu-
lated the neutron distributions using the average density
and chemical composition appropriate for each site and
applied a correction to the simulated multiplicity according
to Eq. (10). The corrected multiplicity agrees with the
result in Ref. [37] for KamLAND.

6. Neutron lateral distribution

Figure 20 shows a FLUKA simulation of the lateral
distribution of neutrons as they emerge from the primary

o 1
g —e— Liquid scintillator
% —e— Water
10" - —e— Standard rock
k) E —e— Salt
s§ r
=}
-2
s107 e
w E
10° E
10°
10° | | | | |
0 1 2 3 4 5

Distance from muon track (m)

FIG. 20 (color). The fraction of muon-induced neutrons
emerging as a function of distance from the primary muon track
in several media. The curves exhibit distinct features relevant to
neutron production and propagation in the media. At short range
from the muon track, neutron production increases with distance
as the nuclear and electromagnetic shower develops, however,
neutron production weakens after about 50 cm from the muon
track and propagation/attenuation of neutrons in the medium
dominates.
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muon track in a selection of media. Typically speaking, the
neutron flux is attenuated by about 2 orders of magnitude at
distances larger than 3.5 m from the muon track, however,
as much as 10% remain at distances as large as 2 to 2.5 m.

IV. MUON-INDUCED COSMOGENIC ACTIVITY

As the cascades of muon-induced reactions propagate
through detector materials, the production rate of cosmo-
genic nuclide j at depth X in a detector volume can be
expressed as

R;(X) = Z”iZ/U'ijk(Ek) * ¢r(Er, X)dEy, (23)
"

where 7; is the number of atoms for target element i per kg
of material in the detector, o (E}) is the cross section for
the production of nuclide j from the target element i by
particles of type k with energy E;, and ¢ (E, X) is the
total flux of particles of type k with energy E;. The
production cross sections are discussed in detail in
Ref. [44] where the equivalent photon approximation is
used. The energy dependence of the corresponding
cross section can also be described by o, (E) = oy - EV’
[45].

Neutrons can interact with nuclei to produce long-lived
radioactive isotopes and secondary neutrons. The produc-
tion rate can be estimated as

R(h) = f O, (E )N, o (EVIE,  (24)

where ®,(E, h) is the flux of neutrons on the detector at
depth A, N, is the number of atoms of the target and o, (E)
represents the production cross section of the neutron
reaction [46—48]. The neutron flux ®,(E) depends on
the neutron energy. Note that the long-lived radioactive
isotopes produced by neutrons near the Earth’s surface are
the dominant product of the muon-induced cosmogenic
radioactivity.

The production of cosmogenic radioactivity depends
strongly on the target and it must be evaluated specifically
for an individual experiment. Nonetheless, the production
rate is proportional to the muon, or neutron, flux and the
relevant interaction cross section. The energy dependence
of the total cross section for all muon-induced radioiso-
topes in liquid scintillator was evaluated assuming the
power law [49],

olE,) © EY, (25)

where « varies from 0.50 to 0.93 with a weight mean value
(a) = 0.73 £ 0.10 [50]. For a target of N atoms and cross
section o at the Earth’s surface, where the average muon
energy is about 4 GeV, the muon-induced cosmogenic
radioactivity (R;,,) depends on the differential muon en-
ergy spectrum dN, /dE,, at the experimental site:
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TABLE VIII. The scaling factor, F, relevant to the depth-
sensitivity relation (DSR) developed for the underground sites
considered in this work.

Depth (E.) F
Site (km.w.e.) (GeV)
WIPP 1.585 184 2140
Soudan 1.95 212 4600
Kamioka 2.05 219 5690
Boulby 2.805 264 19180
Gran Sasso 3.1 278 29270
Sudbury 6.011 356 1.67 X 10°
R = Nog [*(-Er Y N yp (26)
o = NO .
0 fo (1 GeV> dE, " *

As a simplification, the production rate is written as a
function of the average muon energy (E,, ) [50]:

E @
Rio = BQNUIGGV<%) b, 27)

where ¢, is the total muon flux at the experimental site
and Bg7;3 = 0.87 = 0.03 is the correction factor for the
averaging of E,, [50]. For a given detector target, a simple
scaling relation, or DSR factor F, can be derived,

¢, (surface)

R;.,(surface) (4 GeV)a

F= = :
R;,(underground) (E,) ) ¢ ,(underground)

(28)

which describes the reduction in muon-induced activity as
one moves to deeper and deeper sites. Table VIII summa-
rizes this effect.

V. THE DEPTH-SENSITIVITY RELATION

In this section we develop the DSR for the major com-
ponents of the muon-induced background, namely, the
cosmic-ray muons themselves, the induced neutron back-
ground, and cosmogenic radioactivity. In Fig. 21 we show a
global view for the DSR where we have arbitrarily nor-
malized the DSR factor F at the shallower depth character-
istic of the WIPP site. Generally speaking, the muon flux
and induced activity is reduced by about 1 order of magni-
tude for every increase in depth of 1.5 km.w.e.

The curves shown in Fig. 21 are indicative of the relative
muon flux and muon-induced activity that will be present
for a given laboratory site at its characteristic depth. The
effect of this activity will depend on the specific details of a
given detector geometry, including shielding, and the goals
of a particular experiment. Generally speaking, muons that
traverse a detector unvetoed and muon-induced fast neu-
trons are the primary concern deep underground, while
long-lived cosmogenic activity is usually dominated by
activation of detector materials at the surface and prior to
construction underground. In what follows, we describe
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FIG. 21 (color). Relative attenuation factors for the muon and
muon-induced activities as a function of overburden. The curves
are normalized, arbitrarily, to unity for the shallower depth
defined by the WIPP site at 1.585 km.w.e. Roughly, an attenu-
ation factor of about 1 order of magnitude is achieved for every
1.5 km.w.e. increase in depth.

simulations for a germanium-based detector and apply this
to develop the DSR for specific examples in the search for
dark matter and neutrinoless double-beta decay. Particular
attention is paid to the sensitivity to muon-induced fast
neutrons.

A. Simulation setup for germanium-based detectors

To evaluate the response of neutrons in a detector, a
Monte Carlo simulation code has been developed to simu-
late the neutrons generated in different media where we
rely on the neutron fluxes and distributions generated and
discussed above. The detector geometry, material, and
electromagnetic interactions are simulated using GEANT 3
[51]. Hadronic interactions are simulated using the nucleon
meson transport code, NMTC [52], while transportation of
low-energy neutrons is achieved using GCALOR [52]. Fast
neutrons deposit their energy via elastic scattering and/or
inelastic scattering processes. We will demonstrate that the
former is the main concern for dark matter searches since
the elastic scattering process tends to deposit energy in the
low-energy region of interest while the latter dominate the
background through inelastic scattering process owing to
the ensuing 7y rays produced above the Q value for double-
beta decay. In general, inelastic reactions of fast neutrons
leave the residual nucleus in a highly excited state which
subsequently decays via y cascades to the ground state in
typically three or four steps. The initial intensity distribu-
tion over a very large number of highly excited levels is
collected in the first few excited levels which then decay to
the ground state. In the simulation, the Hauser-Feshback
theory [53] is used to calculate inelastic scattering cross
sections for excitation of a given level depending on the
properties of the ground state and the excited state. This
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theory was first formed by Hauser and Feshback in the
1950s and later modified by Moldauer [54]. Since then
many experiments have verified the theory [55-57].

In addition to the geometry associated with the detector
and shielding materials, it is important also to define the
geometry and dimension of the cavern housing the experi-
ment. For example, we have demonstrated that the neutron
flux incident on the shielding around a detector can vary by
factors of about 2—3, depending on the cavern size, due to
the backscattering of neutrons from the cavern walls. As
such we specify a cavern size 30 X 6.5 X 4.5m? in our
simulations. The effects of lead, polyethylene, copper, and
target material on neutron production and absorption are
also important to the neutron simulation. We have seen a
large increase (a factor ~10-20, depending on the thick-
ness of lead) in the neutron flux due to the additional and
efficient production of neutrons in lead, an effect that has
also been identified in Ref. [58]. Consequently, the DSR
developed in what follows should be understood within the
boundary conditions described for the specific experiments
considered.

B. DSR for dark matter experiments

Experiments geared toward the direct detection of dark
matter such as WIMPs (weakly interacting massive parti-
cles) rely on detector technologies capable of visible en-
ergy thresholds well below 100 keV in order to observe the
recoil energy induced via WIMP scattering off the nucleus.
In order to have sufficient sensitivity to the feeble WIMP
cross section, such detectors must also be constructed of
materials with extremely low levels of natural radioactivity
and be able to discriminate background from ionizing
v rays and electrons that can otherwise fog a potential
WIMP signal. With this discrimination power in hand, it
remains to assure that nuclear recoil events associated with
fast neutrons are kept sufficiently rare as they present an
ineluctable background in the search for WIMPs. To date,
the most stringent limits on the WIMP-nucleon
cross section (~ 1.6 X 10°** cm?) have been provided
by the CDMS-II experiment operating in the Soudan
mine [59] and it is the goal of next generation experiments
to improve this sensitivity by several orders of magnitude.

In order to demonstrate the sensitivity of dark matter
experiments to muon-induced fast neutrons we derive the
DSR for the CDMS-II detector [60], which consists of a
tower of four Ge (250 g) and two Si (100 g) detectors
surrounded by an average of 0.5 cm of copper, 22.5 cm of
lead and 48.6 cm of polyethylene. A 5-cm-thick muon veto
detector with efficiency >99.9% encloses the shielding.

The production rate (R) of nuclear recoil events pro-
duced by fast neutrons can be expressed as

- dd, (E,)
R =S f e o (E)FAEE,  29)

where 7; is the number of atoms for target element 7 per kg
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material in the detector, (d®,(E))/dE is the neutron en-
ergy spectrum [Eq. (14)] at depth h, o;(E) is the neutron
interaction cross section [46—48] with ith element of natu-
ral Ge, and F;(E) is an energy-dependent quenching func-
tion [61] specific to the ith element of Ge.

We generate the muon-induced neutrons at the rock/
carven boundary using the formalism outlined in Sec. III
and propagate them through the CDMS-II geometry de-
scribed above. Since the muon veto in CDMS II has an
efficiency greater than 99.9% [5], we are concerned only
for the neutrons produced in the rock. We have performed
our simulations for CDMS II using two different shielding
configurations. Shielding configuration 1 is that used in the
actual experiment with 0.5 cm copper, followed by 8.6 cm
polyethylene, 22.5 cm lead, and 40 cm of polyethylene as
the outer neutron shield. In shielding configuration 2, we
interchanged the thick polyethylene and lead shield posi-
tions. In this case we found a reduction in background by
about a factor of 2 over the CDMS-II shield. This reduction
occurs owing to the additional neutrons produced when
neutrons from the rock interact in the lead shield. Similar
observations have been made in Refs. [39,58]. The visible
recoil energy spectrum induced by the fast neutrons is
shown in Fig. 22 for three different depths and along
with the spectrum expected for dark matter assuming a
cross section o, = 107% cm? and a 100 GeV WIMP
mass.

Using these results we determine an event rate of 0.9
events/kg-year in an energy window of 10 to 100 keV for
the CDMS-II experiment operating at the Soudan mine.
This rate is reduced to 0.5 events/kg-year after identifying
those neutrons that interact with two or more crystals in the
CDMS-II tower. Our prediction is consistent with the upper
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FIG. 22 (color). The predicted event rates for spin-independent
WIMP-nucleon scattering (dotted line) in Ge assuming a WIMP-
nucleon cross section of o, = 10-46 cm? and a 100 GeV WIMP
mass. Muon-induced neutron backgrounds are also displayed for
comparison, indicating the need for greater and greater depth as
experiments evolve in scale and sensitivity.
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bound of 0.94 * 0.38 events/kg-year that can be deduced
from the CDMS II Collaboration’s limit of 0.05 % 0.02
neutrons detected during an exposure of 19.4 kg-day [60]
or 34 kg-day [59]. In Ref. [5], Kamat also simulated the
unvetoed neutron rate in the CDMS-II detector and ob-
tained 0.05 = 0.02 neutrons for the 19.4 kg-day exposure,
in excellent agreement with our prediction.

We can now derive the DSR appropriate to the CDMS-II
experiment. As shown in Fig. 23, the experiment’s sensi-
tivity would be limited to o, ~ 10* cm? due to the
muon-induced fast neutron flux at Soudan and that depths
in excess of ~5 km.w.e. will be required to push beyond
o, ~ 10746 ¢cm?, unless the neutron flux can be suppressed
effectively either by further shielding and/or active veto.

It was pointed out in Ref. [39] that the nuclear recoil
event rate in coincidence with a second energy deposition
not associated with nuclear recoils (electrons, photons,
muons, etc.) is a factor of 10 more than the rate of isolated
nuclear recoil. We cannot confirm this statement (a factor
of 10) with the CDMS-II geometry for the neutrons which
are produced in the rock and associated muons that miss
the veto. This is likely due to the fact that the CDMS-II
detectors are segmented and much smaller than that con-
sidered in Ref. [39]. In our simulation, heavy charged
particles such as pions, kaons and protons with kinetic
energy greater than 10 MeV that are produced together
with neutrons by muons in the rock are a factor of 10 less
than that of neutrons and they are about 40 times smaller in
number than the neutrons after passing through the shield-
ing. The electrons and bremsstrahlung photons that are
produced in the rock cannot survive the rock and air. The
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FIG. 23 (color). The depth-sensitivity relation (DSR) derived
for the CDMS-II detector geometry for the two shielding con-
figurations described in the text. The muon-induced background
is dominated by elastic scattering of neutrons depositing visible
energy in a 10 to 100 keV window. Specific points are shown, for
example, at the depth of the Soudan mine where the CDMS-II
detector has been operating. Uncertainties reflect those present
due to uncertainties in the rock composition and in generating
the muon-induced fast neutron flux.
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bremsstrahlung photons that are produced in the lead
through nuclear showers induced by neutrons could gen-
erate the recoils in the detector. However, this contribution
is limited by the size of the detectors and most of these
events are multiple crystal events. In the CDMS-II simu-
lation considered here as an example, we find that only
10% of the recoil energy deposited by fast neutrons are
coincident with secondary particles that can potentially
sum with the neutron energy deposited in the detector.

C. DSR for double-beta decay experiments

To demonstrate the effect of muon-induced activity in
the search for neutrinoless double-beta decay, we consider
the geometry proposed for the Majorana project [62] where
a detector module is made up of 57, 1.05 kg, closely
packed crystals of germanium enriched to 86% in "°Ge.
While details of the shielding for Majorana are under
development, we consider an innermost layer with 10 cm
copper, followed by 40 cm lead and an outermost layer of
10 cm polyethylene. An active muon veto outside the
passive shield is also assumed but one that is limited to
90% efficiency to veto nucleons produced inside the
shielding.

Both elastic and inelastic reactions of muon-induced
neutrons are considered, however, unlike the case for
dark matter, the dominant source of muon-induced back-
ground for the Majorana geometry results from the high-
energy cascades that evolve from inelastic neutron scatter-
ing on the detector and shielding materials that produce
background in the region of interest of the Q value at
2039 keV. The results of our simulation are shown in
Fig. 24 with a breakdown of the main contributions sum-
marized in Table IX.

Here we have performed our simulations assuming
that the detector was operated at Gran Sasso depth in
order to directly compare to previous germanium-
based experiments situated there. In this case, we find
that the total muon-induced background is about
0.026 events/keV-kg-year for Majorana at the depth of
Gran Sasso. The dominant contribution (82%) to this back-
ground results from inelastic neutron scattering processes
(Ge(n, n'y), Pb(n, n'y) and Cu(n, n'y)) on the detector
target and shielding materials. Others (18%) include
stopping-muon capture on Ge, neutrons that capture on
Ge and on Cu, and cosmogenic production in situ.

It is interesting to set our simulations within the frame-
work of the Heidelberg-Moscow experiment. Comparing
our simulation to their background model [63], we find
agreement in the prediction of about 0.003 events/keV-kg-
year due to events escaping the muon veto, however, we
believe that the muon-induced neutron background and in
situ cosmogenic production were missed in their simula-
tion. We note that the simulated background in Ref. [63] is
about 20% lower than that actually measured in the
Heidelberg-Moscow experiment. Interestingly enough,
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FIG. 24. A simulation of the muon-induced background for a
Majorana-like experiment operating at an equivalent overburden
provided by the Gran Sasso Laboratory. In (a) we show the full
spectrum with an expanded profile in (b) spanning the region of
interest (ROI) around the Q-value for neutrinoless double-beta
decay at 2039 keV. The peak at 2023 keV is characteristic of that
produced via the 76 Ge(n, n'y) reaction.

TABLE IX. Breakdown of the muon-induced background pre-
dicted for the energy range 2000-2100 keV in a Majorana-like
experiment operating with an overburden characteristic of the
Gran Sasso Laboratory.

Events in the ROI

Reaction (events/keV-kg-year)
76Ge(n, n'y) 0.01

"4Ge(n, n'y) 0.002

Cu(n, n'y) 0.0019
208Pb(n, n'y) 0.0035
Elastic Scattering on Ge 0.0036

Muon hits 0.0025
Others 0.0024
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FIG. 25 (color). The depth-sensitivity relation (DSR) derived
for a Majorana-like experiment showing, specifically, the results
from this work assuming the detector is operated at a depth
equivalent to the Gran Sasso Laboratory. The raw event rate in
the energy region of interest of 0.026 events/keV-kg-year can be
reduced by a factor of 7.4 by exploiting the detector granularity,
pulse-shape discrimination (PSD), and detector segmentation.
The upper curve displays the background simulated in the case
that no active neutron veto is present and the lower curve
indicates the reduction that would ensue if an active neutron
veto were present that is 99% efficient.

this missing 20%, corresponding to 0.022 events/keV-kg-
year, is precisely what we have found in our simulation.

The results of our simulations can be used to derive the
DSR for Majorana as shown in Fig. 25. The neutron
induced background can be reduced by about a factor of
7.4 in Majorana owing to the use of crystal-to-crystal
coincidences and the use of pulse-shape discrimination
and segmentation. Nonetheless, to achieve the target sen-
sitivity of next generation double-beta decay experiments,
0.000 25 events/keV-kg-year corresponding to the back-
ground level required to reach sensitivity to the atmos-
pheric mass scale of 45 meV Majorana neutrino mass,
the muon-induced background must be reduced by roughly
another factor of 100. This can be achieved only by oper-
ating such a detector at depths in excess of 5 km.w.e.,
otherwise an active neutron veto would need to be imple-
mented with an efficiency in excess of 99%.

D. (a,n) background

Once the depth requirement is satisfied, a proper shield
against (a, n) neutrons from the environment becomes
necessary. We use the standard rock and the measured
neutron flux (3.78 X 107®cm™2s7! [64,65] ) at
Gran Sasso assuming that all underground labs have the
same order of neutron flux to establish the shielding re-
quirement for (&, n) neutrons. This flux corresponds to an
average of about 2.63 ppm >*U and 0.74 ppm 2*’Th
activity in Gran Sasso rock and 1.05 ppm 2*¥U and
0.67 ppm 2*Th activity in Gran Sasso concrete [66]. The
neutron energy spectrum depending on the rock composi-
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FIG. 26 (color). The neutron energy spectrum arising from
(a, n) reactions due to radioactivity in the rock. We predict a
harder energy spectrum in Gran Sasso rock relative to standard
rock owing to the presence of carbon and magnesium.

tion is shown in Fig. 26. As can be seen, the total neutron
flux is about 3 orders of magnitude higher than that of
neutrons from the rock due to muon-induced processes, but
the energy spectrum is much softer.

To demonstrate the neutron flux and energy spectrum at
different boundaries we show the rock/cavern neutron flux
and energy spectrum with a shielding for Majorana de-
scribed earlier in Fig. 27 for the depth of Gran Sasso as an
example.

Note that the (a, n) neutrons from the rock are quickly
attenuated to the level of the muon-induced neutrons below

° w:Rock/Cavern boundary

A w:After poly shielding

Ll w:After lead + copper shielding
(a,n): Rock/Cavern boundary

(or,n): After poly + lead + copper shielding

ss%
T

i Xt
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FIG. 27 (color). The energy spectrum for fast neutrons pro-
duced by (a, n) reactions in the rock compared to those induced
by muon interactions in the rock with and without shielding. The
lower energy neutrons (<10 MeV) are quickly absorbed using
polyethylene shielding, however, the high-energy portion of the
muon-induced neutron flux persists. The addition of lead shield-
ing adjacent to a detector can also create an additional source of
muon-induced neutrons.
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10 MeV with rather moderate shielding whereas the higher
energy muon-induced neutrons are essentially unaffected.
We note also the increase in the muon-induced neutrons
with the addition of lead shielding owing to the additional
neutron production in the heavy target. Consequently, the
high-energy muon-induced neutron background is the
dominant concern given adequate shielding for the lower
energy (a, n) neutrons.

We show the shielding requirement for («, n) neutrons
as a function of the thickness of polyethylene in Fig. 28 in
terms of the sensitivity of dark matter and double-beta
decay. Polyethylene shielding 30 to 40 cm thick is required
for next generation experiments using Ge in the search for
neutrinoless double-beta decay while about 60 cm is re-
quired for dark matter searches.
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FIG. 28 (color online). The (a, n)-induced background versus
polyethylene shielding thickness for the CDMS-II and Majorana
detectors considered in this work. The upper limit on the spin-
independent WIMP-nucleon cross section obtained by the
CDMS II Collaboration [59] is shown in the upper panel for
comparison along with that predicted for the muon-induced
neutron background at Soudan and Sudbury. The lower panel
includes our predicted value for the background in the
Heidelberg-Moscow experiment (KKDC) [71] before and after
the reduction obtained using detector granularity, pulse-shape
discrimination (PSD), and detector segmentation.
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VI. SUMMARY

We have provided a comprehensive study of the cosmic-
ray muon flux and salient distributions as a function of
depth and specific to a set of existing underground labo-
ratories around the globe. We have applied these distribu-
tions to simulate the induced background at various
underground sites and, where possible, made direct com-
parison to the available experimental data in order to assess
the accuracy of our predictions. A depth-sensitivity rela-
tion has been developed and applied to examples of
germanium-based detectors used in the search for cosmo-
logical dark matter and neutrinoless double-beta decay.

The cosmic-ray muon flux is well described by a simple
exponential law over a broad range in depth extending
from about 1 to 8 km.w.e. We have defined depth in terms
of the total muon flux obtained at an equivalent vertical
depth to a site with flat overburden. This removes some of
the confusion regarding the average depth often quoted for
laboratories sited beneath mountains where the measured
total muon flux is ~(15-20)% greater than what would be
predicted based upon the average depth alone.

Good agreement can be found between the output of
FLUKA simulations and the available experimental data on
muon-induced fast neutrons provided one accepts our argu-
ment to correct the LVD data on both flux and energy
distribution due to quenching effects. In that case we find
that our simulations reproduce the data well, albeit with an
overall normalization for the total neutron flux that appears
to be underestimated by ~35%. This normalization ap-
pears to be greatly improved when one corrects the output
of the FLUKA simulation to agree with experimental data on
neutron multiplicity. Clearly, more data on the fast neutron
energy spectrum and multiplicity induced by muons would
be valuable to further benchmark and tune the FLUKA
simulations.

Our example DSR for dark matter searches is developed
based on a model for the CDMS detector and demonstrates
that depths in excess of ~5 km.w.e. will be required in
order to circumvent background from the elastic scattering
of fast neutrons contaminating the low-energy region of
interest for recoiling WIMPs. A similar conclusion can be
made for neutrinoless double-beta decay, modeled after the
Majorana detector, where background following nuclear
excitation due to the inelastic scattering of fast neutrons is
the main culprit. Shallower depths make such experiments
feasible provided the fast neutron flux can be adequately
shielded and/or actively vetoed. The muon and muon-
induced activity increases by approximately 1 order of
magnitude for every decrease in depth of 1.5 km.w.e.

The program developed here has been applied to these
specific types of experiments and detector geometries,
however, the distributions presented in parametrized form
can now be used as input to new simulations and back-
ground studies in other detectors of interest. The program
could also be easily extended to underground sites under
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development that have not been considered in this work.
More recently, we have begun an experimental program to
verify some of our specific predictions by irradiating a Ge-
detector with fast neutrons. Preliminary results indicate
that the data agree well with our specific predictions for
the Majorana detector. The details of that work are beyond
the scope of this paper and will be communicated
separately.
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