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Renormalization of initial conditions and the trans-Planckian problem of inflation
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Understanding how a field theory propagates the information contained in a given initial state is
essential for quantifying the sensitivity of the cosmic microwave background to physics above the Hubble
scale during inflation. Here we examine the renormalization of a scalar theory with nontrivial initial
conditions in the simpler setting of flat space. The renormalization of the bulk theory proceeds exactly as
for the standard vacuum state. However, the short distance features of the initial conditions can introduce
new divergences which are confined to the surface on which the initial conditions are imposed. We show
how the addition of boundary counterterms removes these divergences and induces a renormalization
group flow that depends on the initial conditions.
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I. INTRODUCTION

A fundamental principle of field theory is that we do not
need to know the details of a particular theory at arbitrarily
short distances to be able to use it to make physical
predictions. This ignorance is permissible not because
the corrections from high energies are small; in fact they
usually are infinitely large. Instead, our ignorance of the
short distance behavior of the theory can be absorbed into
the redefinition of the parameters describing the theory.
The predictions can then be expressed in terms of a finite
number of parameters associated with a set of local opera-
tors. In this renormalized theory, higher order corrections,
which are usually defined as power series in a small
rescaled coupling, remain small. What we have lost in this
process is the idea of fixed, constant parameters; coupling
‘‘constants’’ now depend upon the scale at which they have
been defined.

The behavior of a field theory in the early universe
appears to violate this principle of decoupling—at least
at a first glance. A distinctive feature of inflation [1] is the
superluminal stretching of length scales which allows
quantum field fluctuations during the inflationary phase
to induce the metric perturbations that seed the large-scale
structure of the universe. The observed spectrum of acous-
tic peaks in the cosmic microwave background (CMB) and,
even more strikingly, the detection of anticorrelations in
the polarization and temperature anisotropies at superhor-
izon scales are both completely consistent with the pre-
dictions of inflation [2]. How much expansion occurred
during inflation depends on the expansion rate and its
duration, but with more than the 60–70 e-folds usually
demanded of inflation, the scales associated with the large-
scale structure we see today would have had their origin in
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fluctuations at sub-Planckian scales during the early uni-
verse. Most models for inflation typically produce signifi-
cantly more expansion than this minimum requirement.
This apparent violation of decoupling has been called the
‘‘trans-Planckian problem’’ of inflation [3], but it can also
be regarded as an opportunity, since it suggests that physics
that is important at length scales much smaller than those
accessible to accelerator experiments could have left its
imprint on the CMB.

Because of this unique opportunity, much effort [4–9]
has been devoted recently to determining under what con-
ditions such effects could be seen, usually within a par-
ticular framework for the near-Planck scale physics that
determines the state of the inflaton. The expansion rate
during inflation defines a natural scale, H, the Hubble
scale, and if the new physics above this scale has a mass
M associated with it, then the ‘‘trans-Planckian’’ signal is
generally found to be suppressed by H=M, or more, rela-
tive to the vacuum result. Here the vacuum corresponds to
the state that is invariant under the symmetries of the
background space-time and that matches with the usual
idea for the Minkowski space vacuum at distances much
shorter than the curvature of the background, 1=H. While
these approaches have been very illuminating since they
have provided a clear estimate for the expected size of the
trans-Planckian signal in the CMB, they have generally
been rather ad hoc in that they assume some particular
feature for the physics near the Planck scale or they chose a
particular initial state. In this sense, they do not really
address the underlying trans-Planckian problem—why
we should expect to observe a CMB spectrum that essen-
tially agrees with that produced by assuming that the
universe is in its vacuum state at all scales, without any
a priori assumptions about physics near the Planck scale.

The setting for a field theory in the early universe is
somewhat different than that generally assumed in an
S-matrix calculation [10]. The field begins in some state
-1  2005 The American Physical Society
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specified at an initial time, t0, which does not need to
correspond to an asymptotically well-behaved state in the
infinite past or which was an energy eigenstate of the free
Hamiltonian. Depending upon the space-time geometry, a
globally conserved energy may not even exist. This initial
state can have short distance features imprinted upon it
either from a preceding phase where heavy fields were
excited or at length scales shorter than the Planck length,
where gravitational effects can become strong.

What is therefore needed is an extension of the ideas of
effective field theory [11] for describing the features of an
arbitrary initial state. In this article we describe how the
renormalization of this short distance information in the
initial state proceeds in Minkowski space. An initial
state can be broadly classified as renormalizable or non-
renormalizable by how its behavior differs from the vac-
uum state at short distances. The new divergences
associated with the short distance features of the initial
state are canceled by counterterms localized at the surface
where the initial state is defined. Not surprisingly, the
renormalizable initial states are associated with relevant
or marginal operators on the initial surface while the non-
renormalizable initial states require irrelevant boundary
counterterms.

To begin, we must understand what constitutes a renor-
malizable initial state—where the divergences in the bare
theory occur and how they can be removed by the appro-
priate counterterms which are consistent with the symme-
tries left unbroken by the state. An important aspect is the
statement of a renormalization condition for this setting,
since it is through this condition that the renormalized
theory acquires its dependence on the renormalization
scale. The Callan-Symanzik equation then determines the
running of the usual couplings and field rescalings as well
as the scale dependence of the effects associated with the
initial condition.

The second important aspect of an effective treatment of
the initial state is characterizing and understanding the role
of nonrenormalizable initial conditions. In the modern
view of field theory, nonrenormalizable operators are not
unphysical but are merely a sign that a theory is not
intended to be valid to arbitrarily high energies. The coef-
ficient of a nonrenormalizable operator of dimension n > 4
is of the order 1=Mn�4, where M is a mass scale. If we
study phenomena at an energy �, then the effects of the
nonrenormalizable operators will be suppressed by powers
�=M. As long as �� M and we do not demand an
arbitrary accuracy of our prediction, we only need to
consider a finite set of operators. As �! M, the effective
description breaks down. But once we are able to probe
such energies, we should see the dynamics that gave rise to
the higher dimension operators of our lower energy effec-
tive theory and that description is replaced by another
effective theory appropriate for the scale ��M.

Similarly, nonrenormalizable initial conditions naturally
introduce a mass scale M. To make a prediction at a length
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1=� sufficiently larger than 1=M and to specified accuracy
	—and in the measurement of the CMB we shall probably
always have a larger error than we would like—then we
need only that finite set of parameters describing the initial
state suppressed by no more than n powers of �=M where
n is defined by ��=M�n � 	. There are additional parame-
ters associated with the still finer details of the initial state,
but these are increasing irrelevant, being suppressed by
further powers of �=M and are not needed in practice until
we can make more precise measurements (decreasing 	) or
are able to probe the shorter distance features directly
(increasing �). What has happened is that we have re-
placed an assumption about the details of the Planck scale
physics setting the initial state with a small set of parame-
ters needed to describe how the state differs from the
vacuum at short distances and which is applicable for
any short distance completion of the theory.

Despite the power and the generality of the effective
field theory perspective, this approach has not been widely
applied to inflation. Reference [5] derived the expected
size of the corrections to the CMB power spectrum from
higher order operators, but still worked in the standard
vacuum state. One of the earliest attempts to model initial
state effects in the spirit of effective field theory integrated
out the dynamics of a heavy field to learn of its imprint on
the CMB [7]; but the first attempt for a general effective
description of initial state effects has only appeared quite
recently [12,13].

The essential feature of the renormalization of an initial
state to understand is how to control the infinities that arise
from having short distance features in this state that differ
from the standard vacuum. It is important to note that for a
Robertson-Walker universe the vacuum corresponds to the
state that matches with the Minkowski space vacuum at
distances sufficiently small that the background curvature
is not noticeable. Since the curvature is unimportant where
the renormalization is needed, the appropriate setting in
which to begin is Minkowski space. It is also simpler in flat
space to examine the structure of a state and its renormal-
ization analytically. As we consider a completely general
initial state, we shall use the Schwinger-Keldysh formal-
ism [14–16] to define the time evolution of a general
Green’s function in this setting.

Once we have understood the initial state renormaliza-
tion in flat space, we shall have the necessary foundation
for proceeding to a general Robertson-Walker space-time.
The expansion of the background affects how and when we
should choose an initial state. The expansion rate H, from
an effective theory perspective, just sets the appropriate
scale with respect to which we define the infrared (IR) and
ultraviolet (UV) details of the initial state. But the contin-
ual blueshifting that occurs as we look further back during
inflation means that we must also choose an appropriate
initial time at which to set the initial conditions defining the
state [13], which is naturally and readily accomplished in
-2
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the Schwinger-Keldysh picture. Both of these details will
be addressed in [17].

The next section begins with a description of how an
initial condition alters the structure of the propagator. The
need for the consistency of the propagator with the state is
quite familiar from studies of interacting theories [18–20]
for the 
 vacua of de Sitter space [21]. One of the new
features here is a part of the propagator that depends on the
initial state, which gives rise to divergences not present for
the vacuum state. Section III describes how to renormalize
the theory in this setting, by establishing an appropriate
renormalization condition and showing that we obtain the
usual running for the state-independent part of the theory.
Section IV then shows that all of the initial-state-dependent
divergences are localized on the boundary where the initial
condition was imposed. We then remove these divergences
with boundary counterterms and derive their running
dependence on the renormalization scale. We describe
nonrenormalizable initial conditions in Sec. V using the
language of effective field theory. Section VI concludes
with comments on the extension of this approach to
Robertson-Walker universes and to the problem of back-
reaction. Two more detailed points of our discussion are
presented in the appendixes. The first provides a brief
introduction to the Schwinger-Keldysh formalism while
the second shows how a resummation removes some spu-
rious logarithmic divergences at the initial boundary which
do not affect the renormalization.
II. BOUNDARY CONDITIONS IN FLAT SPACE

Consider a free massive scalar field propagating in a flat
space-time,

S �
Z
d4x

�
1

2
@�’@

�’�
1

2
m2’2

�
: (2.1)

The usual expansion of the field in creation and annihila-
tion operators with respect to the vacuum is

’�t; ~x� �
Z d3 ~k

�2��3
���������
2!k

p 	e�i!ktei ~k
 ~xa ~k � ei!kte�i ~k
 ~xay~k 
;

(2.2)

where the frequency is !k �
�����������������
k2 �m2

p
.

We shall generalize this mode expansion to the situation
where the behavior of the field is specified along an initial
spacelike surface, t � t0, so it is instructive to recall the
origin of the form of the modes. Since the initial surface is
spatially flat, the spatial modes are still plane waves but we
leave the time-dependent part unspecified,

’�t; ~x� �
Z d3 ~k

�2��3
	Uk�t�ei

~k
 ~xa ~k �Uk�t��e�i
~k
 ~xay~k 
: (2.3)

The time-dependent part of the mode functions, Uk�t�, is
the solution to the Klein-Gordon equation,
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Uk�t� � cke
�i!kt � dke

i!kt: (2.4)

One of the constants of integration is already fixed by the
equal time commutator,

	��t; ~x�; ’�t; ~y�
 � �i	3� ~x� ~y�; � �
@’
@t
; (2.5)

which imposes

Uk@tU�
k �U�

k@tUk � i: (2.6)

Applying this Wronskian condition to Eq. (2.4) yields

jckj2 � jdkj2 �
1

2!k
: (2.7)

The second of the constants in Eq. (2.4) is determined by
an additional, physically motivated condition. The stan-
dard condition is to choose the modes to be those associ-
ated with the vacuum; selecting only the positive energy
states imposes dk � 0, which together with the equal time
commutation relation establishes the usual form for the
modes,

UE
k �t� �

1���������
2!k

p e�i!kt; (2.8)

up to an arbitrary phase. The E signals that the modes are
those of the vacuum.

Notice that the state annihilated by all of the a ~k,

a ~kj0i � 0; (2.9)

is a vacuum state both in the sense of being invariant under
the generators of the Poincaré group as well as being the
lowest energy eigenstate with respect to the globally con-
served Hamiltonian associated with the Killing vector @

@t .
In a de Sitter or a Robertson-Walker background, a glob-
ally defined timelike Killing vector may not exist and so
for these space-times we can only define a vacuum in terms
of its symmetries.

For a more general initial state, we fix the second
constant of integration in Eq. (2.4) with an initial condition
on the modes. This approach is especially useful in the
early universe where the rapid expansion does not guaran-
tee the existence of a noninteracting state in the asymptotic
past. For simplicity we restrict ourselves to a first-order
constraint that is linear in the mode functions,

@
@t
Uk�t�

��������t�t0

� �i$kUk�t0�: (2.10)

The particular boundary condition with $k � !k restores
the full Poincaré invariance of the state, but other values for
$k break the symmetry. Applying this condition to the
general mode function in Eq. (2.4) with Eq. (2.7) yields

Uk�t� �
j!k �$kj

2!k
����������������
2Re$k

p

�
e�i!kt �

!k �$k

!k �$k
ei!k�t�2t0�

�
:

(2.11)
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We can rewrite these mode functions in a form that
emphasizes the similarity of these modes to the mode
functions used for the 
 states of de Sitter space [21].
Define

e
k �
!k �$k

!k �$k
(2.12)

along with an image time,

tI � 2t0 � t; (2.13)

so that

U

k �t� �

Nk���������
2!k

p 	e�i!kt � e
ke�i!ktI 
 (2.14)

with

Nk � 	1� e
k�

�
k
�1=2 �

j!k �$kj

2
�������������������
!k Re$k

p : (2.15)

In terms of the Poincaré invariant modes,

UE
k �t� �

e�i!kt���������
2!k

p ; (2.16)

the modes satisfying the boundary condition are then

U

k �t� � Nk	U

E
k �t� � e
kUE

k �tI�
: (2.17)

The 
 indicates the mode functions, and later the Green’s
functions, that are consistent with the boundary condition
of Eq. (2.10).

Since the modes can be written in terms of the flat space
modes, the creation and annihilation operators associated
with the initial state can be correspondingly written as a
Bogoliubov transformation of the flat space operators,

a
k~k � Nk	a ~k � e

�
ke2i!kt0ay

� ~k

: (2.18)

Let us write the state that is annihilated by the a
k~k opera-
tors at t � t0 as

a
k~k j
k�t0�i � 0: (2.19)

For simplicity, we shall often write the initial state without
its argument,

j
ki � j
k�t0�i: (2.20)

In the interaction picture, which we follow here, the time
evolution of operators in the theory is given by a free
Hamiltonian while the interacting part of the Hamil-
tonian generates the evolution of the states,

j
k�t�i � U�t; t0�j
k�t0�i; (2.21)

whereU�t; t0� is the operator solving Dyson’s equation and
is written in Eq. (A3). But before analyzing an interacting
theory we must first establish a description for the propa-
gation of a field in the region t > t0 which respects the
initial constraint, Eq. (2.10).
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A. Propagation

The propagator must also be consistent with the bound-
ary conditions, which implies some additional structure
beyond that of the usual, Poincaré invariant Feynman
propagator,

�iGE
F�x; x

0� � ��t� t0�h0j’�x�’�x0�j0i

���t0 � t�h0j’�x0�’�x�j0i

�
Z d4k

�2��4
ie�ik
�x�x

0�

k2 �m2 � i"
; (2.22)

since the derivatives in the boundary conditions can also
act on the � functions. As with the fields, it is simplest to
describe the constraint on the propagator in terms of its
spatial Fourier transform,

G
k
F �x; x0� �

Z d3 ~k

�2��3
ei ~k
� ~x� ~x0�G
k

k �t; t0�: (2.23)

If we impose the conditions,

	@t � i$k
 t�t0
t0>t0

G
k
k �t; t0� � 0;

	@t0 � i$k
t0�t0
t>t0

G
k
k �t; t0� � 0;

(2.24)

then the propagator in the region t; t0 > t0 is

G
k
k �t; t0� � Ak	G

E
k �t; t

0� � e
kGE
k �tI; t

0�
; (2.25)

where GE
k �t; t

0� is the momentum representation of the
standard vacuum propagator of Eq. (2.22). The same
propagator is used in [12].

In this form, the propagator appears to contain two
sources, at x � x0 and at xI � x0. The first term corre-
sponds to the effect of a point particle and the standard
normalization of the residue at the physical pole at k2 �
m2 fixes Ak � 1,

G
k
k �t; t0� � GE

k �t; t
0� � e
kGE

k �tI; t
0�: (2.26)

The second term represents a source in the unphysical
region t < t0; through it we have exchanged a constraint
on the boundary with a bulk effect. The apparent non-
locality in the correlated motion of the particle with its
image encodes the fact that we have specified the value of
the field over an entire spacelike hypersurface.

The propagator in Eq. (2.26) also follows from a gener-
alized construction for the time-ordering operator.
Consider a time ordering which includes the image time
defined by

T
k�’�x�’�x
0�� � �̂1�x; x

0�’�x�’�x0�

� �̂2�x; x0�’�x0�’�x�

� �̂3�x; x
0�’�xI�’�x

0�

� �̂4�x; x
0�’�x0�’�xI� (2.27)
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where

�̂1�x; x
0� � Â��t� t0� �

e
k�e
kÂ� B̂�

1� e2
k
;

�̂2�x; x0� � Â��t0 � t� �
e


�
k�e


�
k Â� B̂�

1� e2

�
k

;

�̂3�x; x0� � B̂��tI � t0� �
e
k�e
kB̂� Â�

1� e2
k
;

�̂4�x; x
0� � B̂��t0 � tI� �

e

�
k�e


�
k B̂� Â�

1� e2

�
k

:

The propagator in Eq. (2.26) is obtained when

Â � 1 B̂ � be
k (2.28)

by evaluating this time ordering in an j
ki state,

�iG
k
F �x; x0� � h
kjT
k�’�x�’�x

0��j
ki: (2.29)

Here, the operators are defined in terms of their action on
the Fourier components of the field, as, for example,

be
kf�t; ~x� � Z d3 ~k

�2��3
ei ~k
 ~xe
kf ~k�t�: (2.30)

Note that in the particular case where e
k is real, which
implies that $k is also real, the time ordering becomes
especially simple,

T
k�’�x�’�x
0�� � ��t� t0�’�x�’�x0�

���t0 � t�’�x0�’�x�

� be
k��t0 � tI�’�xI�’�x0�

� be
k��tI � t0�’�x0�’�xI�: (2.31)

The time ordering in the image � functions is the opposite
that of the fields—forward propagation of the physical
particle corresponds to the backward propagation of its
image.

We would like to show the relation between the propa-
gator derived above and that used in [12]; both propagators
are essentially the same—and agree within the physical
region t; t0 > t0—but the statement of the boundary con-
ditions differs slightly from that which we have used in
Eq. (2.10). In [12] the propagator1 is written in the form,

G
k
F �x; x0� �

Z d4k

�2��4
e�ik
�x�x

0� � e
k�k0�e�ik
�xI�x
0�

k2 �m2 � i"
(2.32)

where x�I � �tI; ~x�. Unlike the single-source propagator
used in the Poincaré-invariant vacuum state of Eq. (2.22),
this propagator contains an additional dependence on k0
through the prefactor of the image term,
1See, for example, Eq. (2.17) of [12].
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e
k�k0� �
k0 �$k

k0 �$k
: (2.33)

This coefficient leads to a spurious new pole term, at k0 �
$k, which does not actually affect the propagator in the
region t � t0 provided we assume that $k has a small
negative imaginary part. Therefore, although Eq. (2.32)
more closely resembles the standard expression for the
flat space propagator integrated over k0 as well, we shall
continue to write the propagator in its explicitly time-
ordered form with an integral over only the spatial wave
vector.

Let us take the Fourier transform of the propagator in
Eq. (2.32),

G
k
F �x; x0� �

Z d3 ~k

�2��3
ei ~k
� ~x� ~x0�G
k

k �t; t0�: (2.34)

Inserting � functions appropriately, we obtain

G
k
k �t; t0� ���t� t0�

I
lower

dk0
2�

e�ik0�t�t
0�

k20��!2k� i"�

���t0 � t�
I
upper

dk0
2�

eik
�t
0�t�

k20��!2k� i"�

���tI� t0�
I
lower

dk0
2�

k0�$k

k0�$k

e�ik
�tI�t
0�

k20��!2k� i"�

���t0 � tI�
I
upper

dk0
2�

k0�$k

k0�$k

eik
�t
0�tI�t0�

k20��!2k� i"�
;

(2.35)

which allows us to integrate each of the terms by closing
the contour in the upper or the lower half plane as indi-
cated. Note that although we have inserted � functions for
the image time as well, ��tI � t0� � 0 and ��t0 � tI� � 1
since we are restricted to t; t0 > t0. Therefore, the third
term always vanishes in the physical region. Assuming
that Im$k < 0, the extra factor in the fourth term does
not produce any new poles so that the contour integral
gives only the usual result,

G
k
k �t; t0� � ��t� t0�

i
2!k

e�i!k�t�t0�

���t0 � t�
i
2!k

e�i!k�t0�t�

���tI � t0�
ie
k

2!k
e�i!k�tI�t0�

���t0 � tI�
ie
k

2!k
e�i!k�t0�tI�: (2.36)

It is important to note that the third term in this equation
did not result from the third term in Eq. (2.35). Since both
vanish for t; t0 > t0, we have formally included the appro-
priate counterpart of the final image term to produce an
image propagator when the full propagator is written in its
-5
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time-ordered form. This result establishes that the propa-
gators in Eqs. (2.26) and (2.32) agree in the physical region.

B. Generating functionals

To generate a propagator with two sources, the free field
generating functional should include a current J�x� that
couples to the field simultaneously at the point x and its
image xI. This apparent nonlocality in the bulk physics
encodes the effect of having imposed a boundary condition
upon the spatial hypersurface, t � t0. The free field gen-
erating functional is thus

W

0 	J
 �

Z
D’ei

R
d4x	L0��â�x�’�x��b̂�xI�’�xI��J�x�
 (2.37)

with

L 0 �
1

2
@�’@�’�

1

2
m2’2: (2.38)

To obtain the correct propagator we require that the coef-
ficients of the currents should satisfy

â �
1���
2

p 	Â�
������������������
Â2 � B̂2

p

1=2;

b̂ �
1���
2

p
B̂

	Â�
������������������
Â2 � B̂2

p

1=2

(2.39)

which yields the propagator Eq. (2.29) when we differ-
entiate with respect to the currents,

�iG
k
F �x; x0� �

�
�i

	
	J�x�

��
�i

	
	J�x0�

�
W

0 	J
jJ�0:

(2.40)

When the generating functional is generalized to a fully
interacting theory, it is important to distinguish the locality
of the bulk theory from the nonlocality introduced by the
boundary conditions. The underlying locality of the theory
implies that the free Lagrangian remains of the form in
Eq. (2.38), but to obtain the correct propagators for the
internal lines of a general graph in an interacting theory
requires that the interactions should have the form [18,20],

L �
1

2
@�’@�’�

1

2
m2’2 �

X
n�3

1

n!
+n ~’n (2.41)

where

~’�x� � â�x�’�x� � b̂�xI�’�xI�: (2.42)

The interacting theory generating function is then

W
	J
 � N
Z

D’e
i
R
d4x	L0�x��

P
n�3

+n
n! ~’

n�x��~’�x�J�x�

(2.43)

with

1

N
�
Z

D’e
i
R
d4x	L0�x��

P
n�3

+n
n! ~’

n�x�

: (2.44)
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A more convenient form for the generating functional
when calculating perturbative corrections is

W
	J
 � e
�i
R
d4x
P
n�3

�+n=n!�f�i		=	J�x�
gn

W

0 	J
; (2.45)

with the free field generating functional of Eq. (2.37) re-
written in the form

W

0 	J
 � e�i=2�

R
d4xd4x0J�x�G


k
F �x;x0�J�x0�: (2.46)
III. RENORMALIZATION CONDITIONS

In the standard formulation of field theory, the perturba-
tive corrections to a given process often diverge as we sum
over more and more of the short distance behavior. A
theory remains predictive since, in the case of renormaliz-
able interactions, it is possible to absorb this divergent
behavior into a redefinition of the parameters of the theory.
The physical parameters, each given by the sum of the
corresponding infinite bare parameter and its infinite ra-
diative corrections, remain finite. In this process, the pa-
rameters acquire a dependence on the scale at which they
are defined.

When we consider a nonstandard boundary condition,
we introduce an additional type of renormalization. In this
case, we encounter new divergences related to summing
over the short distance features of the initial state. For the
theory to remain predictive, we need a comparable method
for absorbing our ignorance of the extreme short distance
structure of the state with a corresponding infinite counter-
term. Since these new divergences are features of the initial
conditions and not the bulk physics, the new counterterms
should be confined to the initial surface.

The physical setting is one in which the field may not
necessarily be in its vacuum state, so we shall adopt the
methods usually applied in nonequilibrium field theory
[22] to establish the renormalization conditions that deter-
mine the scale dependence of the various parameters of the
theory. For the ‘‘bulk’’ 3� 1-dimensional physics, these
conditions produce the same anomalous dimensions and ,
functions we would have anticipated from the S matrix.
This agreement between the renormalization group run-
ning of the bulk properties of the theory obtained for a
general initial state and the running obtained using the S
matrix is a necessary and natural consequence of the fact
that we have not modified the short distance properties of
the theory. At very short distances and away from the
boundary, the field is not sensitive to the details of the
initial state. The bulk divergences should therefore be
unaltered by the initial conditions.

This behavior still leaves the possibility of new diver-
gences that are associated with the short distance details of
the initial state. Since any state other than the vacuum state
necessarily breaks the underlying Poincaré invariance of
the background, the counterterms needed to cancel these
boundary divergences are consistent only with this broken
-6
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symmetry. In fact, as we shall show, the new divergences
that arise from the image term in the propagator only
appear at t � t0. Therefore the renormalization of the
initial state corresponds to the appearance boundary coun-
terterms that depend on the initial condition imposed and
that run with the renormalization scale.

Our ultimate goal [17] is eventually to establish a frame-
work that can be applied to the early universe. We therefore
treat the scalar field in much the same way as if it were an
inflaton in an expanding background, dividing it into a
classical zero mode -�t� which only depends on time
and a small fluctuation  �t; ~x�,

’�t; ~x� � -�t� �  �t; ~x�: (3.1)

The simplest renormalization condition—the vanishing of
the tadpole [22,23]—is

h
k�t�j 
��x�j
k�t�i � 0: (3.2)

In the interaction picture, the time evolution of the state is
determined by the interacting part of the Hamiltonian. In
the Schwinger-Keldysh approach, which determines the
time evolution of the full matrix element starting from a
specified initial state, this condition becomes

h
kjT
� 
��x�e

�i
R

1

t0
dt	HI�-; ���HI�-; ��


�j
ki

h
kjT
e
�i
R

1

t0
dt	HI�-; ���HI�-; ��


j
ki
� 0; (3.3)

where the denominator removes the vacuum-to-vacuum
graphs. The � and � superscripts refer to the result of
time evolving both the ‘‘in’’ state and the ‘‘out’’ state of the
matrix element, respectively. Appendix A briefly reviews
the Schwinger-Keldysh approach and further defines some
of the notation we have used.

We illustrate the appearance of new boundary divergen-
ces by studying a scalar field with a simple quartic self-
coupling,

L �
1

2
@�’@

�’�
1

2
m2’2 �

1

24
+’4: (3.4)

This Lagrangian describes the bare theory. The perturba-
tive corrections to a Green’s function, such as the one-point
function we shall examine, contain divergences which can
be absorbed by rescaling the parameters of the theory,

’ � Z1=23 ’R; m2 �
Z0
Z3
m2R; + �

Z1
Z23
+R: (3.5)

In terms of the renormalized theory, f’R;mR; +Rg, the
perturbative corrections are finite. Equivalently, we could
write the Lagrangian in terms of the renormalized parame-
ters,
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L �
1

2
@�’R@�’R �

1

2
m2R’

2
R �

1

24
+R’4R

�
1

2
�Z3 � 1�@�’R@�’R �

1

2
�Z0 � 1�m2R’

2
R

�
1

24
�Z1 � 1�+R’

4
R: (3.6)

The terms on the last two lines correspond to the counter-
terms needed to render the theory finite.

The image parts of the propagator produce further di-
vergences on the initial boundary so the theory also re-
quires an additional renormalization. These boundary
divergences are renormalizable in the sense that they can
be removed by a set of relevant or marginal operators
localized at t � t0, which are consistent with the symme-
tries left unbroken by the boundary. For example, for a
scalar theory we can have

St�t0 �
Z
t�t0

d3 ~x
�
1

2
z0’@t’�

1

2
z1m’2 �

1

6
z2’3



: (3.7)

We have included a factor ofm in the quadratic term so that
all the zi are dimensionless. Note that we have used capital
Zi’s for the bulk renormalization and lowercase zi’s for the
boundary renormalization. Since we have broken time-
translation invariance, operators such as

’@t’ �
1

2
@t’

2; ’@2t ’; @t’@t’; . . . (3.8)

are allowed on the initial surface, although only the first
operator is marginal since the field has a mass dimension of
1. The surface is still O�3� invariant, so the first operator
with a spatial derivative only appears as the irrelevant,
dimension four operator, ~r’ 
 ~r’. In our example of a
’4 theory, the Lagrangian has an additional ’$ �’
invariance so we have in this case that z2 � 0 automati-
cally. Thus, a renormalizable boundary condition in this
example only requires two types of boundary renormaliza-
tion. In this section we shall show how to characterize such
renormalizable initial conditions and to determine how
they run under a renormalization group flow.

Because of its coupling to the zero mode, the vanishing
of the one-point Green’s function for the fluctuation con-
tains much information. From the perspective of  �, the
interacting part of the Hamiltonian is

HI�-; 
�� �

Z
d3 ~y

�
 �

�
�-�m2-�

1

6
+-3

�
�
1

4
+-2 �2 �

1

6
+- �3 �

1

24
+ �4

�
:

(3.9)

For simplicity, we shall treat the -2 �2 term as an inter-
action rather than as an effective mass term; this treatment
is consistent when +-2 � m2. More generally, we can
resum the effects of this term as has been done in
Appendix B. For this interaction, the connected part of
-7
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the expectation value of  , expanded to second order in HI, yields

0 � h
k�tf�j 
��x�j
k�tf�i

� �
Z tf

t0
dt
Z
d3 ~y	G>�x; y� �G<�x; y�


�

�
�-�m2-�

+
6
-3 �

i+
2
-G>


 �y; y� �
i+2

4
-
Z t

t0
dt0-2�t0�

Z
d3 ~z	G>


 �y; z�G>

 �y; z� �G<


 �y; z�G<

 �y; z�


�
+
2
-2

Z t

t0
dt0

Z
d3 ~z	G>�y; z� �G<�y; z�


�
�-�t0� �m2-�t0� �

+
6
-3�t0� �

i+
2
-�t0�G>


 �z; z� � 
 
 




�
i+
2
G>

 �y; y�

Z t

t0
dt0

Z
d3 ~z	G>�y; z� �G<�y; z�


�
�-�t0� �m2-�t0� �

+
6
-3�t0� �

i+
2
-�t0�G>


 �z; z� � 
 
 




�
+2

4
-�t�

Z t

t0
dt0

Z
d3 ~zG>


 �z; z�	G>

 �y; z�G>


 �y; z� �G<

 �y; z�G<


 �y; z�


�
+2

6

Z t

t0
dt0

Z
d3 ~z-�t0�	G>


 �y; z�G>

 �y; z�G>


 �y; z� �G<

 �y; z�G<


 �y; z�G<

 �y; z�
 � 
 
 




(3.10)
where x � �tf; ~x�, y � �t; ~y� and z � �t0; ~z�. The Wightman
functions, G>;<


 �x; y�, are defined by

G>

 �y; z� � i

Z d3 ~k

2!k�2��
3 e

i ~k
� ~y�~z�

� 	e�i!k�t�t0� � e
kei!k�2t0�t�t0�
;

G<

 �y; z� � i

Z d3 ~k

2!k�2��3
ei ~k
� ~y�~z�

� 	ei!k�t�t0� � e
kei!k�2t0�t�t0�
:

(3.11)

Those without the 
 subscript are the vacuum mode
Wightman functions (for e
k � 0) given in Eq. (A16) of
the Appendix. The diagrams for the leading order correc-
tions to the mass and the coupling are those associated with
the first line within the braces and are shown in Fig. 1. The
diagrams for the remaining terms in Eq. (3.10) are shown in
Fig. 2. In these figures, a solid line represents the fluctuat-
ing part of the field,  , while a dashed line indicates the
zero mode, -. The shaded blob represents an insertion of
FIG. 1. The leading contributions to the running of the mass m
and the coupling + in a ’4 theory. The solid lines represent
propagating  fields while the dashed lines correspond to the
zero mode -.
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the operator,

�-�m2-�
1

6
+-3; (3.12)

which acts on the outgoing zero mode, as shown in Fig. 3.
To calculate the mass renormalization to first order in +

and the coupling renormalization to second order, it is
sufficient to set the first line in the braces to zero. The
second line corresponds to a self-energy correction to one
of the external legs, as can be seen in the figure, while the
third, fourth and fifth lines are order +2 self-energy cor-
rections. To the order we shall calculate, we only need to
consider mass and coupling renormalization,
FIG. 2. Further graphs obtained by expanding the exponential
in Eq. (3.3) to second order. The last of these graphs contains the
leading nontrivial correction to the wave function renormaliza-
tion.

-8



FIG. 3. The shaded blob corresponds to the following two
graphs. The time derivatives act on the classical -�t� field.
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Z0 � 1�O�+�; Z1 � 1�O�+�;

Z3 � 1�O�+2�;
(3.13)

since the leading correction to wave function renormaliza-
tion is order +2 and is from the two-loop contribution given
by the fifth line within the braces of Eq. (3.10).

Setting the integral for the first line of the integrand in
Eq. (3.10) to zero, we find the effect of the interactions on
the equation of motion for the zero mode to the specified
order. Substituting in the form of the boundary propagator,
Fig. 1 then gives
0 � �
Z tf

t0
dt
sin	m�tf � t�


m

�
�-�t� �-�t�

�
m2 �

+
2

Z d3 ~k

�2��3
1

2!k

�
�
+
6
-3�t�

�
+2

8
-�t�

Z t

t0
dt0-2�t0�

Z 1

0

d3 ~k

�2��3
sin�2!k�t� t0��

!2k
�
+
2
-�t�

Z d3 ~k

�2��3
1

2!k
e
ke�2i!k�t�t0�

�
i+2

8
-�t�

Z t

t0
dt0-2�t0�

Z 1

0

d3 ~k

�2��3
e
k

!2k
	e�2i!k�t�t0� � e�2i!k�t0�t0�
 � 
 
 




: (3.14)
The first two lines of the integrand contain the purely bulk
effects and are present even for the Poincaré-invariant
vacuum state. The last two terms depend explicitly on
the boundary conditions, indicated by the factors of e
k .
We treat the renormalization of each set of terms sepa-
rately, discussing the more familiar bulk renormalization
first.

A. Bulk renormalization

The bulk divergences occur at an arbitrary time in the
evolution, so for the purpose of isolating and canceling
these divergences, the modified equation of motion for the
zero mode, the integrand of Eq. (3.14), is sufficient.
However, unlike the standard nonequilibrium calculation,
we must be more careful since the theory contains initial-
time divergences. In particular, the zero mode equation of
motion contains spurious divergences that vanish upon
integrating its product with the external propagator leg.
Such divergences do not lead to �"=" poles in the matrix
element—when dimensionally regulating the theory, for
example—and thus do not affect the running of the initial
conditions.

In the renormalization of the bulk and boundary effects,
we encounter many integrals of a similar general form,

I�0; 
� �
Z d3 ~k

�2��3
1

!

k

�
Z d3 ~k

�2��3
1

	 ~k2 �m2

=2
: (3.15)
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When 
 � 3, these loop integrals are potentially divergent
and we can use dimensional regularization to extract the
divergent and finite parts. Note that since we are only
integrating over the spatial momenta, the integral is already
Euclidean and no Wick rotation is needed,

I�"; 
� �
Z d3�2" ~k

�2��3�2"
�2"

!

k

�

����
�

p

8�2
��"� 3�


2 �

��
2�

�
4��2

m2

�
"
m3�
: (3.16)

Here we have included a mass scale � to keep the coupling
dimensionless, +! �2"+.

The leading tadpole correction to the mass is from the
term,

+
4

Z d3 ~k

�2��3
1

!k
� �

+m2

32�2

�
1

"
� 1� 3� ln

4��2

m2

�
;

(3.17)

while the leading correction to the coupling is through

�
+2

8
-�t�

Z t

t0
dt0-2�t0�

Z d3 ~k

�2��3
sin�2!k�t� t0��

!2k
: (3.18)

To extract the divergent piece, integrate by parts with
respect to t0,
�
+2

8
-�t�

Z t

t0
dt0-2�t0�

Z d3 ~k

�2��3
sin�2!k�t� t0��

!2k
� �

+2

16
-3�t�K�0� �

+2

16
-�t�-2�t0�K�t� t0�

�
+2

8
-�t�

Z t

t0
dt0-�t0� _-�t0�K�t� t0�; (3.19)

where we have defined
-9
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K�t� t0� �
Z d3 ~k

�2��3
cos�2!k�t� t0��

!3k
: (3.20)

This kernel function diverges logarithmically when its argument vanishes; since the divergence is only logarithmic, the
third term on the right side of Eq. (3.19) is finite upon integration but the first two terms are divergent—the first for an
arbitrary t and the second only at t � t0. Since the first term is proportional to -3�t�, it corresponds to a divergent
correction to the coupling and is responsible for the familiar running of +. Applying the dimensional regularization result
for 
 � 3 in Eq. (3.16), K�0� is

K�0� �
Z d3 ~k

�2��3
1

!3k
�
1

4�2

�
1

"
� 3� ln

4��2

m2

�
: (3.21)

Collecting the results of performing the loop integrals for the standard bulk terms for the finite time-evolved matrix
element, we obtain

0 � h
k�tf�j 
��x�j
k�tf�i

� �
Z tf

t0
dt
sin	m�tf � t�


m

�
�-�t� �m2-�t�

�
1�

+

16�2
ln
�
m
�

+

32�2

�
1

"
� 1� 3� ln4�

��
�
+
4
-�t�

Z d3 ~k

�2��3
e
k

!k
e�2i!k�t�t0� �

1

6
-3�t�

�
+�

3+2

16�2
ln
�
m
�
3+2

32�2

�
1

"
� 3� ln4�

��
�
+2

8
-�t�

Z t

t0
dt0-�t0� _-�t0�K�t� t0� �

+2

8
-�t�-2�t0�K�t� t0�

�
i+2

8
-�t�

Z t

t0
dt0-2�t0�

Z d3 ~k

�2��3
e
k

!2k
	e�2i!k�t�t0� � e�2i!k�t0�t0�
 � 
 
 




: (3.22)

We now rescale the bare parameters of the theory, as in Eq. (3.5), to absorb the "! 0 divergences. To order +, only Z0
contributes to the mass renormalization,

Z0 � 1�
+

32�2

�
1

"
� 1� 3� ln4�

�
; (3.23)

and only Z1 contributes to the coupling renormalization,

Z1 � 1�
3+

32�2

�
1

"
� 3� ln4�

�
; (3.24)

where we have applied theMS renormalization scheme. In terms of the renormalized parameters and neglecting terms of
higher order in +R, Eq. (3.22) becomes

0 � h
Rk �tf�j 
�
R �x�j


R
k �tf�i

� �
Z tf

t0
dt
sin	mR�tf � t�


mR

�
�-�t� �m2R-�t�

�
1�

+R
16�2

ln
�
mR

�
�
+R
6
-3�t�

�
1�

3+R
16�2

ln
�
mR

�
�
+2R
8
-�t�

Z t

t0
dt0-�t0� _-�t0�K�t� t0� �

+R
8
-�t�-2�t0�K�t� t0� �

+R
4
-�t�

Z d3 ~k

�2��3
e
k

!k
e�2i!k�t�t0�

�
i+2R
8
-�t�

Z t

t0
dt0-2�t0�

Z d3 ~k

�2��3
e
k

!2k
	e�2i!k�t�t0� � e�2i!k�t0�t0�
 � 
 
 




: (3.25)
The j
Rk �tf�i indicates the time-evolved state using the
interaction Hamiltonian written in terms of the renormal-
ized parameters.

The important feature to note from the bulk renormal-
ization so far is that it is, in its short distance behavior,
entirely independent of the initial state used. This behavior
085009
is consistent with the principles of effective field theory
[11]. In choosing the initial state to be other than the
standard vacuum, we have not changed the bulk dynamics
of the theory and the short distance features of the theory
should not know about the state we have chosen once we
are sufficiently far from the initial surface. Defining
-10
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initial-time divergences.
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3m�+R� and ,�+R� to be

3m�+R� �
�
mR

dmR

d�
; ,�+R� � �

d+R
d�

; (3.26)

we obtain the standard running of the mass and coupling
for a ’4 theory from Eq. (3.25),

3m�+R� �
+R
32�2

; ,�+R� �
3+2R
16�2

; (3.27)

to leading order in +R.
It might appear that we have neglected a possible diver-

gence from the K�t� t0� term. Although this term only
diverges at the initial boundary, it is independent of the
state and apparently produces a new divergence even for
the vacuum state. Since the divergence is only logarithmic,
we actually obtain a finite result upon performing the final
dt integral. This term provides a first example of the sort of
spurious divergences we must treat carefully when deriv-
ing the running of the initial state. The reason we must
neglect these poles in the integrand is that they do not
introduce any additional � dependence not already present
in +R, mR, etc. For example, the � independence of the
bare matrix element,

�
d
d�

h
k�tf�j ��x�j
k�tf�i � 0; (3.28)

implies that the renormalized matrix element satisfies�
�

@
@�

� ,�+R�
@
@+R

� 3m�+R�mR
@
@mR

� 3�+R� � 
 
 


�
h
Rk �tf�j 

�
R �x�j


R
k �tf�i � 0; (3.29)

where 3 is the anomalous dimension and the ellipses refer
to the � dependence of the boundary conditions. From this
equation, we see that the only important divergences are
those which survive all the integrations since only these
can produce the �"=" terms which affect the renormaliza-
tion group running.

IV. BOUNDARY RENORMALIZATION

So far we have considered a completely general spatial
dependence for the initial condition, only assuming that
this condition is linear in the mode functions. In this
section, we shall isolate the classes of initial conditions
that are renormalizable, so it is useful to describe the initial
state more systematically. Let us expand the factor e
k as a
power series in inverse powers of the frequency, !k,

e
k �
X1
n�0

dn
mn

!n
k

: (4.1)

We have expanded in !k �
�����������������
k2 �m2

p
rather than k � j ~kj

to avoid the inevitable IR divergences that would occur for
an expansion in inverse powers of k; in the UV they are
essentially the same !k � k. For large spatial momenta—
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the short distance features of the initial state—the $k
which defines the boundary condition in Eq. (2.10) ap-
proaches,

$k ���!k!1 1� d0
1� d0

!k �
2md1

�1� d0�2
�O

�
m2

!k

�
; (4.2)

so only the first two terms of the expansion directly distort
the infinitesimally short distance features of the state away
from the Poincaré-invariant state. Not surprisingly, these
two terms produce divergences in the short distance region
of loop corrections when evaluated at the initial surface.
Just as for the standard bulk divergences that occur in the
perturbative corrections to the mass and coupling, these
divergences can be renormalized by adding counterterms,
in this case on the initial surface, t � t0.

2

The moments of the initial conditions with dn�2 do have
an effect on Green’s functions, but since this effect is finite
and does not require any renormalization, there is no scale-
dependent renormalization associated with these terms.
These states, although they can be quite different from
the vacuum at long scales, are only weakly perturbed
away from the vacuum in their short distance features.
We have not yet considered any positive powers of !k in
Eq. (4.1) since at short distances such a boundary condition
implies that the modes approach the negative energy ei-
genstates of the free Hamiltonian, @tUk�t0� � �i!kUk�t0�.
In this case, the source and image terms effectively reverse
their roles in the modes which would be inconsistent with
the normalization of the propagator. Therefore, at infini-
tesimally short distances, k! 0, positive powers of !k in
Eq. (4.1) become pathological; but as long as we restrict to
finite k <M, these terms can be treated systematically in
k=M—such effects form the analogs of the nonrenorma-
lizable operators of a bulk effective field theory. We shall
discuss this class of boundary conditions separately later.

A distinct advantage in stating the boundary conditions
in terms of the mode functions, as in Eqs. (2.10) and (4.1),
is that this approach makes much clearer the relation
between the boundary modes and the energy eigenmodes.
Moreover, we also thus avoid the need to specify the de-
tailed form of the boundary Lagrangian that would impose
such a condition. Of course, once we wish to address the
boundary renormalization, it becomes convenient to spec-
ify a part of the boundary action explicitly—in particular,
the counterterms—but we do not want in the process to
abandon our mode by mode description in the renormal-
ized theory. To fix the counterterms in terms of the pa-
rameters describing the initial condition—the dn’s—our
approach will be to apply a mass-independent renormal-
ization scheme such as MS to set the divergent part of the
counterterms, as well as the usual set of scale-independent
parts that appear in dimensional regularization. There re-
-11
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mains a finite, renormalization scale-dependent part of the
counterterms, but this part is determined by the Callan-
Symanzik equation, which also applies to the scale depen-
dence localized on the initial surface.

The divergences on the boundary can be regarded from
two vantages. Their origin lies in looking at the arbitrarily
fine details of the state while simultaneously approaching
arbitrarily close to the initial-time hypersurface. Therefore,
the contribution to the one-point function from boundary
effects, contained in the terms

�
Z tf

t0
dt
sin	m�tf � t�


m

�
+R
4
-�t�

Z d3 ~k

�2��3
e
k

!k
e�2i!k�t�t0�

�
i+2R
8
-�t�

Z t

t0
dt0-2�t0�

�
Z d3 ~k

�2��3
e
k

!2k
	e�2i!k�t�t0� � e�2i!k�t0�t0�




; (4.3)

is finite as long as either we regulate the momentum
integral or we never evaluate the integrand at t � t0.
Initially, it will be useful to consider the latter case since
we can thereby establish that all of the new divergent
behavior does indeed occur only at the boundary. More-
085009
over, this regularization allows for a simple determination
of the necessary boundary counterterms. After completing
this analysis, we shall then apply the former approach,
starting again from Eq. (4.3), by dimensionally regulating
the spatial momentum integrals for the terms we have
found to contain divergences.

A. Isolating the boundary divergences

To extract the divergences on the boundary, we proceed
in two steps, first determining the �t� t0� poles in the
integrand of Eq. (4.3) before showing that the logarithmic
divergences are integrable and thus do not actually produce
divergences in the one-point function. The leading new
self-energy correction is from the first term in the integrand
of Eq. (4.3),

+
4

Z d3 ~k

�2��3
e
k

!k
e�2i!k�t�t0� �

+

8�2
Z k2dk

!k
e
ke�2i!k�t�t0�;

(4.4)

where we have kept the time arbitrary and integrated over
the angular dimensions. The only parts of this integral that
diverge are those associated with the coefficients d0, d1 and
d2,
Z 1

0

k2dk
!k

�
d0 � d1

m
!k

� d2
m2

!2k

�
e�2i!k�t�t0� �

id0
2

d
dt

 Z 1

0
dke�2i!k�t�t0�

!
� d1m

Z 1

0
dke�2i!k�t�t0�

� �d2 � d0�m
2
Z 1

0

dk
!k

e�2i!k�t�t0� � finite: (4.5)

Each of these integrals results in an expression of Hankel functions, H�2�
5 , which only diverge as t! t0, quadratically,

Z 1

0
dk!ke

�2i!k�t�t0� �
i
2

d
dt

"Z 1

�1
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!��!� 2m�

2
���������������������
!2 � 4m2

p e�i!�t�t0�
#
�
i�
2
m2
�
H�2�
2 	2m�t� t0�
 �

H�2�
1 	2m�t� t0�

2m�t� t0�

�
� �

1

4

1

�t� t0�2
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 ; (4.6)

linearly,

Z 1

0
dke�2i!k�t�t0� �

Z 1

�1
d!

!��!� 2m�

2
���������������������
!2 � 4m2

p e�i!�t�t0� � �
�
2
mH�2�

1 	2m�t� t0�
 � �
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2

1
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 ; (4.7)

or logarithmically,

Z 1

0

dk
!k

e�2i!k�t�t0� �
Z 1

�1
d!
��!� 2m����������������������
!2 � 4m2

p e�i!�t�t0� � �
i�
2
H�2�
0 	2m�t� t0�
 � � ln	m�t� t0�
 � 
 
 
 : (4.8)

The second integrand in Eq. (4.3), corresponding to a new correction to the coupling, does not in fact diverge. The extra
power of !k in the denominator of the momentum integral leads only to simple poles and logarithms,
-12
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�
+2R
32�2

-�t�
Z t

t0
dt0-2�t0�

�
d0

t� t0
�

d0
t0 � t0

� 2id1m ln
t� t0
t0 � t0

� 
 
 




(4.9)

where we have used Eqs. (4.7) and (4.8). This term still
contains an additional time integral. To isolate the behavior
as t! t0, we assume that the zero mode is smooth and

RENORMALIZATION OF INITIAL CONDITIONS AND . . .
3Products of logarithms and powers of �t� t0� also only have a
finite effect.
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finite at t0 so that we can perform a Taylor expansion near
the boundary3

-�t� �
X1
n�0

1

n!

�
dn-
dtn

�
t�t0

�t� t0�n: (4.10)

With this assumption, we find that at t � t0, the contribu-
tion from Eq. (4.9) is completely finite,
lim
t!t0

�
i+2R
8
-�t�

Z t

t0
dt0-2�t0�

Z d3 ~k

�2��3
e
k

!2k
	e�2i!k�t�t0� � e�2i!k�t0�t0�




!
+2Rd0
32�2

-3�t0�: (4.11)
This result is consistent with our expectation from a di-
mensional analysis of the operators which could appear in
the boundary action. The -3�t0� factor is associated with
the operator -3 � on the three-dimensional boundary
theory. The fields inherit their dimensions from the full 3�
1-dimensional bulk theory, so such an operator is always
irrelevant on the boundary. In a theory with a cubic inter-
action, the analogous operator-2 � would be marginal so
additional boundary renormalization would be expected in
such a theory.

Thus we have isolated the possible sources of divergen-
ces at the boundary which could require renormalization—
they appear in either the new one-loop self-energy correc-
tion already mentioned,

+R
4
-�t�

Z d3 ~k

�2��3
e
k

!k
e�2i!k�t�t0�; (4.12)

or in the term which arose from an integration by parts,

+2R
16
-�t�-2�t0�K�t� t0�: (4.13)

Applying the Taylor expansion of the field once again, the
pole structure derived in Eqs. (4.6), (4.7), and (4.8) implies
that as the integrand approaches t! t0,
+R
4
-�t�

Z d3 ~k

�2��3
e
k

!k
e�2i!k�t�t0� ! �

+R
32�2

1

t� t0
d0 _-�t0� �

+R
32�2

-�t0�
�

d0
�t� t0�

2 �
2imd1
t� t0

�
�
+Rm

2
R

8�2
�d2 � d0�-�t0� ln�t� t0� � 
 
 
 (4.14)
for Eq. (4.12) and

+2R
16
-�t�-2�t0�K�t� t0� ! �

+2R
32�2

-3�t0� ln�t� t0� � 
 
 


(4.15)

for Eq. (4.13).
Each of these logarithmically diverging terms would be

troublesome were their divergences to survive the final
time integration and produce a divergence in the one-point
function. In the latter, Eq. (4.15), the-3�t0� factor indicates
that it would require an irrelevant counterterm which
would violate our expectation based on a naı̈ve dimen-
sional analysis of the boundary operators. Moreover, this
term occurs independently of the initial conditions and
would imply a boundary renormalization even for the
standard vacuum. In the former logarithmic term of
Eq. (4.14), the d2 term has a vanishing effect on the short
distance properties of the initial state, compared with the
vacuum, so it too should not require any renormalization. It
is therefore important to show that a general contribution
of the form,
f�t� ln�t� t0�; (4.16)
where f�t� and its derivative are smooth and finite at t � t0,
has only a finite effect on the one-point function,
h
k�t�j 
��x�j
ki � �

Z tf

t0
dt
sin	m�tf � t�


m

� ff�t� ln�t� t0� � 
 
 
g: (4.17)
Expanding the argument of the external leg as tf � t �
�tf � t0� � �t� t0� and integrating once by parts yields
-13
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�
Z tf

t0
dt
sin	m�tf � t�


m
f�t� ln�t� t0�

�
cos	m�tf � t0�


m
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t0
dtf�t� ln�t� t0� sin	m�t� t0�


� f�tf� ln�tf � t0�
sin2	m�tf � t0�


m2

�
sin	m�tf � t0�


m2
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dt _f�t� ln�t� t0� sin	m�t� t0�


�
sin	m�tf � t0�


m2
Z tf

t0
dtf�t�

sin	m�t� t0�

t� t0

: (4.18)

Each of these terms is finite when f�t� and its derivative are
sufficiently well behaved. What this analysis shows is that
while terms such as that in Eq. (4.15) and in the last line of
Eq. (4.14) contain logarithmic divergences, these effects
only have a finite effect on the integrated equation of
motion. Therefore, the logarithm terms in Eq. (4.14) and
(4.15) do not require infinite counterterms and conse-
quently they have no dependence on the renormalization
scale �.

Only two of the moments which define the initial con-
ditions require regularization, d0 and d1. Reading off the
dependence on the zero mode-�t� in the terms that diverge
on the boundary in Eq. (4.14), the counterterms needed are

St�t0 �
Z
t�t0

d3 ~y
1

2
fz0 _- 

� � z0-@t 
� � z1m- 

�g;

(4.19)

which can be equivalently written as a bulk contribution,

St�t0 � �
Z 1

t0
dt
Z
d3 ~y

�
1

2
z0 _	�t� t0�- 

�

�
1

2
z1m	�t� t0�- �



: (4.20)
B. Boundary dimensional regularization

Having shown explicitly that the only new divergences
are localized on the initial boundary, we reevaluate these
terms at t � t0 but instead we use dimensional regulariza-
tion to extract the divergent pieces since this regularization
method allows us to apply the familiar MS scheme for
canceling the poles as the number of spatial dimension
approaches three. Because of the extra overall time inte-
gration, the dimensional regularization of the boundary
divergences is somewhat more subtle than the bulk
regularization.

We begin by integrating by parts until the new self-
energy correction is no more than logarithmically diver-
gent,
085009
Z d3 ~k

�2��3
e
k

!k
e�2i!k�t�t0� � �

1

4

d2

dt2
K
�t� t0�; (4.21)

where we have introduced a new kernel function,

K
�t� t0� �
Z d3 ~k

�2��3
e
k

!3k
e�2i!k�t�t0�: (4.22)

The contribution of this term to the expectation value of
 ��x� is then

Z tf

t0
dt
sin	m�tf � t�


m

�
+R
16
-�t� �K
�t� t0�



: (4.23)

To simplify the notation, we shall abbreviate the product of
the zero mode and the external propagator leg by

G �t� �
Z
d3 ~y	G>�x; y� �G<�x; y�
-�t�

�
sin	m�tf � t�


m
-�t�: (4.24)

Integrating Eq. (4.23) by parts twice yields

Z tf

t0
dtG�t� �K
�t� t0� � �G�t0� _K
�0� � _G�t0�K
�0�

�-�tf�K
�tf � t0�

�
Z tf

t0
dt �G�t�K
�t� t0�:

(4.25)

The final integrand contains an integrable logarithmic
singularity as has already been noted.

The two surface terms with K�0� and _K�0� are divergent
and we regulate them using dimensional regularization, as
in Eq. (3.16),

K
�0� �
d0
4�2

�
1

"
� 3� ln

4��2

m2

�
� finite (4.26)

and

_K 
�0� �
imd0
2�

�
imd1
2�2

�
1

"
� 3� ln

4��2

m2

�
� finite:

(4.27)

Thus the new boundary divergences correspond to the
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following 1" poles:

Z tf

t0
dt
+R
16

G�t� �K
�t� t0� �
�
_G�t0�

+Rd0
64�2

�G�t0�
im+Rd1
32�2

�
�

�
1

"
� 3� ln

4��2

m2

�
� finite: (4.28)

To cancel these poles, we add the surface counterterms
to the action using Eq. (4.20). The contribution of this
action to the interaction Hamiltonian is then

HsurfaceI �-; �� � �
Z
d3 ~y

�
1

2
_	�t� t0�z0- �

�
1

2
	�t� t0�z1mR- 

�

�
: (4.29)

To leading order in these counterterms, the correction to
the equation of motion for the zero mode is

�
Z tf
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dtG�t�

�
1

2
z0 _	�t� t0� �

1

2
z1mR	�t� t0�

�
�
1

2
z0 _G�t0� �

1

2
z1mRG�t0�: (4.30)

Adding together these terms and Eq. (4.28) gives the
following surface contribution to the expectation value of
085009
the fluctuation:
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: (4.31)

The counterterms contain both divergent,
�-independent pieces which are fixed by the MS renor-
malization scheme as well as finite, scale-dependent parts,
so we shall separate each of these effects explicitly,

z0 � z"0 � ẑ0���; z1 � z"1 � ẑ1���: (4.32)

The finite parts are not arbitrary but are determined by the
Callan-Symanzik equation as we shall see. TheMS scheme
fixes

z"0 � �
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�
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� 3� ln4�

�
;

z"1 �
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16�2

�
1

"
� 3� ln4�

�
:

(4.33)

Note that to the order at which we are solving for the
surface counterterms, + � +R �O�+2R�.

The renormalized one-point function, written in terms of
finite parameters therefore becomes
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 (4.34)
to order +R in the self-energy corrections and to +2R in the
coupling correction. We have written K̂
 for the finite
kernel function with the d0 and d1 moments removed,

K̂ 
�t� t0� �
Z d3 ~k

�2��3
X1
n�2

dn
mn
R

!n�3
k

e�2i!k�t�t0�: (4.35)

Here we have been using the one-point function to
determine the scale dependence of the parameters of the
theory. It has a further consequence on the zero mode,
which in an expanding background affects the expansion.
The usual interpretation is that the zero mode is free to
decay into the other degrees of freedom; a signal of this
effect is the dissipative _- term present even in the standard
vacuum, e
k � 0, which is seen by setting the integrand in
Eq. (4.34) to zero

0� �-�m2R
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1�

+R
16�2

ln
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3+R
16�2

ln
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-�t�-2�t0�K�t� t0�

�
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8
-�t�
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dt0-�t0� _-�t0�K�t� t0� � 
 
 
 : (4.36)

The presence of many more terms for a general initial
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condition implies a much more complicated effect on the
zero mode equation of motion. In effect, we no longer have
the zero mode decaying in a  vacuum, but rather one that
decays in a specified background of excited  modes.

C. The Callan-Symanzik equation

Once we have renormalized both the bulk and the
boundary components of the action, we have introduced
a dependence on the renormalization scale� into a general
Green’s function. But since the Green’s functions can be
alternately expressed in terms of the bare quantities or their
rescaled counterparts, they are independent of the renor-
malization scale—as is familiar from the standard
S-matrix description of a field theory. This scale indepen-
dence is the foundation for the Callan-Symanzik equation
and we shall derive here what this equation implies for the
running of the boundary effects.

Let us define the renormalized n-point connected
Green’s function for the fluctuations by

G�n�
R �x1; . . . ; xn�

� h
Rk �tf�jT
� 
�
R �x1� 
 
 
 

�
R �xn��j


R
k �tf�iconnected: (4.37)

The equivalence of the bare and renormalized forms of this
Green’s function implies that it satisfies the Callan-
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Symanzik equation,

�
d
d�

G�n�
R �x1; . . . ; xn� � 0; (4.38)

where the � dependence appears in both the bulk parame-
ters as well as in the operators confined to the initial surface
which are necessary to renormalize the short distance
features of the initial condition. In particular, the one-point
function studied throughout this section obeys

�
d
d�

G�1�
R �x� � 0; (4.39)
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G�1�
R �x� � 0 (4.40)

for boundary conditions of the form given in Eq. (4.1).
Using the form for the one-point function given in
Eq. (4.34)—retaining terms of order +R which are linear
in the zero mode - and terms of order +2R which are cubic
in -—we find that
0 � �
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 : (4.41)
The first line vanishes to this order using the tree-level
equation of motion for the zero mode while the second
vanishes when the mass and coupling have the standard
running. The third line determines the running of the
boundary effects,

�
dẑ0
d�

� �
+R
16�2

d0 �O�+2R�;

�
dẑ1
d�

�
i+R
8�2

d1 �O�+2R�:

(4.42)

V. NONRENORMALIZABLE INITIAL
CONDITIONS

The boundary conditions we have been considering
depart from the standard vacuum most significantly at
long distances, but at short distances the state still has a
strong resemblance to the vacuum up to an overall rescal-
ing and corrections which diminish as inverse powers of
the three momentum. Not surprisingly, the divergences
produced by these terms can be canceled by, at worst,
marginal counterterms confined to the initial boundary.
Thus we discover a correspondence between renormaliz-
able boundary theories and small departures from the
vacuum state at short distances. This correspondence can
be extended to relate larger departures from the vacuum
state to nonrenormalizable actions on the boundary.

For illustration, let us consider in some detail a boundary
whose short distance features progressively differ from the
vacuum as

e
k �
!k

M
; (5.1)

M is a mass scale and we have absorbed any dimensionless
coefficients into the definition of this scale for now. We
shall also assume that m� M. This boundary condition is
essentially a UV modification of the initial state—at long
distances k� M, e
k ! m=M � 1. At longer and longer
scales, its effects become increasing irrelevant to propagat-
ing fields in the bulk. At short distances its behavior
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becomes pathological. Notice that as k� M, the boundary
condition approaches that defining the negative energy
eigenstate,

@tUk�t�jt�t0 � i!k

�
1�
2M
!k

� 
 
 


�
Uk�t0�; (5.2)

as mentioned earlier. Nothing however forbids applying a
boundary condition such as Eq. (5.1) as long as we restrict
to scales sufficiently below M. For example, if the dynam-
ics that sets the initial condition at t � t0 contains a mass
scale M, it is natural to expect that the state should inherit
features at this scale. If the preceding dynamics is other-
wise local and well behaved at shorter distances, then
above this scale the difference between the initial state
and the vacuum should again diminish, growing negligible
in the far UV. Thus a boundary condition such as Eq. (5.1)
can be very useful for describing some preceding physics
with a mass scale M; but such a condition is necessarily
incomplete since we need to apply another boundary con-
dition for the features of the initial scale that are smaller
than �1=M. In this sense, terms in a power series expan-
sion of the boundary condition that scale as some positive
power of !k resemble nonrenormalizable operators in an
effective field theory—their effects are small in the IR,
they cannot be part of a ‘‘full’’ UV-consistent theory, but
they can be very useful for encoding the effects of that
more complete theory if we do not ask too much about the
theory and its short distance behavior.

We examine this connection between an IR-irrelevant
modification to the initial condition and nonrenormalizable
operators on the boundary by reexamining the one-loop
correction to the coupling +R calculated before, but now
using the initial condition in Eq. (5.1). In the integrand of
Eq. (3.14), the leading cubic term in the zero mode - that
depends on the initial condition is

�
i+2R
8
-�t�

Z t

t0
dt0-2�t0�

Z d3 ~k

�2��3
e
k

!2k
� 	e�2i!k�t�t0� � e�2i!k�t0�t0�
 (5.3)

where we have not written the external  leg. Applying the
boundary condition in Eq. (5.1) and integrating over the
spatial momentum as in Eq. (4.6), we see that this loop
correction now produces a divergence at t � t0,

� �
i

64�2
+2R
M

�
-3�t0�
t� t0

� 2-2�t0� _-�t0� � 
 
 




(5.4)

where the ellipsis refers to terms that vanish as t! t0. To
cancel this divergence requires a counterterm proportional
to -3 � on the boundary or, written in terms of the full
field,

Snew �
Z
t�t0

d3 ~x
�
1

24

z3
M
’4 � 
 
 




: (5.5)

We have included the mass scale M in the boundary action
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so that z3 remains dimensionless. Two important properties
of this IR-irrelevant boundary condition should be men-
tioned. The new divergences to the theory are still confined
to the initial surface but now they require counterterms
which correspond to irrelevant operators of the boundary
theory. We generically expect the need for further bound-
ary counterterms, such as

’6; ’8; . . . ; (5.6)

as well as terms with insertions of arbitrary powers of time
derivatives or even powers of spatial derivatives, which
appear at higher order in +R. The complete set of dimen-
sion four boundary operators, symmetric under ’$ �’,
is

’4; ’ �’; _’2; ~r’ 
 ~r’: (5.7)

From this example, we now understand how to interpret
a more general boundary condition,

e
k �
X1
n�0

dn
mn

!n
k

�
X1
n�1

cn
!n
k

Mn : (5.8)

The first sum contains terms that are important for the
long-distance features of the initial state. They can pro-
duce, at least for the first few terms in the series, divergen-
ces on the initial boundary which are absent for the vacuum
and which are removed by adding relevant or marginal
counterterms on the boundary. We apply an MS prescrip-
tion to cancel the 1=" pole and usual constant finite factors
and find the running in � of the counterterms through the
Callan-Symanzik equation. The second sum does not ap-
pear to make sense, but this apparent pathology only arises
if we attempt to use the condition in the regime beyond its
inherent scale of applicability, which is signaled by the
mass scale M. At low scales, set by -�t0� and its deriva-
tives, for example, the higher order terms in the second
sum are suppressed by additional powers of M, and to a
given precision, we only need to consider a finite set of
these terms. To obtain a sense of the scales, consider the
finite correction for the linear term in !k in Eq. (5.4) at t �
t0 and compare it to the analogous finite correction in
Eq. (4.11) for d0 � 0. The ratio of the former to the latter
is

� i
32�2

+2R
M c1-

2�t0� _-�t0�
+2R
32�2 d0-

3�t0�
�
1

M

_-�t0�
-�t0�

; (5.9)

so when the derivative of the zero mode is sufficiently
small on the boundary, this effect will be suppressed.
Higher order terms in 1=M will be consequently even
more suppressed in this regime. In an expanding back-
ground, we have the additional scale for the rate of expan-
sion, the Hubble scale H, so the natural suppression factor
is H=M.
-17



HAEL COLLINS AND R. HOLMAN PHYSICAL REVIEW D 71, 085009 (2005)
We are now ready to describe the prescription for treat-
ing the terms in the second sum. These terms also
generically produce divergences which are not present in
the vacuum but these too are confined to the initial
surface. The divergences are removed by applying the
boundary-MS scheme again, this time adding irrelevant
counterterms on the boundary, and the counterterms also
contain finite parts that run in �. The theory remains
predictive as long as we only demand a finite accuracy of
it—higher order corrections are suppressed by �=M,
where � can be any of the possible scales in the problem,

��-�t0�;
_-�t0�
-�t0�

; j ~kj;
1

t� t0
; . . . : (5.10)

The last of these quantities emphasizes that we should not
expect the controlled expansion arbitrarily close to the
initial surface, t! t0, since this also corresponds to a
UV limit. For �� M, we only require the leading terms
of the second sum in Eq. (5.8) in practice.

Since this class of boundary conditions generically re-
quires some boundary renormalization, we can expect that
they produce effects that run with the renormalization
scale. This running is determined by appropriately extend-
ing the Callan-Symanzik equation in Eq. (4.40) so that it
fixes the� dependence of the finite parts of the coefficients
that accompany the boundary counterterms. In a cosmo-
logical setting, this running means that corrections can be
enhanced by logarithmic factors—�H=M� ln�H=M� rather
than H=M order corrections.

A. Naı̈ve power counting

Some care must be taken when estimating the degree of
the boundary divergence for a general loop contribution. In
particular, a naı̈ve approach based on the Smatrix typically
overestimates the degree of divergence. As an example,
consider once again the order +2R correction to the coupling
in the tadpole given in Eq. (5.3) and represented by the
third graph in Fig. 1. The loop contains two propagators so
that it might appear that its boundary divergence for large
values of the spatial momentum should scale as

d3 ~k�
1

!2k
� e2
k � ke2
k (5.11)

where the factors on the left side correspond to the measure
of the loop integral, two powers of !�1

k for the two
propagators and two powers of the boundary factor e
k
for the boundary-dependent parts of these propagators.
Thus for the linearly scaling example above, this graph
diverges as k3=M2, although the final degree of divergence
can be reduced by the time integrals as we have seen.
However, in Eq. (5.3) only one power of e
k appears. In
the Schwinger-Keldysh approach, the contribution from
this graph, again omitting the external leg, is
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i+2

4
-�t�

Z t

t0
dt0-2�t0�

�
Z
d3 ~z	G>


 �y; z�G
>

 �y; z� �G<


 �y; z�G
<

 �y; z�
: (5.12)

Since the boundary-dependent part of the two-point func-
tionsG>


 �y; z� andG<

 �y; z� is identical, given in Eq. (3.11),

the order �e
k�2 pieces cancel between the two terms. Thus
the divergence is milder than what Eq. (5.11) would have
naı̈vely predicted.

VI. CONCLUSIONS

An effective theory description of an initial state pro-
vides a powerful formalism for understanding and quanti-
fying the observability of the very short distance features of
that state. Such a framework is especially needed in in-
flation where the Hubble scale could lie far beyond the
scales probed by accelerator experiments, while the states
of the fields at the beginning of inflation, which are pre-
sumably set by some preceding dynamics, are unknown.
Just as for an ordinary field theory in the bulk space-time,
the features of the initial state can be characterized as
renormalizable and nonrenormalizable and it is in the latter
that the effects of the trans-Planckian physics are encoded.
The scaling of their observable signature is completely
determined by the effective description of the initial state,
without the need to appeal to a particular model for the
details near the Planck scale.

Even in flat space, choosing an initial state other than the
vacuum affects the structure of the propagator so that it
includes an extra ‘‘image’’ term encoding the propagation
of initial state information. This additional structure is
necessary for the consistency with the initial state.
Moreover, for states that differ sufficiently from the vac-
uum at short distances, this structure is also needed for the
renormalizability of the theory and can be seen as a con-
sequence of correctly time-ordering operators to prevent
uncontrolled divergences in the bulk theory [18–20]. The
theory can nevertheless contain divergences beyond those
present for the vacuum. These divergences arise directly
out of the short distance structure of the initial state and
they occur exactly at the initial-time surface at which the
state is defined. Once the short distance behavior of the
initial state has been renormalized at this surface, the
theory remains finite for all subsequent times.

Renormalizable initial conditions are characterized as
those that still yield the same short distance behavior as the
vacuum state up to possible constant rescalings. The new
divergences associated with this class of initial conditions
can be renormalized through relevant or marginal—with
respect to the boundary theory—counterterms confined to
the initial boundary. Nonrenormalizable initial conditions
are those differing significantly from the vacuum condition
at short distances. It might be thought that they are there-
fore unphysical, but they are predictive in the usual sense
-18
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of an effective theory. If these effects become large on
scales of order M, then as long as we only probe up to a
scale�� M there is only a finite set of parameters needed
to describe the nonrenormalizable features of the state up
to a given order in ��=M�n. Here too we have divergences
at the initial surface from summing over more and more of
the short distance features of the initial state; such diver-
gences are canceled by irrelevant, local operators also
confined to the initial surface. The Callan-Symanzik equa-
tion determines the renormalization group running associ-
ated with these operators, which applies to both the bulk
and boundary renormalization.

In principle, the renormalization of an initial state
should proceed very similarly in an expanding background.
The reason lies in how the standard vacuum state is defined
in a Robertson-Walker universe. The state is assumed to be
invariant under all of the isometries of the background,
which with the exception of de Sitter space are always
fewer in number than those of Minkowski space. Even in
de Sitter space [21], this requirement does not select a
unique state and an additional condition must be imposed.
For example, in de Sitter space the Bunch-Davies [25]
vacuum is that invariant state whose modes match with
the Minkowski space vacuum modes at scales much
smaller than the horizon, 1=H. A similar prescription
applies also to a Robertson-Walker universe.

Thus, in terms of its short distance features, how a state
differs from the vacuum in a curved space-time is essen-
tially the same as in flat space. In the expanding case, the
curvature scale, H, defines the relevant scale for our effec-
tive theory. Choosing a spatially flat form for the
Robertson-Walker metric, the short distance features of
the modes can be written as

U

k �t� ! e�ikt � e
kei	keikt as k � j ~kj � H (6.1)

up to possible relative phases, ei	k . The vacuum state is
defined by choosing only the ‘‘positive energy’’ modes,
e
k � 0; but for a general initial state we should include
the conjugate term as well. As k� H, we can write

e
k � IR-relevant moments �
X1
n�1

cn
kn

Mn ; (6.2)

just as before. For the effective description of the state to be
predictive, the scale at which the difference between the
initial state and the vacuum, M, becomes important should
be sufficiently smaller than H so that the contributions of
the higher order moments will be suppressed by �H=M�n.
We shall explore the renormalization of nonvacuum initial
conditions more extensively in [17].

The effective theory framework provides the natural
setting in which to address many of the mysterious aspects
of inflation [26]. The basis of the effective theory idea is to
retain only the relevant physics for the scale being studied.
As we have seen, the ultraviolet physics is still present but
if we have set up our effective theory correctly, these UV
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effects are both small and controlled at this scale. The idea
also applies to extreme infrared effects. In particular, we
should not need to know details on superhorizon scales to
make predictions within our own horizon. From this per-
spective, an effective theory description of the initial state
provides a reasonable framework in which to address other
outstanding problems of inflation, such as the ‘‘backreac-
tion problem’’ [13,27], as well.
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APPENDIX A: THE SCHWINGER-KELDYSH
FORMALISM

The Schwinger-Keldysh formalism [14–16] was devel-
oped to study the evolution of matrix elements over finite
intervals of time. It is therefore ideally suited not only to
backgrounds which do not admit an S-matrix description,
such as de Sitter space [10], but also to settings where the
state is specified at a particular time rather than in terms of
its asymptotic properties. In a standard S-matrix calcula-
tion, the goal is to determine the amplitude for a state in the
far past, j i, to become some state j 0i in the far future,

h 0jSj i � h 0�1�j ��1�i: (A1)

Here, the states are assumed to be noninteracting in the
asymptotic past and future and are usually taken to be the
eigenstates of the free Hamiltonian,H0, which are assumed
to be in one-to-one correspondence with the eigenstates of
the interacting theory as we adiabatically turn on and then
turn off the interactions between t � �1 and t � 1. The
scattering operator S corresponds to the time-evolution
operator evaluated over an infinite interval,

S � U�1;�1�; (A2)

which is for a finite interval in the interaction picture,

U�t; t0� � Te�i
R
t

t0
dt00HI�t00�; (A3)

where HI�t� is the interacting part of the Hamiltonian.
The physical situation we are considering is quite differ-

ent. Instead of fixing the asymptotic properties of the state
in the far past, the state is specified at a particular time, t �
t0,

j �t0�i: (A4)

The state can be quite general and is not necessarily an
eigenstate of either the free or the interacting theory. For
example, in an expanding background no true vacuum
choice may exist and a particular state is chosen based
-19



FIG. 4. The time contour—or equivalently the field content—
can be formally doubled in order to write the time evolution of
the initial and the final states, both defined at t � t0, in terms of a
single time-evolution operator.
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upon its symmetries or as the result of some preceding
dynamical model. In this setting, the short distance prop-
erties of the state become more important since the cos-
mological expansion eventually redshifts these features to
potentially observable scales. Fixing an initial state allows
for a more careful treatment of such effects.

The set of measurable quantities is formed by the ex-
pectation values of operators, O�t�, evaluated at some later
time, t > t0, rather than the overlap of past and future
eigenstates of the free theory. Therefore, it is more useful
to evolve both the ‘‘in’’ and the ‘‘out’’ states forward,

h 0�t�jOI�t�j �t�i: (A5)

Here we have written the matrix element with two different
states for generality although most often we shall set
h 0�t�j ! h �t�j. In the interaction picture, the time-
evolution operator of Eq. (A3) relates the future states to
those we have specified at t � t0,

h 0�t�jOI�t�j �t�i � h 0�t0�jUy�t; t0�OI�t�U�t; t0�j �t0�i:

(A6)

The operator evolves too, but its evolution is determined by
the free part of the Hamiltonian so that, in particular, if OI
corresponds to a product of fields, its time evolution is
already encoded in the time dependence of the mode
functions as in Eq. (2.3). Unlike the S-matrix approach
above, the Schwinger-Keldysh approach contains two in-
sertions of the time-evolution operator.

The time-dependent matrix element is usually written in
a more compact form by formally doubling the time con-
tour as follows. We first insert a factor of the identity
operator in the form Uy�1; t�U�1; t� to extend the time
evolution to t � 1

h 0�t�jOI�t�j �t�i

� h 0�t0�jUy�1; t0�U�1; t�OI�t�U�t; t0�j �t0�i: (A7)

Now double the time path so that times associated with the
right three operators are formally considered to be on the
‘‘� contour,’’

U�1; t�OI�t�U�t; t0� ! U�1; t��OI�t��U�t�; t�0 � (A8)

and the times associated with the remaining operator are on
the ‘‘� contour,’’
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Uy�1; t0� � U�t0;1� ! U�t�0 ;1�: (A9)

Because of the Hermitian conjugation, the � contour runs
over the interval 	1; t�0 
 with the opposite time ordering.
The points at t� � 1 are identified, so that we obtain a
single contour running from t � t�0 to t � 1 back to t �
t�0 as shown in Fig. 4. By using a time-ordering operator
along this path, each piece of the time evolution is grouped
into a single operator,

h 0�t�jOI�t�j �t�i

� h 0�t0�jT�OI�t�U�t�0 ;1�U�1; t�0 ��j �t0�i; (A10)

which, using Eq. (A3), is given by

U�t�0 ;1�U�1; t�0 � � Te�i
R
t�
0
1
dt00HI�t00�Te

�i
R

1

t�
0

dt00HI�t00�

� Te
�i
R

1

t�
0

dt00HI�t00��i
R

1

t�
0

dt00HI�t00�
:

(A11)

Finally, let us replace the two parts of the path with a single
interval, t00 2 	t0;1
, by equivalently doubling the field
content of the theory. Fields evaluated along the � parts of
the contour are written as ’�t�� � ’��t�, and thus

U�t�0 ;1�U�1; t�0 � � Te
�i
R

1

t0
dt00	HI	’��t00�
�HI	’��t00�



:

(A12)

The time ordering of the fields inherits the time ordering of
the parts of the path on which they were originally defined,
as will be explained in more detail below. Inserting this
expression into Eq. (A10) we obtain the general time
evolution of a matrix element
h 0�t�jOI�t�j �t�i � h 0�t0�jT�OI�t�e
�i
R

1

t0
dt00	HI	’�
�HI	’�



�j �t0�i: (A13)

Finally, we can remove the ‘‘vacuum-to-vacuum’’ portion of the matrix element and evaluate

h 0�t�jOI�t�j �t�i
h 0�t�j �t�i

�
h 0�t0�jT�OI�t�e

�i
R

1

t0
dt00	HI	’�
�HI	’�



�j �t0�i

h 0�t0�jT�e
�i
R

1

t0
dt00	HI	’�
�HI	’�



�j �t0�i
: (A14)

For example, setting j �t0�i � j 0�t0�i � j
ki and OI�t� �  ��x� we obtain Eq. (3.3).
The perturbative calculation of a matrix element now proceeds similarly to that of the S-matrix element except that here

we can encounter four different Wick contractions,
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�iG��
F �x; y� � �i

Z d3 ~k

�2��3
ei ~k
� ~x� ~y�G��

k �t; t0� � h 0�t0�jT
k�’
��x�’��y��j �t0�i: (A15)

In our case, the initial and final states are the same and correspond to that which satisfies the linear initial condition given in
Eq. (2.10). In terms of the vacuum Wightman functions,

G>
k �t; t

0� � G<
k �t

0; t� � iUE
k �t�U

E�
k �t0� �

i
2!k

e�i!k�t�t0�; (A16)

in the region t > t0 the four propagators generalizing that which is consistent with the initial conditions, as given in
Eq. (2.36), are

G��
k �t; t0� � ��t� t0�G>

k �t; t
0� ���t0 � t�G<

k �t; t
0� � e
kG<

k �tI; t
0�;

G��
k �t; t0� � ��t0 � t�G>

k �t; t
0� ���t� t0�G<

k �t; t
0� � e
kG<

k �tI; t
0�;

G��
k �t; t0� � G>

k �t; t
0� � e
kG<

k �tI; t
0�;

G��
k �t; t0� � G<

k �t; t
0� � e
kG<

k �tI; t
0�:

(A17)
Notice that because t and t0 always occur after t0, the image
parts of these propagators, that proportional to e
k , are all
the same.

APPENDIX B: RESUMMATION OF
LOGARITHMIC DIVERGENCES

In arriving at the renormalization conditions of Sec. III,
we made use of the so-called amplitude expansion approxi-
mation, i.e. the condition thatm2 � +-2. This allows us to
solve the mode equation in terms of simple plane waves
e�i!kt with !k �

�����������������
k2 �m2

p
. However, we can improve on

this result by resumming insertions of +-20 into our Green’s
function. To do this, start with Eq. (3.9) and make the
replacement

1

4
+-2 �2 !

1

4
+-20 

�2 �
1

4
+�-2 �-20� 

�2: (B1)

We absorb the term +
4-

2
0 

�2 into a redefinition of the
frequency of the modes

!k ! !k0 �

���������������������������������������
k2 � �m2 �

1

2
+-20�

s
�

��������������������
k2 �M2

0

q
: (B2)
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This modification has interesting implications for the log-
arithmically divergent term in Eq. (4.13) which was ob-
tained by using integration by parts on
�
+2

8
-�t�

Z t

t0
dt0-2�t0�

Z d3 ~k

�2��3
sin�2!k�t� t0��

!2k
: (B3)
Our redefinition of the frequencies implies that this is
changed to
�
+2

8
-�t�

Z t

t0
dt0�-2�t0� �-20�

Z d3 ~k

�2��3
sin�2!k0�t� t0��

!2k0
:

(B4)
Integrating the part containing -2�t0� by parts as before,
yields
�
+2

8
-�t�

Z t

t0
dt0�-2�t0� �-20�

Z d3 ~k

�2��3
sin�2!k0�t� t0��

!2k0
� �

+2

16
-3�t�K�0� �

+2

16
-�t�-2�t0�K�t� t0�

�
+2

8
-�t�

Z t

t0
dt0-�t0� _-�t0�K�t� t0�; (B5)

where the kernel K�t� t0� is as given in Eq. (3.20), but within terms of the new frequency !k0. We see that the piece in
Eq. (B4) containing -20 exactly cancels the term 1

16+
2-�t�-2�t0�K�t� t0� in Eq. (B5). Thus the effect of this logarithmic

divergence was absorbed into a renormalization of the frequency.
There are other repercussions of this resummation. Consider the term
-21
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i+2R
8
-�t�

Z t

t0
dt0�-2�t0� �-20�

Z d3 ~k

�2��3
e
k

!2k0
	e�2i!k0�t�t0� � e�2i!k0�t0�t0�
: (B6)
If we make the same smoothness assumption about-�t� as we made in Sec. IV, we find that the integrand of the momentum
integral is at least O��t� t0�3� and so will not contribute in the t! t0 limit.

The rest of the calculation is as in the main text, with the replacement ln��2=m2� ! ln��2=M2
0�.
[1] A. Linde, Particle Physics and Inflationary Cosmology
(Harwood Academic, Chur, Switzerland, 1990); E. W.
Kolb and M. S. Turner, The Early Universe (Addison-
Wesley, Reading, MA, 1990); A. Liddle and D. Lyth,
Cosmological Inflation and Large-Scale Structure
(Cambridge University Press, Cambridge, UK, 2000).

[2] H. V. Peiris et al., Astrophys. J. Suppl. Ser. 148, 213
(2003).

[3] J. Martin and R. H. Brandenberger, Phys. Rev. D 63,
123501 (2001); R. H. Brandenberger and J. Martin,
Mod. Phys. Lett. A 16, 999 (2001).

[4] R. Easther, B. R. Greene, W. H. Kinney, and G. Shiu, Phys.
Rev. D 64, 103502 (2001); 67, 063508 (2003); G. Shiu and
I. Wasserman, Phys. Lett. B 536, 1 (2002); R. Easther,
B. R. Greene, W. H. Kinney, and G. Shiu, Phys. Rev. D 66,
023518 (2002).

[5] N. Kaloper, M. Kleban, A. E. Lawrence, and S. Shenker,
Phys. Rev. D 66, 123510 (2002); N. Kaloper, M. Kleban,
A. Lawrence, S. Shenker, and L. Susskind, J. High Energy
Phys. 11 (2002) 037.

[6] J. C. Niemeyer, Phys. Rev. D 63, 123502 (2001); A.
Kempf, Phys. Rev. D 63, 083514 (2001); J. C. Niemeyer
and R. Parentani, Phys. Rev. D 64, 101301 (2001);
A. Kempf and J. C. Niemeyer, Phys. Rev. D 64, 103501
(2001); A. A. Starobinsky, Pis’ma Zh. Eksp. Teor. Fiz. 73,
415 (2001) [JETP Lett. 73, 371 (2001)]; L. Hui and
W. H. Kinney, Phys. Rev. D 65, 103507 (2002); S.
Shankaranarayanan, Classical Quantum Gravity 20, 75
(2003); S. F. Hassan and M. S. Sloth, Nucl. Phys. B674,
434 (2003); K. Goldstein and D. A. Lowe, Phys. Rev. D
67, 063502 (2003); V. Bozza, M. Giovannini, and
G. Veneziano, J. Cosmol. Astropart. Phys. 05 (2003)
001; G. L. Alberghi, R. Casadio, and A. Tronconi, Phys.
Lett. B 579, 1 (2004); J. Martin and R. Brandenberger,
Phys. Rev. D 68, 063513 (2003); U. H. Danielsson, Phys.
Rev. D 66, 023511 (2002); J. High Energy Phys. 07 (2002)
040; R. H. Brandenberger and J. Martin, Int. J. Mod. Phys.
A 17, 3663 (2002).

[7] C. P. Burgess, J. M. Cline, F. Lemieux, and R. Holman,
J. High Energy Phys. 02 (2003) 048; C. P. Burgess, J. M.
Cline, and R. Holman, J. Cosmol. Astropart. Phys. 10
(2003) 004; C. P. Burgess, J. Cline, F. Lemieux, and
R. Holman, astro-ph/0306236.

[8] H. Collins, R. Holman, and M. R. Martin, Phys. Rev. D 68,
124012 (2003); H. Collins and M. R. Martin, Phys. Rev. D
085009
70, 084021 (2004); H. Collins, hep-th/0312144.
[9] R. Easther, W. H. Kinney, and H. Peiris, astro-ph/0412613.

[10] In de Sitter space, for example, refer to E. Witten, hep-th/
0106109.

[11] H. Georgi, Weak Interactions And Modern Particle Theory
(Benjamin/Cummings, Menlo Park, CA, 1984); Annu.
Rev. Nucl. Part. Sci. 43, 209 (1993); I. Z. Rothstein,
hep-ph/0308266.

[12] K. Schalm, G. Shiu, and J. P. van der Schaar, J. High
Energy Phys. 04 (2004) 076.

[13] B. R. Greene, K. Schalm, G. Shiu, and J. P. van der Schaar,
J. Cosmol. Astropart. Phys. 02 (2005) 001; K. Schalm,
G. Shiu, and J. P. van der Schaar, AIP Conf. Proc. 743, 362
(2004).

[14] J. S. Schwinger, J. Math. Phys. (N.Y.) 2, 407 (1961).
[15] L. V. Keldysh, Zh. Eksp. Teor. Fiz. 47, 1515 (1964) [Sov.

Phys. JETP 20, 1018 (1965)].
[16] K. T. Mahanthappa, Phys. Rev. 126, 329 (1962); P. M.

Bakshi and K. T. Mahanthappa, J. Math. Phys.
(Cambridge, Mass.) 41, 12 (1963).

[17] H. Collins and R. Holman (unpublished).
[18] K. Goldstein and D. A. Lowe, Phys. Rev. D 69, 023507

(2004).
[19] M. B. Einhorn and F. Larsen, Phys. Rev. D 68, 064002

(2003).
[20] H. Collins and R. Holman, Phys. Rev. D 70, 084019

(2004); H. Collins, Phys. Rev. D 71, 024002 (2005);
H. Collins, hep-th/0410228.

[21] N. A. Chernikov and E. A. Tagirov, Ann. Poincaré Phys.
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