PHYSICAL REVIEW D 71, 054016 (2005)

Ground state in a spin-one color superconductor
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Color superconductors in which quarks of the same flavor form Cooper pairs are investigated. These
Cooper pairs carry total spin one. A systematic group-theoretical classification of possible phases in a
spin-one color superconductor is presented, revealing parallels and differences to the theory of superfluid
3He. General expressions for the gap parameter, the critical temperature, and the pressure are derived and
evaluated for several spin-one phases, with special emphasis on the angular structure of the gap equation.
It is shown that the (transverse) color-spin-locked phase is expected to be the ground state.
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L. INTRODUCTION

It is well known that certain metals and alloys exhibit a
superconducting phase below a critical temperature 7. In
this phase, electrons in the vicinity of the Fermi surface
form Cooper pairs which leads to a gap ¢ in the quasipar-
ticle excitation spectrum [1]. An attractive interaction be-
tween the electrons is provided by the exchange of virtual
phonons, and the electromagnetic gauge group U(1)y, is
spontaneously broken. A similar mechanism occurs in
sufficiently cold and dense quark matter [2]. In this case,
the attractive color-antitriplet channel is responsible for the
formation of quark Cooper pairs. Because of the intrinsic
properties of quarks (color, flavor, electric charge), many
pairing patterns seem to be theoretically possible. In other
words, besides the electromagnetic gauge group, also the
color gauge group SU(3).., the flavor group SU(Ny),, and
the baryon number conservation group U(1)z may be
broken completely or to a certain residual subgroup. In
recent years there have been interesting works studying the
ground state of cold and dense quark matter, i.e., it has
been investigated which color-superconducting phase is
favored for certain ranges of the quark chemical potential
M. This question is also of phenomenological interest,
since matter in the interior of neutron stars can reach
densities up to an order of magnitude larger than the
nuclear ground state density while the temperature can be
of the order of keV. Therefore, the core of a neutron star
can be expected to be a color superconductor and the
question arises of which of the color-superconducting
phases it consists.

For very large densities, where the quark masses of the
u, d, and s quarks can be considered degenerate since they
are much smaller than the chemical potential, the ground
state is the so-called color-flavor-locked (CFL) phase [3].
In this phase, quarks of all flavors and all colors form
Cooper pairs, breaking spontaneously SU(3). X SU(3), X
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U(1)em X U(1)p to a subgroup SU3).4; X U(1)cyem. At
smaller densities the situation is more complicated, be-
cause the strange mass cannot be neglected. Furthermore,
the conditions of § equilibrium and electric charge neutral-
ity impose restrictive conditions on the system. The sim-
plest solution seems to be a pairing of only u and d quarks
[2], the so-called 2SC phase. In this phase, quarks of one
color remain unpaired, and the symmetry breaking pat-
tern is SU(3), X SUQ2); X U1y X U(1)g — SU(2),. X
SU2); X U(1)¢qem X U(1)emyp. In both CFL and 2SC
phases the Fermi momenta of the quark flavors participat-
ing in pairing are assumed to be equal. This is a necessary
condition for the conventional BCS pairing mechanism,
since in both cases quarks of different flavors form Cooper
pairs. However, for moderate densities, this assumption is
not valid. Therefore, the ground state is neither the (pure)
CFL nor the (pure) 2SC state. Several other possibilities
have been discussed. In principle, besides a transition to
the normal-conducting state, there are two classes of alter-
natives, both yielding color-superconducting states. In the
first class, the difference in Fermi momenta is nonzero but
small enough to still allow for pairing of quarks of different
flavors. The second class accounts for cases in which
quarks of the same flavor pair.

Let us first mention some options for the first class. First,
there might be a phase in which the Cooper pairs carry
nonzero total momentum. In this case, the system exhibits
a crystalline structure due to a spatially varying energy gap
[4]. This kind of superconductivity is called Larkin-
Ovchinnikov-Fulde-Ferrell (LOFF) phase and was first
discussed in solid-state physics [5], where a difference in
the electron Fermi momenta is induced by an external
magnetic field. Second, there are studies about the ““gap-
less” 2SC [6] and CFL [7] phases. In these phases, at least
a part of the quasiparticle excitations are ungapped,
although the gap parameter is nonzero. This feature obvi-
ously can have enormous physical consequences, for in-
stance for the specific heat and the neutrino emissivity
which both affect the cooling of a neutron star with a
core in a gapless color-superconducting phase. Other pos-
sible phases are derived from the CFL phase and contain
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kaon and/or eta condensates [8]. Moreover, besides a dis-
placement (LOFF phase), also a deformation of the Fermi
surface has been discussed [9].

In this paper, we discuss the possibility of the second
class, namely, systems in which quarks of the same flavor
form Cooper pairs [2,10—12]. The simplest situation for
this kind of color superconductivity is a system of only one
quark flavor. More realistic scenarios are two- or three-
flavor systems where each quark flavor separately forms
Cooper pairs. Another possibility is a system where u and
d quarks form a (gapless) 2SC superconductor while the s
quarks pair separately.

Since the attractive interaction of quarks is provided in
the antisymmetric color-antitriplet channel, the spin chan-
nel must be symmetric in order to ensure the overall
antisymmetry of the Cooper pair wave function. Con-
sequently, Cooper pairs consisting of quarks of the same
flavor cannot carry total spin zero but must condense in the
spin-one channel, J = 1, where J/ = L + S is the total spin
of the Cooper pair, consisting of their angular momentum
L and their spin S. This “two-triplet condensation” (color
and spin triplets) renders the structure of the order parame-
ter a complex 3 X 3 matrix. This is in contrast to the 2SC
case, where, due to condensation in the color-antitriplet,
flavor and spin singlet channels, the order parameter is a
complex 3-vector. In the CFL case, the order parameter is
also a 3 X 3 matrix, originating from the color and flavor
antitriplets.

Another system with this structure of the order parame-
ter is superfluid 3He [13,14]. In this nonrelativistic system,
angular momentum L and spin S are separate quantum
numbers, both giving rise to a triplet structure of the
condensate. In other words, a Cooper pair of *He atoms
carries angular momentum one and spin one. Without
external magnetic fields, two phases of superfluid *He are
experimentally known, the A and B phases. The A phase is
given by the order parameter structure A;; = §;5(8;; +
i8j,), where the index i refers to spin and the index j to
angular momentum. This order parameter spontaneously
breaks SO(3)g X SO(3); X U(1)y to U(l)g X U(1)f +n»
where SO(3)g and SO(3), are the spin and angular mo-
mentum groups, respectively, and U(1)y is the particle
number conservation group. The B phase, which covers
the largest region of the phase diagram, is given by A;; =
0;j» locking angular momentum with spin. Here, the resid-
ual group is SO(3)g,,. While the gap function ¢(K) is
isotropic in the B phase, it is anisotropic in the A phase.
The condensation energy (density) Ap of the superfluid
states is given by the angular average of the square of the
gap [14],

Ap = IN(0)p?(K))g, (1)

where N(0) is the density of states at the Fermi surface and
(=) = [dQy/4m. In weak coupling and at zero tempera-
ture, the ratio of the condensation energies of the A phase
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and the B phase is [cf. Egs. (3.72) and (3.75) of Ref. [14]]

Apa
Ay 0.88. 2)

Ps
Therefore, weak-coupling theory predicts the B phase to be
the favored state.

It is the main goal of this paper to determine the favored
state in a spin-one color superconductor. The paper is
organized as follows: In Sec. II, we discuss possible sym-
metry breaking patterns in a spin-one color superconduc-
tor. In general, the group G = SU(3), X SU(2);X
U(1)em X U(1)p is spontaneously broken to a residual
group H, where SU(2); is the (relativistic) spin group. A
systematic list of order parameter matrices A and the
corresponding residual groups is presented, based on the
simple group-theoretical condition that A be invariant
under transformations of H. Four phases with large resid-
ual groups are picked for further investigation in the next
sections, namely, the polar, planar, A, and CSL (color-spin-
locked) phases.

After establishing the formalism in Sec. IIT A, Sec. III B
is devoted to solving the gap equation for the general case
of one or two nonzero (constant or angular-dependent)
energy gaps. The results are the gap functions for zero
temperature, 7 = 0, at the Fermi surface

(ﬁr(ﬁ) = )‘k,rd)o’ (3)

where the angular dependence is contained in the quanti-
ties A, , = A,(k). The gap function occurs in the excitation
spectrum of the quasiparticles,

€rr = \/(k — )+ A B3 4

Let us briefly recall the situation of isotropic gap functions,
Arr = A,. It has been shown that, in this case and with r =
1, 2, the gap parameter is given by [11,15-19]

¢o = 2bble e u exp(— 2—2) &)
where
~ 2 5/2
g = %, b= 2567T4<N 2) R
™ 8 ©)
bl = ox (_772+4>
0 p 8 4

with the strong coupling constant g. The exponent d is zero
in all spin-zero phases and nonzero for J = 1. The expo-
nent £ is defined as

{ =In(A{'A)2, )

where the numbers a; and a, have to be determined for
each phase separately. They fulfill the condition

a,t+a =1 ®)
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The notation e~ ¢ instead of (A{*A5?)~!/2 will turn out to be
convenient for the generalization to the case of anisotropic
gap functions.

In the case of the 2SC phase, there is only one gapped
quasiparticle excitation branch, a; = A; =1, a, = A, =
0, and hence

~ T
$35C = 2bbl exp<— 2—g>, 9)

whereas in the CFL phase, there are two different gaps,
a,=1/3, a,=2/3, A, =4, A, =1, which leads to
PSFL = 2—1/3¢%sc_

In Sec. III C, we compute the transition temperature 7',
for the transition from the normal-conducting to the super-
conducting state. As for the gap, this is a generalization of
the cases with constant (angular-independent) gaps, for
which the transition temperature is given by [19]

L _ ﬂef =~ (.57¢%, (10)

bo T

where y = 0.577 is the Euler-Mascheroni constant. It has
been one of the main conclusions of Ref. [19] that this
expression shows the violation of the well-known BCS
relation T,/ ¢, = 0.57 in the case of a two-gap structure,
i.e.,, Ajp, a;p # 0. (Also in the case of the gapless 2SC
phase, this relation is violated [6].)

As in the case of *He, one expects the preferred phase to
have the largest condensation energy cf. Eq. (1). We spec-
ify this statement in Sec. III D with a general derivation of
the pressure in an arbitrary color-superconducting phase.

In Sec. IV, we determine the excitation spectrum, the gap
functions, the critical temperature, and the pressure for
the polar, planar, A, and CSL phases. For each phase we
consider three special cases, termed ‘longitudinal,”
“mixed,” and “transverse.” These three cases arise from
the following property of spin-one phases: Contrary to a
spin-zero color superconductor, where only quarks of the
same chirality form Cooper pairs (RR and LL pairs), in a
spin-one color superconductor also pairing of quarks with
opposite chirality (RL and LR pairs) is possible [11,12,19].
In general, the order parameter contains a linear combina-
tion of both kinds of condensates. We focus on the cases of
pure RR/LL condensates (longitudinal), a special admix-
ture of RR/LL and RL/LR condensates (mixed), and pure
RL/LR condensates (transverse). Consequently, in total
12 phases are studied.

In Sec. V we summarize the results and give an outlook
for possible consequences in neutron stars with color-
superconducting cores.

Our convention for the metric tensor is gHt” =
diag{l, —1, —1, —1}. Our units are i =c =k =1.
Four-vectors are denoted by capital letters, K = K* =
(ko, k), and k= |k|, while k =k/k. We work in
the imaginary-time formalism, i.e., T/ Vz,( =
TS, [d’k/(27)*, where n labels the Matsubara frequen-
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cies w, = iky. For bosons, w, = 2n#wT, for fermions,
w, = (2n + 1)aT.

II. PATTERNS OF SYMMETRY BREAKING

In this section, we discuss possible symmetry breaking
patterns in a spin-one color superconductor. In other words,
we present a systematic classification of theoretically pos-
sible superconducting phases. In the case of a one-flavor,
spin-one color superconductor, the relevant original sym-
metry group of the system is

G =G| X G, X Gjs, (11
where
G, = SU@3),, G, = SU(2),, G3 = U(1)e.
(12)

Note that the global group U(1)g, accounting for baryon
number conservation, has the same generator as the local
symmetry group U(1).,. This is not true in a system with
Ny >1, when at least two quark flavors differ in their
electric charge. In particular, in the CFL phase (N, = 3),
this leads to the fact that the system is not an electromag-
netic superconductor but a superfluid [the breakdown of
U(1)g gives rise to a Goldstone boson]. For Ny = 1, how-
ever, these two phenomena are coupled, i.e., a superflow is
equivalent to a supercurrent.

The order parameter A is an element of a representation
of G. In the following, we use the term order parameter
somewhat sloppily for the pure matrix structure A. For a
spin-one color superconductor, the relevant representation
of G is the tensor product of the antisymmetric color
antitriplet [3]¢ and the symmetric spin triplet [3]5,

A € [3) ® [3]: (13)

Therefore, A is, as in the case of superfluid *He, a complex
3 X 3 matrix. There is no nontrivial contribution from the
flavor structure since we consider systems with only one
quark flavor. The group G is spontaneously broken down to
a residual (proper) subgroup H C G. This means that any
transformation g € H leaves the order parameter invariant,

g(d) = A. (14)

In the following, we investigate this invariance condition in
order to determine all possible order parameters A and the
corresponding residual groups H. The method we use in
this section is motivated by the analogous one for the case
of superfluid *He [14].

First, one has to specify how G acts on the order pa-
rameter in Eq. (14). To this end, we write an arbitrary group
element g € G as (in this section, no confusion with the
strong coupling constant g is possible)

g = (g1, 82 &), (15)

where
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g1 = exp(—ia,T,). g = exp(ib,J,),

(16)
83 = exp(2i61),

with real coefficients a,, (im =1,...,8), b, (n = 1,2, 3),
and c¢. The Gell-Mann matrices 7,, generate the group
SU(3)., and we have taken into account that the color
representation is an antitriplet. The matrices J, are the
generators of the spin group SU(2),, (J,);; = —i€,;. For
the generator of U(1) we choose 2 X 1, where 1 is the 3 X
3 unit matrix. The factor 2 accounts for the diquark nature
of the order parameter.

Let us now introduce a basis J; ® K; (i, j =1, 2,3) for
the representation given in Eq. (13). For the basis elements
of [3]¢ we choose the antisymmetric 3 X 3 matrices J;, as
introduced above as generators of the spin group. The basis
of [3]j is given by the 3-vector «;, which will be specified
in Sec. IV cf. Eq. (120). Thus, we have to consider the
action of G on

My = J:Ajjk;. (17)
We have
g(My) = 3880, A g k. (18)
Therefore, the matrix A transforms as
2(A;) = g38k A8y (19)

Then, using Eqs. (16), the infinitesimal transformations of
A by G are given by

g(A)y=A—a,T,A+b,AJ, +2cA, (20)

where T, A as well as AJ, are matrix products. The
invariance condition for the order parameter (14) is thus
equivalent to

—a, T, A+ b,AJ, +2cA = 0. 1)

This matrix equation can be written as a system of nine
equations for the nine complex entries Ay, ..., A3z of the
matrix A. In principle, one can find all possible symmetry
breaking patterns and corresponding order parameters by
setting the determinant of the coefficient matrix to zero.
Then, each possibility to render the determinant zero yields
a set of conditions for the coefficients a,,, b,, ¢, and it can
be checked if these conditions correspond to a residual
subgroup H. But since this is much too complicated, we
proceed via investigating possible subgroups explicitly. In
the following, we focus only on the continuous subgroups
of G.

Let us start with subgroups H that contain the smallest
possible continuous group, U(1), i.e.,

H=UQ1)XH (22)

where H' is a direct product of Lie groups. The residual
U(1) must be generated by a 3 X 3 matrix U which is a
linear combination of the generators of G, i.e., in general,
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U=a,T, + b,J, + 2cl. (23)

Let us restrict ourselves to linear combinations that involve
one generator of each group G, G,, Gs, for instance

U= Clng + b3.l3 + 2cl. (24)
With Eq. (24), the invariance condition
elV(A) = A (25)

results in a system of nine equations, which can be dis-
cussed explicitly. This is done in Appendix A. We find ten
different order parameters, eight of them depending on two
or more parameters A;, A,, ..., which physically corre-
sponds to more than one gap function. With the normal-
ization

Tr(AAY) =1, (26)

the calculation in Appendix A yields also two matrices A
that do not depend on any free parameter (which corre-
sponds to only one gap function). In analogy to *He, let us
call the phases defined by this kind of order parameter inert
[14]. All experimentally known states of superfluid *He
belong to this class of order parameters. Mathematically
speaking, these matrices play a special role due to a
theorem (“Michel’s Theorem’) [14,20], which ensures
that these order parameters correspond to a stationary point
of any G-invariant functional of A (for instance the effec-
tive potential). This is the reason why we also focus on
these order parameters in the explicit calculations of the
physical properties, see Sec. IV.

One order parameter, found with the ansatz (24) and
corresponding to an inert phase, is

0 00
A= (0 0 O), (27)
0 0 1

defining the polar phase. It has its analogue in *He [14],
where the order parameter matrix is identical. For the case
of a color superconductor, certain aspects of the polar
phase have already been discussed in Refs. [12,19,21,22].
For the corresponding residual group H see Fig. 1, where
we list all order parameters. More details, especially the
explicit forms of the generators of H, are given in
Appendix A. The second-order parameter giving rise to
an inert phase is

1 0 0 0)
A=—[0 0 0] (28)
V2 ( 1 i 0
This order parameter leads to the A phase [12,14].
In order to find all possible (inert) order parameters, it is

necessary to consider at least one more combination for the
residual U(1) in Eq. (22), namely

U= ClzT2 + b3.l3 + 2cl. (29)
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phase SUQ), x SUQR)y x ﬁ% order
broken to parameter
su@) x[ U@ | x vy < 00 °>
X X 000
polar (2) §)) ( 000
100
u@@ x U 010
planar 1) ‘ (% <0 ! 0>
000
s | s xfEm xova | (850)
- 1i0
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CSL su@) < 09 0>
001
000
SU 2 X U 000
P, (2) W <A1A2A3>
0 0A
P u@® x| Ud 0 0A>
: 1 x| o <005
AiALO
P U@ x U Ario 0
: x| U < i 0>
A1 As AY
P4 U(% <%4A05$(>
ALiALO
Arido 0
P U(% <A31A30>
0 0A
Ps U < 0 0A2>
0 0A;
i L

FIG. 1. Symmetry breaking patterns and order parameters for a spin-one color superconductor. The original symmetry group (first
line) is given by the color gauge group SU(3),. (blank background), the spin group SU(2); (gray background), and the electromagnetic
gauge group U(1)., (hatched background). The backgrounds of the residual groups illustrate the symmetry breaking pattern. For
instance, the blank SU(2) occurring in the residual group of the polar phase is generated solely by generators of the original SU(3),
while the blank/hatched U(1) in the same line is generated by a linear combination of the generators of the original SU(2); and U(1)p,
groups. For the explicit expression of these generators, see text.

The reason why T, plays a special role is that we used the  aresidual U(1) generated by a combination of a color and a
generator J3 of the spin group, which is proportional to 7,.  spin generator]. The calculations with this generator are
Consequently, we expect to find additional residual groups = completely analogous to the ones with the ansatz (24).
that connect the color group with the spin group [meaning  Therefore, we present the result without elaborating on
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the details. The ansatz (29) yields one inert order parameter
that is different from the above ones, namely

1 1 00
A=—(0 1 0] (30)
ﬁ(o 0 0)

This order parameter corresponds to the planar phase
[12,14]. The residual group is H = U(1) X U(1), with
generators

1
V=Tg+—1. 31

Let us now turn to possible groups H that do not contain
any U(1) but solely consist of higher-dimensional Lie
groups, say

U=2T, + Js,

H=SU2) X H'. (32)

Let U,, U,, U; be the generators of the residual SU(2).
They are linear combinations of the generators of G,

U =a,T, +biJ, +21, i=123 (33)

Since they must fulfill the SU(2) commutation relations,

[Ji. J;] = i€pdy iLj k=3, (34)

they must not contain the generator of G; = U(1), the unit
matrix, i.e., ¢! = ¢ = ¢3 = 0 . Therefore, there are three
possibilities. First, each U; is a combination of color and
spin generators. Second and third, each U; is composed
solely of color or spin generators, respectively. The sim-

plest options to realize these cases are

U =T +1, (35a)
U =T, (35b)
U= J, (35¢)

where (T}, T, T,) is either given by (7,7, T3) or
(2T5, —2Ts, 2T,), which both fulfill the required commu-
tation relations. Using the options (35a)—(35c), let us first
show that H' in Eq. (32) cannot be a second SU(2). To this
end, assume that H' = SU(2) with generators V,, V,, V3,
which have the same form as the generators U, in Egs. (35).
Then, since the Lie algebra of H is a direct sum of the
constituent Lie algebras, we have to require

This condition reduces all options to one, namely

U=T, V=1 37)
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(or vice versa). However, now the invariance equation for
the order parameter yields

AJ; =0, (38)

forall i = 1, 2, 3, which does not allow for a nonzero order
parameter A. Therefore, H' = SU(2) is forbidden. Since
the cases with H' = U(1) and H' = U(1) X U(1) were
already covered in the above discussion, the only possibil-
ity that is left is H' = 1 and thus H = SU(2).

The generators in Eq. (35¢) can immediately be ex-
cluded since they also lead to Eq. (38). The same argument
excludes case (35b) with (T}, T}, T}) = (2T, —2Ts, 2T5).
Case (35b) with (T}, TS, T}) = (T, T, T3) leads to two
order parameters already considered above, namely, the
polar phase, Eq. (27), and the A phase, Eq. (28). In
case (35a), only (T4, T4, T}) = (2T;, —2Ts, 2T,) is pos-
sible. With

UA=-TIA+AJ;,=0, 39)
one finds
1 <1 0 0
A=—|0 1 0| (40)
V3 00 1)

Indeed, it can be checked with Eq. (21) that this order
parameter leads to

ay=ay=ay, =ag=ag=c =0,

as = —2b,, a; = 2by,

a, = 2bs,
2 3 @1

which corresponds to H = SU(2), consisting of joint rota-
tions in color and spin space. This is the CSL phase,
discussed for a spin-one color superconductor in
Refs. [2,12,19,21,22]. It is the analogue of the B phase in
superfluid *He.

Finally, we give an argument why an even larger sub-
group, i.e., an SU(3), cannot occur in the residual group H.
Assume that there are eight generators Wy, ..., Wg of this
SU(3). Then, as for the SU(2) subgroup above, there can be
no contribution to Wy, ..., Wg from the G5 generator due to
the SU(3) commutation relations for the generators,

(Wi, W;] = ifi5We Lj k=3 (42)
where f; are the SU(3) structure constants. Also, W; = T;
is excluded because in this case the invariance condition
yields TgA = 0 and thus A = 0. Therefore, at least one of
the spin generators has to be included. For instance, choose
Wg = Tg + b3J3. Then, from the commutation relation
[W,, Ws] ~ Wy we conclude that also J; and J, must be
included via W, =T, + bJ, and W5 = T5 + b,J,. But
now the three equations W,A = WsA = WgA = 0 lead to
A = 0. Therefore, we conclude that there is no residual
group H that contains an SU(3). For a more rigorous proof
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one has to take into account more complicated linear
combinations of the original generators.

In Fig. 1, we summarize our results in a list of all
superconducting phases that we have found in the above
discussion. It should be mentioned that this list is not
complete, since for the generators of the residual U(1)’s
we have restricted ourselves to two special forms given in
Egs. (24) and (29). Therefore, there are certainly more (at
least noninert) order parameters that lead to an allowed
symmetry breaking. The inert states are listed in the first
four lines. Each of these four states has its analogue in
superfluid *He. Note that the A, phase, which is experi-
mentally observed in He in the presence of an external
magnetic field, does not lead to an allowed symmetry
breaking in the case of a spin-one color superconductor
[12]. To see this, one inserts the order parameter of the A;

phase,
1 1 i 0
A= > ( —i 1 0), (43)

0 0 O
into Eq. (21). One obtains

ay=a;=>by =by, =0, as = ang ds = de;
1 1 (44)
—a, +——ag — by —2¢c = 0.
22 2\/'3-8 3

These seven conditions suggest that dimH = 12 —7 =5
and thus H = SU(2) X U(1) X U(1). However, there is no
possibility to construct three generators from the above
conditions that fulfill the SU(2) commutation relations. For
instance, assume that two of these generators are given by
U =T,+T; and U, = T5 + T¢. Then, with Eq. (42),
[U,, U,] ~ T3. But since a3 = 0, the third generator Us
cannot be proportional to 75. Consequently, there is no A;
phase in a spin-one color superconductor.

Below the four inert states we list the eight noninert
states which have been found in Appendix A and which we
term Py, ..., Pg. Note that one of these noninert phases, P,
has a larger residual symmetry group than the planar and
CSL phases.

There are several properties of the spin-one phases
which can easily be read off from Fig. 1. First, consider
the spin group SU(2);. This symmetry accounts for the
rotational symmetry in real space of the normal-conducting
phase [in the case of the spin-one representation, one can
equivalently consider SO(3); instead of SU(2),]. The list
shows that spatial symmetry is broken in each case. For
instance, in the polar phase, SU(2); is broken to its sub-
group U(1);. Therefore, the superconducting phase is in-
variant under rotations around one fixed axis in real space.
In most of the other cases, the breaking of the spatial
rotation symmetry is more subtle: For instance in the
planar phase, the superconducting state is invariant under
a special joint rotation in color and real space. The most
interesting breakdown of spatial symmetries is present in
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the CSL phase. Here, any rotation in real space leaves the
system invariant as long as one simultaneously performs
the same rotation in fundamental color space which is
spanned by the three directions red, green, and blue.

Next, let us read off some properties concerning the
color symmetry. It is obvious that in none of the cases
the full color symmetry is preserved. In this sense, it is
justified to call each phase a color superconductor. In three
of the cases, there is a residual color subgroup SU(2),
namely, in the polar phase, the A phase, and the P, phase.
Mathematically speaking, this residual group originates
from the fact that the order parameter has only nonzero
elements in its third row. Therefore, the third direction in
fundamental color space is preferred. Physically, this
means that the Cooper pairs carry color charge antiblue,
or, in other words, only red and green quarks form Cooper
pairs. Of course, the choice of the antiblue direction is
convention; more generally speaking, quarks of one color
remain unpaired. Remember that this is also true for the
2SC phase.

A spontaneously broken gauge symmetry gives rise to
massive gauge bosons. In the case of a color superconduc-
tor, these masses are the magnetic screening masses of the
gluons. Therefore, in the cases where there is a residual
color subgroup SU(2), we expect a Meissner effect for five
of the eight gluons. Three of the gluons, however, namely,
those corresponding to the generators T, T,, T3, do not
attain a Meissner mass. This is also obvious from the fact
that these gluons do not see the (anti)blue color charge
which is carried by the Cooper pairs. Also with respect to
the breakdown of the color symmetry, the CSL phase is
exceptional. Although there is a residual SU(2), where
three of the color generators are involved, we expect all
eight gluons to attain a Meissner mass. To this end, note
that this residual SU(2) is a global symmetry and therefore
all dimensions of the gauge group have to be considered as
broken. This is analogous to the CFL phase, which also
exhibits a color Meissner effect for all eight gluons [23].
For a more detailed and quantitative discussion of the color
Meissner effect, see Ref. [22].

In order to discuss the question whether the color super-
conductors in Fig. 1 are also electromagnetic superconduc-
tors, one has to consider the hatched backgrounds in the
residual groups. From ordinary superconductors, we know
that U(1)., is spontaneously broken below the critical
temperature. Therefore, a simple conclusion is that all
states in the list without a hatched background occurring
in the residual group are electromagnetic superconductors.
Obviously, this is the case for the CSL phase and for one of
the noninert states, namely, the Pg phase. The electromag-
netic Meissner effect in the CSL and polar phases has been
discussed in detail in Refs. [21,22]. In particular, it has
been shown that also the polar phase exhibits an electro-
magnetic Meissner effect in the case of a many-flavor
system, where at least two of the quark flavors have non-
equal electric charges.
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III. GAPS, TRANSITION TEMPERATURE, AND
PRESSURE

In this section, we derive general expressions for the
gaps (Sec. III B), the transition temperature (Sec. IIIC),
and the pressure (Sec. IIID), valid for all color-
superconducting phases we consider. In Sec. IV we evalu-
ate these expressions for several spin-one color
superconductors.

A. Notations and definitions

The starting point is the effective action I', which yields
the gap equation as well as the effective potential V ¢ =
— %F and the pressure p, which is the negative of the
effective potential at its stationary point, p = — V4.

The effective action I' can be derived from the QCD
partition function using the Cornwall-Jackiw-Tomboulis
(CJT) formalism [24]. The resulting functional can be
written as [25-27]

I'[Dg, Dp]l = —3TrInDg' — 3Tr(A;'Dg — 1)
+3TrInDg! +1Te(Sy'Dp — 1)
+ [a[Dg, Dpl (45)

Here, Dg (Ag) and Dy (Sy) are the full (tree-level) gluon
and fermion propagators, respectively. All propagators are
defined in Nambu-Gor’kov space. We account for the
doubling of degrees of freedom in this basis by introducing
the factor 1/2. The traces run over Nambu-Gor’kov, Dirac,
flavor, color, and momentum space, and I';[Dg, Dp] de-
notes the sum of all two-particle irreducible diagrams. In
the following, we will consider the two-loop approxima-
tion of this sum which, for the fermionic degrees of free-
dom, is equivalent to taking into account only one diagram
(the “‘sunset” diagram [27]). The stationarity conditions
for I'[Dg, Dr] yield Dyson-Schwinger equations for the
inverse gluon and fermion propagators,

A~ =AJ + I
STh=S5"+3

(46a)
(46b)
Here, the pair of propagators (A, S) is the stationary point

of the effective potential and we defined the gluon and
fermion self-energies as

or
L= -2 ’
yPrp)= ,S
G | (D, Dp)=(4,5) (47)
00
SDr [ (Dg0r)=2.9)
The free inverse fermion propagator is
_ [Gs]! 0
Sol= ( 5 oy ) 48)

where [G{ ]! and [G,, ]! are the free inverse propagators
for massless quarks and massless charge-conjugate quarks

PHYSICAL REVIEW D 71, 054016 (2005)

in the presence of a chemical potential w,
[Go 17" = v*K, = wyo (49)

In order to find the full propagators, one has to solve the
Dyson-Schwinger equations, Eq. (46a), self-consistently.
To this end, we denote the entries of the fermion self-
energy in Nambu-Gor’kov space by

S = (ii %’: ) (50)

and invert Eq. (46b) formally [28], which yields the full
quark propagator in the form

G* E~
s=(2- &) (51)
where the fermion propagators for quasiparticles and
charge-conjugate quasiparticles are

+ {[G(ﬂ_l +3F - (I)I([GOI]—I + 21)—1¢t}—1’
(52)

and the so-called anomalous propagators, typically non-
zero for a superconducting system, are given by

=5 = —(Gi1' +37) "o G (53)

In the two-loop approximation of I',, the quark self-energy
3(K) in momentum space is

T
S(K) =~ o STESQUALK = Q) (54)
0

where
o — Fy'uTu 0
e=("0" ) (55)
with the Gell-Mann matrices 7,, a = 1, ..., 8. Because of

the Nambu-Gor’kov structure, Eq. (54) is actually a set of
four equations. With Eqgs. (50) and (51), the off-diagonal
(21)-component leads to the gap equation

T —t
O (K) = g2, > YU TIET (Q)Y' T ALK — Q). (56)
0

The quantities ®=(K) are matrices in flavor, color, and
Dirac space and functions of the quark four-momentum K.
Both quantities are related via

D™ = o[y, (57)

Following Ref. [19], we term the matrix ®* (K) gap matrix
and use, for condensation in the even-parity channel and in
the ultrarelativistic limit, the ansatz

Ot (K) = Z b (K) M AL (58)

The Dirac matrices A¢ = (1 + eyyy - k)/2, where e =
=, are projectors onto positive and negative energy states,
and ¢,(K) is the gap function. The quantity M, is a
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matrix in color, flavor, and Dirac space. It is defined by
the order parameter and thus determines the color-
superconducting phase. For the explicit form of M, in
the case of a spin-one color superconductor, see Eq. (120).
We can always choose My such that it commutes with the
energy projectors,

[Mk)

The diagonal elements of the quark self-energy can be
approximated as [17,18]

Agl=0. (59)

M2

St=3 = e

= y08%ko ln (60)
where M? = (37/4)m3; the zero-temperature gluon mass
parameter (squared) is m% = N;g*u?/(672).

Using Egs. (52), (58), and (60), we find for the fermion
propagators

_ _ 1

Gi =[G+ -1 + 2+ Q) A+e ,

(6] ); K Tko/Z(ko) P — (ef )

(61)
where

2\ —
Z(ky) = (1 + g2 1n£2> : (62)
ko

is the wave function renormalization factor introduced in
Ref. [28]. In Eq. (61) we introduced two sets of projectors,
Py, and P ; they project onto the eigenspaces of the
matrices

= ’yOMle’yO and Ll: = kafMl, (63)

respectively, i.e., if the number of different eigenvalues Ay,
is n, the projectors are [29]

+ Aks
P 64
kor l_[/\kr /\ks ( )

SFEr

In the case of spin-zero color superconductors (2SC and
CFL), Ly and L, are identical. But this is not true for all
spin-one phases as we shall see in Sec. IV. However, in all
phases we consider, L,” and L,. have the same spectrum.
Consequently,

= Z/\k,,?,f p (65)

We denote the degeneracy of the eigenvalue A, by
n, =T P, ] (66)

In general, the eigenvalues A, depend on the direction of
the quark momentum k (they do not depend on the modu-
lus k). They enter the quasiparticle excitation energies
introduced in Eq. (61),

e, = Jlek — p) + A lo. (67)
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Consequently, the spectrum of the matrices Lj; determines
the structure of the quasiparticle excitations. In all phases
we consider, there are at most three different eigenvalues,
and at most two different nonzero eigenvalues A .. A zero
eigenvalue corresponds to an ungapped excitation branch.
This is for instance the case in the 2SC phase, where the
ungapped blue quarks give rise to a zero eigenvalue A, =
0, while A; = 1. Two different nonzero eigenvalues corre-
spond to two excitation branches with different gaps, well
known from the CFL phase, where there is a quasiparticle
singlet with gap 2¢ (A; = 4 with degeneracy 1) and a
quasiparticle octet with gap ¢ (A, = 1 with degeneracy 8).
In the case of the spin-one phases, the eigenvalues carry the
potential angular dependence of the energy gap. In the
following we assume that there is no additional angular
dependence in the functions ¢,. Moreover, since we ne-
glect the antiparticle gap, ¢_ =0, we may denote the
particle gap by ¢ = ¢ . We assume this function to be
real, |¢|> = ¢2, and denote the value of this function at the
Fermi surface by ¢,. With these assumptions and notations
we can define the root-mean square (quadratic mean) of the

function ,/A; ¢ as
Er = <Ak,r>f( d)O' (68)

Furthermore, for the following it is convenient to define the
normalized eigenvalue

A" — /\k,r
br <)tk,r>f( .

We make use of these definitions in the final results cf.
Egs. (98), (103), and (118).

Finally, we determine the anomalous propagator Z7.
Inserting the expression for the propagator G*, Eq. (61),
into the definition (53) and using the form of the gap matrix
®™ given in Eq. (58), we obtain

(69)

e K
ET(K) = _Z'YOMk'YO,P Aye ¢(K)

KK Tko/Z(ko) P — (ef )%

(70)

B. Solution of the gap equation for an anisotropic gap

In this section, we solve the gap equation for the general
case of an anisotropic gap function. Formally, with the
definitions of the previous section, this means that we
allow for angular-dependent eigenvalues A;,. Starting
from the gap equation (56) for the gap matrix ®*(K), we
obtain a gap equation for the function ¢,(K) by inserting
Eqgs. (58) and (70) into Eq. (56), multiplying both sides
with ,’M;:Ae, and taking the trace over color, flavor, and
Dirac space. Moreover, we use the gluon propagator in the
hard-dense-loop approximation, which is permissible to
subleading order [30]. We denote quasiparticle energies
by €45 = el{ s» because, due to ¢~ = 0, the quasiantipar-
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ticle energies do not occur in the gap equation. Since the
effect of the wave function renormalization factor Z(k,) for
the gap is known [17,18] and does not affect the angular
structure of the equation, we omit it for simplicity. The
resulting factor b)), see Eq. (6) can easily be reinserted into
the final result. We arrive at

e VZZ ¢(Q6)qs Av(K — 0)T 7, (k, q),
(71)
where, following Ref. [19], we have defined
5k q) = — TeTer0 M v PosAg v T MUAL]
T M MIAL]
(72)

With P = K — @, the gluon propagator in pure Coulomb
gauge is given by

AO(P) =
Ai(P) =

AgP),  A%P)=0,
(87 = p'pI)A(P).

For the definition of the longitudinal and transverse gluon
propagators A, see for instance Ref. [11]. With the (nega-
tive) transverse projection of the tensor T35, (K, q),

T ik, q) = — (87 — p'p)T3(k, q), (74)

(73)

we obtain after performing the Matsubara sum (for details
see Ref. [11]), and after taking the thermodynamic limit,
V — o0,

-7 f(zwﬁzqu: (Eqs>

X [Fé(P)Too(k: q) + Ft(p’ €q.50 6k,r)Tf(k, (I)],

(75)
where
Fulp) = (76)
= p*+3mg
arises from static electric gluons, while
2
Fi(p, €q €x,r) = F@)(p - M)+ OM - p)
4
% P
|:p6 + M4(6q,s + ek,r)z
4
p
77
p6 + M4(6q,s - ek,r)2i| a7

originates from nonstatic and almost static magnetic glu-
ons. In Eq. (75) we have abbreviated ¢, , = ¢ (€ ,, k) and
¢,s = d(€q q). At this point, the angular integral d{),

on the right-hand side of Eq. (75) seems to be too compli—
cated, since, besides the square of the gluon 3-momentum
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p?> = k> + ¢*> — 2q - k and the functions 75,, 75, also
the excitation energies €4, depend on the direction of q.
The solution to this problem is to multiply both sides of the
equation with

€ =T M MIAF] = %Zn,)lk,,, (78)

and take the angular average over k of the whole equation.
The right-hand side of Eq. (78) is obtained with the help of
Egs. (63), (65), and (66), and the following identities:

VT Py,] = TPy ALl = TPy AL (79)

They will become obvious in Sec. IV, where we discuss the
specific phases in detail. The only nontrivial phase with
respect to these identities is the A phase, where P, #
P\ - In this case, one uses Egs. (B13) from Appendix B to
prove these relations.

We arrive at

<k>k¢k,=—]zﬂ)gz¢w Lrts nn( S82)
x <Fe<p)€—:ifao(k, 9

9
FRp o) Tk @), (0)
q

where we pulled the factor €, out of the k integral on the
right-hand side of the equation. This turns out to be con-
venient for the calculation. On the left-hand side we have
made use of the assumption that the function ¢, , does not
depend on the direction of k. We shall see below that this
assumption is consistent with our final result.

Now the angular integral over K has to be performed for
each phase separately. In Appendix C we present this
calculation explicitly for the transverse polar, planar, and
A phases, and in Appendix D it is presented for arbitrary
longitudinal phases. However, we can give a general result
similar to the method introduced in Ref. [19]. For the
angular integral we use a frame with z’ axis parallel to q.
However, besides the fixed direction given by ¢, in all
nontrivial cases there is another preferred direction in the
system, namely, the one that is picked by the order pa-
rameter. This has to be taken into account for the integral
and is explained in detail in Appendices C and D. We
neglect the k dependence in €k, occurring in the function
F,. Within this approximation, the functions Fy, F; do not
depend on the azimuthal angle ¢, they only enter the k
integral through the polar angle #’. The 6’ integral can be
transformed into an integral over p. This p integral is
performed using the formalism presented in Ref. [19]. To
subleading order, we may set k =~ g =~ u, which allows us,
for all phases we consider, to write the result of the
azimuthal integral in the following power series of p:
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1 27, r r
. 12X Ts (k ~q. + nt ¢
27 Jo d¢ €q TOO( 2 aé( > M s ,U«4>’
(81a)
1 27 €
—f d¢’—ka(k,q)=as< tmy L + 2 >
T Jo € w? wt
(81b)

The coefficients a, are chosen such that they add up to one
cf. Eq. (8). In all cases we consider, we find

ns)‘q s
as; = S (82)
r q,r

and there are at most two nonzero coefficients a;, a,. In
general, the coefficients a, and 1%’ depend on the polar
angle 6 of the vector ¢ (cosé = q - e,). However, in most
of the cases we consider, they are constant. The only phase
with angular-dependent coefficients 1* is the mixed polar
phase, while the only phase with angular-dependent coef-
ficients ay is the transverse A phase.

With ng = 7}, = 2/3, which holds for all phases we
consider, we arrive at (for details of the p integral, see
Ref. [19])

— dQ(i _ d)’i‘
Cg b —f €8 / (¢ M)Zas 5
52 ,,2,~2d
X 1n<b2“—62>, (83)
legs — €.l

with b as defined in Eq. (6). The value of d can be
determined from the coefficients in Eqgs. (81),

6
d= —?[nﬁ + 7 +2(n4 + 7))l (84)
0

Consequently, the result of the k integral in the gap equa-
tion can be obtained by computing the coefficients of the
power series in p, since the p integral is generic for all
phases. This result is very similar to that of Ref. [19],
where the q integral on the right-hand side of the gap
equation could be performed directly because of the trivial
angular structure. In the present, more general, case, how-
ever, the q integral still has to be done. In Eq. (83), this
integral has been divided into its angular part and the
integral over the modulus g, which can be restricted to
an integral over a small region of size 26 around the Fermi
surface, where 6 is much larger than the gap but much
smaller than the chemical potential. This integral can now
be done in the usual way, keeping the angular dependence
in the excitation energy €, ,. We briefly repeat this calcu-
lation, which leads to Eq. (91), more details for the case of
two different gaps can be found in Ref. [19]. With the
approximation [16]
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by po—d
- ek,r) ln<bMe >

1 521“‘26_2d
5 ln<2—2|> = @(Gq,s

l€g.s — €k, €qs
hue
+ O(ey, - eq,s)ln( pe ) (85)
e-k,r
and the new variables
_ 2bpe™ _ 2bpe
() )
k_,LL+6k’r q_lu+€q,s

(86)

to subleading order the gap equation (83) transforms into
dQ x5 e(ys)
rote) = [FreSats [ avam T2 o0,

ﬁ Cav, tanh[ b S)}ﬁ(ys)} (87)

where we defined

b~,u,e_d

xOEgln< ) (88)

_. (2bue

Xi=g ln< ),
VAgs®o
with ¢y = ¢(x]) = ¢(x3). In the case of an isotropic gap,
& is the value of the gap at the Fermi surface. Note that
Eq. (87) corresponds to Eq. (79) of Ref. [19]. The differ-
ence to that equation, besides the angular integral, arises
from the simplification we made above by omitting the
wave function renormalization factor.

While Eq. (83) in principle is a set of two equations, one
for each excitation branch, labeled by the index r, we see
from Eq. (87), that, after the change of variables and
neglecting subsubleading contributions, one equation for
the variable x, is left. We can write this single equation for
the renamed variable x in the form

s = [refs [ avan 2 s0)
+ [ dyyran (y)}zs()

- alxﬁl dy tan h[ (y)}b( )} (89)

The solution of this gap equation for 7 = 0 is found in the
usual way. Differentiating twice with respect to x yields a
second-order differential equation. The two constants of
the general solution are determined with the help of
Eq. (89) and its first derivative at the point x = x3. One
obtains

¢(x) =

An exchange of the indices 1 and 2 in this solution yields
the same final result for ¢y. In order to determine ¢, one
inserts the solution (90) into Eq. (89) and evaluates the
equation at the point x = x3. Then, the integrals on the

polcos(x; — x) + a;(x; — x7) sin(x; — x)]. (90)
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right-hand side of the equation are trivial. Using
sin(a — B) = sina cosB — cosa sinB and cos(a — B) =
cosa cosf3 + sinasin and the approximations sinx, =
Xg, €0sxg =1 [note that x, is parametrically of order
0O(g)], we obtain

dQ
0= f 47Tq €, [cosx; + a; (x5 — x7) sinx3 ], 91)

where (£;); = (€,)4 has been subtracted on both sides of
the equation. With the definition for x3 in Eq. (88) and the
approximations

cosx; = cos[g ln(z(l;’uﬂ
0
+ g(ny /A, + d) sin[gln<2(l;—5>} (92a)
sinx; =~ s1n[gln<2(l;’u>}
— g(n /A, + d) cos[ gln<@> } (92b)
* bo

we find (using a; + a, = 1)

0= cos[g1n<2£(‘]‘>} + 2@ +d) sin[ gln(z(i:‘ﬂ. 93)

We use the abbreviations
<€q>fl <€q>fl
with £ = ln(A;‘,‘l)\Z?z)l/z, as defined in Eq. (7) for isotropic

gaps. With Eqgs. (78) and (82), we can write { in the
following simple form:

7= d=

(94)

1 <n1 qlln)\ 1 + l’lz/\ 2ln/\q2>q
2 (niAg + ol )4

{= (95)
This expression shows that ¢ can be determined solely
from the spectrum of the matrix L; cf. Egs. (63), (65),
and (60).

From Eq. (93) we deduce that, to subleading order
(reinserting the factor by),

bo = 2bble e p exp<— ;) (96)
8

This result, which is the main result of this paper, is the
generalization of Eq. (5). It says that, in the case of
anisotropic gaps and/or an angular-dependent value of d,
one has to replace the exponents d — d, { — . Tt turns out
that in most of the cases we consider, d is a constant
number. Only in the mixed polar phase, see Sec. IV, d #
d. However, the modification of the other exponent, Z,
plays an important and nontrivial role, especially for the
determination of the ground state.
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In order to compare the result with the corresponding
one in the theory of superfluid *He, we consider the special
case of only one gapped (but anisotropic) excitation
branch, A,, = a, = 0. In this case,

1
</\q,1>

and the quadratic mean of the gap is given by

el —

1,. A
exp(— 3 (A inf, ) OD

=

N ~ e A A
¢ = 2bbje” ,u exp( g) exp( ~(Ag1 ln)LqJ)q).
(93)

In this special case, the exponent involving the angular
dependence of the gap is exactly the same as in *He cf.
Eq. (3.63) of Ref. [14].

C. The critical temperature

In order to determine the critical temperature 7., we
proceed similar to the above calculation of the gap:
Starting from the gap equation (89), we apply the method
presented in Ref. [19] before doing the d(}, integral. The
basic assumption is that the shape of the gap function does
not change with temperature, i.e., we employ the following
factorization of the temperature-dependent gap function:

$(x, 0)
b0

d(x, T) = ¢(T) (99)
where ¢(T) = ¢(x3, T) is the value of the gap at the Fermi
surface at temperature 7, and ¢(x,0) is the zero-
temperature gap function ¢(x) computed in the last sec-
tion. This ansatz, inserted into Eq. (89), yields at the Fermi

surface

e [ [ ]2

o[ {2175,

—ax sz dy tanh[@} 0. 0)},

X’l‘ 2T ¢0
where the second integral in Eq. (89) has been divided into
two integrals: One running from x to x,, with x, = x5 —
gIn(2«), k> 1, and one running from x, to x5. In
Ref. [19] it is shown how the integrals in the curly brackets

on the right-hand side of Eq. (100) are evaluated. The result
is

(100)

dQ e ¢()
0=|-—2¢n 1/)\“‘ A 101
] 4 <’7TT ) (101
This leads to
—£ = __¢f 102)
¢0 w ¢
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Note that, although the ratio T./¢, depends on the con-
stant £, the absolute value for T, does not, since the factor

e ¢ of the gap ¢, cancels the factor ¢¢ on the right-hand
side of Eq. (102). Consequently, in units of the critical
temperature in the 2SC phase, T25C, the critical tempera-
ture only depends on the constant d, T,/T?5C = ¢~ .

We recover as a special case the result for two isotropic
gaps, Eq. (10). For the case of only one gapped excitation
branch, and using Eq. (97), the ratio between the critical
temperature and the quadratic mean of the gap at the Fermi
surface for T = 0 reads

T Y - -

= = % exp(%()\q,, ln)th}q). (103)
Consequently, we find a nontrivial modification of the BCS
relation 7. = 0.57¢, also in the case of a single, but
anisotropic gap. Obviously, the BCS relation is recovered
from Eq. (103) for the case of a constant gap, since in this
case /iq,l = 1. Note that the result (103) is identical to the
one in the theory of superfluid *He cf. Eq. (3.63) of
Ref. [14].

D. The pressure

The starting point for the calculation of the pressure is
the effective action, Eq. (45). In the two-loop approxima-
tion, we can write

I[A, S]=1Tr(2S). (104)

Then, making use of the Dyson-Schwinger equation (46b),
the fermionic part of the effective potential at the stationary
point can be written as

I'[S]=4TrinS™!

In order to evaluate the first term on the right-hand side of
this equation, we use the identity TrinS~! = IndetS™!
and the fact that for arbitrary matrices ‘A, B, C, and an
invertible matrix D,

det< A B) — det(AD — BD-'CD)

—1Tr(1 = S515). (105)

cC D (106)

Then, making use of S™! = S;! + 3 and Egs. (48) and
(50), the trace over Nambu-Gor’kov space yields

§TrInS ™! = ITrinf(Gy ]! + )Gy 17! +37)
-~ (G '+ X)) (G 1!
+37)}k

In order to proceed, we set Z(ky) =1 in the fermion
propagator G~ cf. its definition in Eq. (61). Using the
identity

[GE1 'G5 1! = Dlkg -

(107)

(n — ekPIALS, (108)

we find
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1

%TrlnS*1 =5 Trin) [k§ — (1 — ek)® — L IAL

I>—‘l\)

ZZ T Py A “]In[kG — (ef ,)*]

(109)

"2

After performing the Matsubara sum, this expression reads

1 —e
 Trins- 1=-—;f(2 s TP A

x{ +2T1n[1+exp( Ee; )M (110)

where the trace now runs only over color, flavor, and Dirac
space.

The Nambu-Gor’kov trace for the second term on the
right-hand side of Eq. (105) is easily performed with the
definitions (48) and (51). Note that the anomalous propa-
gators B, occurring in the full quark propagator S, do not
enter the result. One obtains

1 - 1 e - A—e

Z Tr(l - SO IS) = _Z;; Tr[?ltrAk + Tk,rAk ]
/\k,r(b%

kg — (e )*

which becomes, after performing the Matsubara sum,

Z ] (2m)?

X Tr[’P;,A;; + P A]

% Ak,rd)%(eﬁ,r; k) t
2ek,r

(111)

%Tr(l—S

ee
anh 2‘}’ . (112)

Using Eq. (79), the final result for the pressure p =

— Vg = %I‘, obtained by putting together Eqgs. (110) and

(112), is

S e+ + exp( — =
4”f(2 s TPy, {ek’r 2Tln|:1 exp( T ﬂ
_ /\k,rd)e(ek,r’ k)t Eﬁ,r}

nkrl
2e, T

(113)

In the following, we restrict ourselves to the zero-
temperature case, 7= 0. Furthermore, we neglect the
antiparticle gap and thus denote ¢ = ¢, as above. In
this case, Eq. (113) becomes

p=33 G

In order to evaluate the integral over the absolute value of
the quark momentum, we assume the gap function to be
constant in a small region around the Fermi surface of size

2
+ _ /\k,rqskr

€, T €, — ‘
k,r k,r 2 +
€x

,r

). (114)
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20, ¢, = ¢g, and zero elsewhere. Moreover, we use the
integrals

RIS

= 152 +l¢2 + 0<_g>
2 40 82/
(115)
and
0 _ 1
j;) dkkz(ek*o + € — 2k) = 6'“4’ (116)

where the vacuum energy 2k has been subtracted and
€f, = |k — ep|. Neglecting terms of order O(¢]), we find

u
- L+ Ap, 117
p szn p (117

48

where we denote the difference of the superconducting
phase to that of the normal phase by

MZ -2
Ap = n,.o:.
p 7722,: rd’r

7 (118)

As expected from physical intuition and from the theory of
3He cf. Eq. (1), the favored phase is determined by the
largest condensation energy A p, which is proportional to
the sum of the angular averages of the squares of the gap,
weighted with the corresponding degeneracies n, of the

ﬂ</\k,r>f( ¢0 is
the quadratic mean of the gap, ¢ = (A )pd2 is the
angular average of the square of the gap, not the square
of the angular average, as the notation might suggest.)

As a special case, one finds for the 2SC phase, counting
Dirac, color, and flavor degrees of freedom,

2(¢ZSC)2N
= (119)

excitation branches. (Note that, since ¢, =

Aposc =

This is in accordance with Ref. [31], when one identifies
the pressure with the negative value of the effective poten-
tial at the global minimum.

IV. DISCUSSION OF THE POLAR, PLANAR, 4,
AND CSL PHASES

In this section, we use the general results of the previous
sections for a discussion of the physical properties of
certain phases in a spin-one color superconductor. In par-
ticular, we determine the ground state at zero temperature.
We focus on the four “inert” phases presented in Sec. II,
the polar, planar, A, and CSL phases, see Fig. 1.

The common structure of all spin-one phases is given by
the matrix M, that determines the color and Dirac struc-
ture of the gap matrix ®*(K), Eq. (58). The most general
form of this matrix has been introduced in Eq. (17).
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Specifying the spin-triplet structure & ;, we write the matrix
as

3
My = Z Jidjlak; + By (k)]

i,j=1

(120)

The first term in angular brackets, proportional to the jth
component of the fermion momentum unit vector k j» de-
scribes pairing of quarks with the same chirality, since it
commutes with the chirality projector P, , = (1 * s5)/2.
The second one, proportional to
v1,;(k)=vy;—kjv-Kk, j=1273 (121)
corresponds to pairing of quarks of opposite chirality, since
commuting this term with the chirality projector flips the
sign of chirality. In the above ansatz for the gap matrix we
allow for a general linear combination of these two terms,
determined by the real coefficients o and 8 with
a’+ pr=1 (122)
In Refs. [11,19] the special cases (a, 8) = (1,0) and
(a, B) = (0, 1) were termed longitudinal and transverse
gaps, respectively. We shall also use these terms in the
following. (In Ref. [12], the LL and RR gaps correspond to
the longitudinal and the LR and RL gaps to the transverse
gaps.) The reason why both cases can be studied separately
is that a purely longitudinal gap matrix on the right-hand
side of the gap equation does not induce a transverse gap on
the left-hand side and vice versa. More precisely, inserting
the matrix M, from Eq. (120) with 8 = 0 into the anoma-
lous propagator from Eq. (70), and the result into the right-
hand side of the gap equation (56), we realize that the Dirac
structure still commutes with ys and thus preserves chi-
rality. The analogous argument holds for the transverse
gap, @ = 0. For the case of an equal admixture of longi-
tudinal and transverse gaps, i.e., a = 8 =1/ 2, let us use
the term mixed gap. For the physical results, we focus
exclusively on the longitudinal, mixed, and transverse
gaps.

We summarize the relevant quantities for the different
phases in Tables I, II, III, and I'V. The physically important
results are collected in Tables V, VI, and VII and Fig. 2.

Let us first comment on Tables I, II, III, and IV. For the
planar and A phases, we use the abbreviations

Ay = (a? = BAK ), + B2, (123a)
B = (a? — BVk ks, (123b)

Z = Blalkyy (k) — kv (k)]
— By 1K)y a(k) = kiky (123¢)

The quantities A;/,, B, and Z are diagonal in color space.
But while A/, and B are scalars, Z is a nontrivial 4 X 4
matrix in Dirac space. One can verify the relation

054016-14



GROUND STATE IN A SPIN-ONE COLOR SUPERCONDUCTOR

TABLE I.

PHYSICAL REVIEW D 71, 054016 (2005)

Relevant quantities for the polar phase.

Mk:

Jilak; + By 5(K)]

Li = J3[B* + (a® — B*)cos*d]
A1 = B2+ (a® — B?)cos?d (n; = 8), Ayp =0 (ny = 4)

TIJ(:,I =J3, iz =1-J
Longitudinal Mixed Transverse
Aer (n)) cos?6 (8), 0 (4) 1/2.(8), 0 (4) sin®6 (8), 0 (4)
a, 1,0 1,0 Lo
d 6 5 9/2
Z -1/3 —In/2 In2 —5/6
TABLE II. Relevant quantities for the planar phase.
My = Jilak, + By (K)] + Llak, + By (k)]
Li = A, + J3A, +{J,, Jo}B + U, 1,)Z
Ae1 = a?sin?@ + B2(1 + cos?6) (n; = 8), Ay, =0 (ny, = 4)
Tff,l = Lic/ A1, ?EZ =1-Li/
Longitudinal Mixed Transverse
Moy (n)) sin?6 (8), 0 (4) 1(8),0#) 1 + cos?6 (8), 0 (4)
a, 1,0 1,0 1,0
d 6 21/4 9/2
e In2 —5/6 0 Inv2 —7/12 + 7/8

72 = B2 — AA,. (124)

Moreover, in the table for the planar phase, we denote the
anticommutator by {—, —}. The angle 6, used in Tables I,
II, and III is the angle between the quark momentum k and
the z axis. The indices a, b = 3 in the second line of
Table IV are color indices.

The specific form of the matrices M) is obtained by
inserting the respective order parameters A cf. Fig. 1, into
the definition (120). The matrices L, are given by the
definition (63). The calculation of their eigenvalues Ay,
and corresponding degeneracies n, is presented in
Appendix B for the planar and A phases. The same method
can be applied to the other phases, see for instance
Refs. [19,29]. After determining the eigenvalues, the cor-
responding projectors are obtained with the help of

TABLE III.

Eq. (64). All these quantities, M, L]f, Ak, n,, and
Py ,» are computed for arbitrary linear combinations of
longitudinal and transverse gaps and are given in the first
four lines of Tables I, II, III, and IV. The last four lines of
these tables are devoted to the special cases of pure longi-
tudinal and transverse gaps and the mixed gap. First, we
present the eigenvalues A . with the corresponding degen-
eracies, immediately deduced from the general ones. Then,
we compute the quantities a,, see Egs. (81), and d, see
Egs. (84) and (94). The calculation of these quantities is
more or less straightforward, but may turn out to be
lengthy. It involves performing the color and Dirac traces
in the quantities 7 §,(k, q) and 75(k, q) as well as the
angular integration over k, see Eq. (80). For the most
complicated cases, the transverse polar, planar, and A

Relevant quantities for the A phase.

My = J{alk, + iky) + Bly (k) + iy (k)]
Ly = Pl(A, + Ay) +2i7]

Aiijp = a?sin?@ + B2(1 + cos?6) = 2B/a?sin?0 + BZcos?f (n, = ny = 4), A3 = 0 (n; = 4)
Py =331 = (i/VA A, — B)Z), Py, =373 = (i/VAA, — B)Z), Py =1 - J3

Longitudinal Mixed Transverse
A, () sin%6 (8), 0 (4) 2(4),0() (1+ ] cosdl)? (4), (1 = |cosb])? (4), 0 (4)
a, 1,0 1,0 1/2 + | cos8|/(1 + cos?8), 1/2 — | cosB|/(1 + cos?h), O
d 6 21/4 9/2
7 In2 —5/6 In/2 In2 —1/3
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TABLE IV. Relevant quantities for the CSL phase.

My =1 [Cff( + ﬁ}’i(ﬁ)] . .
(Llf)ab = (0[2 + 2B2)5ab - [akb + EYJ_,b(k)][aka - B’YJ_,a(k)]
)‘k,l/z = %az + 2ﬁ2 i%a\/az-l-—gﬁz (nl =n, = 4), /\](’3 = a2 (n3 = 4)

?lf,r = z#r(l‘l? - /\k,x)/()‘k,r - )‘k,.v)
Longitudinal Mixed Transverse
Agr (1)) 1(8),0(4) 24, 1/218) 2(8),0(4)
a, Lo 2/3,1/3 1,0
d 6 5 9/2
Z 0 Inv/2'73 Inv/2

TABLE V. Gap functions /A ,¢¢ in units of the 2SC gap. Figure 2 illustrates this table

schematically.

i Po/ P3¢ Longitudinal Mixed Transverse

Polar | cosf|e!/3e—6 e |Sin0|%€5/6€79/2
Planar Isintﬁ’l%eS/Gef6 e 21/4 V14 C0820%€7/1277/8€79/2
A | siné| %65/6(6 e 21/4 1+ |cos0|)%e1/3e’9/2
CSL e 0 2(=1%3)/6 ,—5 e 9/2

TABLE VI. The critical temperature 7, in units of the critical temperature for the 2SC phase.
T,./T?C Longitudinal Mixed Transverse
Polar e ® e e
Planar e © e 21/4 e 92

A e © e21/4 =92
CSL e ° e e 92
TABLE VII. Zero-temperature pressure Ap (condensation energy) in units of the 2SC pres-
sure. The results are illustrated in Fig. 2.

Ap/Aprsc Longitudinal Mixed Transverse

Polar %6’2/36_12 =~ (0.65¢ 12 e~ 10 %e5/3e_9 =~ (.88¢7°
Planar %(35/3e’12 =~ (.88¢7 12 e"21/2 %67/6"”/4(3’9 =~ (.98¢7?
A %6‘5/36‘712 =~ (.88¢" 12 %6721/2 ‘ %62/3679 =~ (0.65¢7°
CSL e 12 3 X 2743710 e’

phases, we present details of the calculation in
Appendix C. Furthermore, in Appendix D it is shown
that d = d = 6 is a universal result for all longitudinal
phases. A special case is the mixed polar phase, which is
the only case where d turns out to be angular dependent,
d = 3(3 + cos?#)/2. This result has already been obtained
in Refs. [19,29]. However, it has not been realized that d =
5, and not d, enters the value of the gap ¢,. Finally, the
constant / is straightforwardly obtained by using Egs. (7)
and (94).

Let us now turn to the physically important results,
Tables V, VI, and VII and Fig. 2. In Table V we present

the (angular-dependent) gap functions for zero temperature
at the Fermi surface, as they occur in the quasiparticle
energies, Eq. (67). They involve the square root of the
eigenvalue A, and the factors e 4 and e ¢, as shown in
the solution of the gap equation cf. Eq. (96). The results
are easily computed using the results of the previous tables.
The magnitude of the gaps are reduced compared to
the gaps in the spin-zero phases by factors of
the order e © =24 X 1073 through ¢ 2~ 1.1 X 1072,
Consequently, assuming the spin-zero gaps to be of the
order of 10 MeV, the spin-one gaps are of the order of 10—
100 keV.
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degeneracy of

long. mixed transv.

planar C ‘ ‘
100 O
-00006
st

4 (

condensation
energy

excitation branch

magnitude of
the gap

FIG. 2. Schematic representation of the gap functions /A, , ¢, given in Table V, and condensation energies, given in Table VII. All
gap functions are symmetric with respect to rotations around the z axis. The numbers correspond to the degeneracies of the respective
excitation branches. Only the gapped excitations are shown. The condensation energies are drawn to scale in each column separately.

The angular structure of the gap functions, given in
Table V, is illustrated in Fig. 2. In this figure, the magnitude
of the gap at the Fermi surface is shown as a function of the
polar angle 6. None of the functions depends on the
azimuthal angle ¢, i.e., all figures are symmetric with
respect to rotations around the z axis. First note that the
gaps in the CSL phase are isotropic. Nevertheless, there is a
hidden anisotropy also in this phase, since the residual
symmetry is not the group of rotations in real space but
the group of joint rotations in color and real space. Thus,
analogous to the B phase in *He one might call this phase
“pseudoisotropic.” Other analogies to *He can be found,
particularly in the first column of the figure, representing
the longitudinal gaps. All structures correspond to their
analogues in 3He. This is plausible, because the respective
gap matrices do not involve the nontrivial Dirac part
y.(k), and thus can, in this respect, be considered as the
nonrelativistic limit. Note that the longitudinal polar phase
has a nodal line at the equator of the Fermi sphere, while
the longitudinal planar and A phases have nodal points at
the north and south pole of the Fermi sphere. All longitu-

dinal phases have one gapped and one ungapped excitation
branch with degeneracies 8 and 4, respectively, cf.
Appendix D. Note that the degeneracies add up to 12, since
the matrix L, is a 12 X 12 matrix, involving antiparticle
degrees of freedom. Nevertheless, the physical degenera-
cies of the gapped branches have to be reduced by a factor
2 compared to Fig. 2, since the antiparticle gaps are negli-
gibly small.

All phases shown in the second and third columns of the
figure have no analogues in *He, because ¥ 1 (k) gives rise
to a nontrivial Dirac structure. The mixed gaps all are
isotropic. The transverse gaps, however, exhibit nontrivial
angular structures. The transverse polar phase has point
nodes, similar to the longitudinal planar and A phases. The
transverse planar phase has an anisotropic gap, however,
the gap vanishes nowhere. The transverse A phase has one
ungapped excitation and two different gapped ones, each
with a nontrivial angular structure. One of these structures
has no nodes but minima at the equator of the Fermi sphere,
while the other has point nodes at the north and the south
pole.

054016-17



ANDREAS SCHMITT

The critical temperatures, presented in Table VI, are

obtained from Eq. (102). As remarked below that equation,

the absolute value of T, depends only on the factor e <.

Therefore, the results of Table VI are easy to interpret. The
constant d assumes the value d = 6 for all longitudinal
gaps, which therefore all have the same transition tempera-
ture, being of the order of 10 keV (again applying ¢35¢ ~
10 MeV). Since the mixed phases have different values for
d, their transition temperatures differ, ranging in the order
30-40 keV. The transverse phases have the largest tran-
sition temperature, 7. =~ 60 keV.

The most important physical results of this paper can be
found in Table VII, and, schematically, in Fig. 2, since they
answer the question of the preferred state in a spin-one
color superconductor at zero temperature. Crucial to this
question is the factor e~ ¢ in the gap function, which is
strongly affected by the nontrivial angular structures in the
gap equation, which was not realized in Ref. [29], where a
simple approximation for the angular integral had been
used. The first obvious result, already indicated by the
results of Ref. [12] and independent of the constant Z, is
that the pressure of all transverse phases is larger than that
of the mixed phases, which, in turn, is larger than that of
the longitudinal phases. Therefore, the most interesting and
relevant phases are the transverse ones. Nevertheless, let us
mention that in the results for the longitudinal phases we
recover Eq. (2), i.e., the ratio between the condensation
energies of the longitudinal A and CSL phases is identical
to the corresponding one of the A and B phases in *He. For
the transverse phases, the result cannot be anticipated from
the theory of *He. We find that the condensation energy of
the phases with nodal lines or points of the gap, i.e., the
polar and A phases, is smaller than that of the phases
without nodes. However, note that the polar phase has a
larger condensation energy than the A phase, although it
has more excitation branches with nodes in the gap func-
tion (eight compared to four). The two phases without
zeros in the gap function, i.e., the planar and CSL phases,
differ only by 2% in their condensation energy. The iso-
tropic transverse CSL phase has the largest condensation
energy.

Note that electric charge neutrality of the system does
not affect the results, since we are considering a one-flavor
system. This, of course, is in contrast to the systems where
quarks of different flavors form Cooper pairs. In these
systems, for instance in the (gapless) 2SC and CFL phases,
charge neutrality plays an important role regarding the
question of the ground state. The effect of the condition
of color charge neutrality for a one-flavor system is less
trivial. In the polar and A phases, Cooper pairs carry color
charge antiblue, i.e., only red and green quarks condense
while the blue quarks remain unpaired. This pattern is
known from the 2SC phase. It leads to a nonvanishing
expectation value of the gluon field A5 [32], which ensures
color neutrality of the system. This is equivalent to intro-
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ducing a color chemical potential wg [6] which discrim-
inates between the chemical potentials for paired and
unpaired quarks. In the planar phase, Cooper pairs are
formed by red/blue and green/blue quarks, i.e., they carry
color charge antigreen or antired. Also in this case, one
expects the color chemical potential for red and green
quarks to differ from that for the blue quarks because of
the residual color group SU(2). Consequently, quarks of
different chemical potentials form Cooper pairs. In both
cases, the condition of color neutrality might reduce the
pressure. In contrast, the CSL phase automatically fulfills
color neutrality, since there are equal numbers of Cooper
pairs with colors antired, antigreen, and antiblue.
Therefore, the result that the transverse CSL phase has
the largest pressure is insensitive with respect to electric
and color neutrality conditions.

V. SUMMARY AND OUTLOOK

In this paper, we have investigated the possible color-
superconducting phases in cold and dense quark matter,
where quarks of the same flavor form Cooper pairs, which
leads to Cooper pairs with total spin one. It has been argued
that these phases might be relevant in the interior of
neutron stars, since a mismatch of Fermi surfaces, if too
large, forbids pairing of quarks of different flavors. Since
the structure of the order parameter of the spin-one phases
corresponds to a complex 3 X 3 matrix, a priori a multi-
tude of phases seems to be possible. It has been the main
goal of this paper to pick the order parameter that leads to
the phase with the largest pressure, indicating that it is the
favored spin-one color superconductor. In principle, this
task is comparable to the three-flavor case, where the CFL
phase turns out to be the favored one. However, in that
case, the argument that favors the CFL phase is more or
less obvious and plausible, since it is the only possible
phase in which all quasiparticles attain a gap in their
excitation spectrum. The present paper shows that for the
spin-one phases the argument is more subtle, since, in
particular, it involves the angular structures of the gap
functions. Angular-dependent gap functions are known
from condensed-matter systems, for instance from super-
fluid *He. We have shown that a certain class of spin-one
phases, named longitudinal phases (where quarks of the
same chirality form Cooper pairs), reproduces some fea-
tures of the phases in *He, namely, the angular structure
and the relative condensation energies of the several
phases. However, most of the investigated phases, and, in
particular, the preferred transverse phases (where quarks
of opposite chirality form Cooper pairs), have no ana-
logues in 3He.

The specific technical and physical results of the paper
can be summarized as follows. In the systematic classifi-
cation of order parameters, based on group-theoretical
arguments, we have found four phases with uniquely de-
fined order parameter matrices. These phases, the polar,
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planar, A, and CSL phases, all break color and rotational
symmetries. From the theory of *He we transfer the con-
clusion that these order parameters correspond to the inert
phases, although the different group structure in principle
demands for a more careful investigation of this statement.
Nevertheless, we have picked the above mentioned four
phases for a more detailed discussion. Before evaluating
these phases specifically, we have presented a general
solution of the QCD gap equation. This treatment general-
izes the one presented in Ref. [19]. The main conclusion is
that an angular dependence of the gap function gives rise to
a nontrivial factor e ¢ in the expression for the zero-
temperature gap. The explicit result of the gap is

bo = 2bble e~ exp(— 1_). (125)
28
It generalizes Eq. (5) by the replacements
6,04 (b,
—{= , d—d=-"1, (126)
T, @

The quantity €, is (half of ) the sum of the eigenvalues A,
of the matrix Ly cf. Eq. (78). These eigenvalues contain
the angular structure of the gaps. According to Eq. (95), ¢
can be determined solely from the quasiparticle spectrum.
The physical meaning of the replacement { — { can be
illustrated as follows. Consider an isotropic gap function,
¢, and an anisotropic one, say |sinf|¢, where 6 is the
angle between the quark momentum and one fixed spatial
axis. One would immediately conclude that the condensa-
tion energy of the former one is larger, since the latter
assumes its maximum value ¢ only for 6 = 77/2, while it
is reduced for all other angles. However, we have found
that the latter one actually is equipped with the above
mentioned factor, i.e., it reads |sinfle ¢¢. If e ¢ > 1,
the question of the preferred phase is nontrivial and de-
pends on the special value of . The general result pre-
sented here reproduces the special cases of one or two
isotropic gaps.

Furthermore, we have computed a general expression
for the critical temperature,

Te_e 7
¢o

This equation shows that the BCS relation 7./ ¢, =~ 0.57 is
not only violated in the cases of a two-gap structure and a
gapless color superconductor. It is also violated in the case
of a single gapped excitation branch if the corresponding
gap is anisotropic. In this case, the ratio between the
critical temperature and the quadratic mean ¢ of the gap
is given by Eq. (103), which is exactly the same result as
for 3He.

Finally, a general expression of the pressure at zero
temperature has been derived starting from the effective
action, which can be obtained from the QCD partition

(127)
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function using the CJT formalism. In particular, the pres-
sure contains the condensation energy (density), which is
the difference of the pressure in the superconducting phase
compared to the normal-conducting phase,

2
Ap = %ng, (128)
Physically, this result is plausible. It is equivalent to count-
ing the gapped branches and weight them with the angular
average of the square of the corresponding gaps. Again, our
general result reproduces the well-known results for the
spin-zero gaps.

These general results for the gap, the critical tempera-
ture, and the pressure have been applied to the above
mentioned four spin-one phases. The genuinely new results
concern all phases with nontrivial angular structure. These
are the longitudinal and transverse polar, planar, and A
phases, while the pseudoisotropic CSL phase already has
been discussed in Refs. [12,19]. It has been shown that
several of the phases exhibit nodal points or lines of the
gap, similar to *He and several high-T, superconductors in
condensed-matter physics [33]. The magnitude of the gap
is dominated by the factor e~ which varies from e¢~° for
longitudinal gaps to e~9/2 for transverse gaps. These fac-
tors have already been found in Refs. [12,17]. The conse-
quence is that the spin-one gaps are smaller by 2—3 orders
of magnitude than the spin-zero gaps, which renders them
of the order of 10-100 keV. These numbers are not

changed essentially by the factor e ¢ which, in all cases,
is of order one. Nevertheless, this factor is decisive for the
question of the favored phase, which can be found among
the transverse phases. Since the pressure of all transverse
phases contains the factor e~ and since the number of the
gapped excitation branches in all transverse phases equals
8, the preferred phase is determined by the specific factors
originating from the angular structure. The result is that the
transverse CSL phase has the largest pressure. This phase
has an isotropic energy gap, contrary to all other transverse
phases. It has been discussed that this result remains un-
changed under the condition of overall color charge
neutrality.

Let us finally add some remarks regarding astrophysical
consequences. As a first result, we note that the existence
of a spin-one color superconductor in the interior of a
neutron star is not ruled out by the temperatures, which,
in the case of old neutron stars, is in the range of keV. In
order to find consequences of a spin-one color-
superconducting core for the observables of the neutron
star, it seems to be very promising to study the interplay of
the superconductor with the magnetic field of the star. In
Refs. [21,22] it has been discussed in detail that the mixed
polar as well as the mixed CSL phase exhibit an electro-
magnetic Meissner effect, contrary to the spin-zero phases.
From these results one concludes that it is very likely that
also the other spin-one phases expel electromagnetic fields,
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although an explicit calculation has not yet been done. For
the transverse CSL phase, this statement is obvious due to
its symmetry breaking pattern. It might be interesting to
investigate whether the angular structure, in particular, the
nodal points or lines, leads to anisotropies regarding exter-
nal magnetic fields, for instance to angular-dependent
penetration depths. Furthermore, external magnetic fields
should be included into the discussion of the favored phase.
As we know from *He, above a certain threshold for the
external magnetic field, the B phase is no longer the ground
state of the system. Instead, the anisotropic A phase be-
comes favored. Therefore, it remains a physically impor-
tant project for the future to investigate if the CSL phase is
still preferred in the presence of a magnetic field.
Another measurable property of a neutron star which is
likely to be affected by a color-superconducting core is its
temperature, or, more precisely, its cooling curve (tempera-
ture as a function of time) [34]. Recently, it has been
argued, that, unlike a spin-zero color superconductor, a
spin-one color superconductor could explain the observed
cooling curves [35]. The main ingredient of this conclusion
has been the magnitude of the gap, i.e., the keV gap
compared to the MeV gap of the 2SC or CFL phases.
The physical mechanism behind this cooling curve is the
emission of neutrinos, which dominates the cooling of the
star after the first few seconds after its creation. Since one
of the involved processes of neutrino emission is the Urca
process, which requires the breaking of a Cooper pair, it
might be interesting to take into account not only the effect
of the magnitude but also of the nodal structure of the gap.
Moreover, the nodes of the gap function would certainly
affect the specific heat of the system. Note for instance that
in the A phase of 3He (which has the same nodal structure
as the longitudinal A phase in a spin-one color supercon-
ductor), the specific heat depends on temperature accord-
ing to a power law, while in the B phase the temperature
dependence of the specific heat shows an exponential
behavior. Similar effects can be expected for a spin-one
color superconductor and have to be included into a careful
discussion of the cooling behavior of a neutron star.
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APPENDIX A: ORDER PARAMETERS
CORRESPONDING TO RESIDUAL GROUPS
H=UQ1) X H'

In this appendix, we evaluate the invariance equa-
tion (25). This means that we determine all possible resid-
ual subgroups of the form H = U(1) X H' and the
corresponding order parameters, using Eq. (24) as an an-
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satz for the generator for the residual U(1). The invariance
condition can be written as a system of nine equations,

<—2% + 2c>A11 + ib3A, =0, (Ala)
<—% + 2C>A12 —ib3Ay; =0, (Alb)
(- 2% + 2c>A13 =0, (Alo)
<— 2‘% + 26>A21 + ibsA,, = 0, (Ald)
<— % + 26>A22 — ib3Ay; =0, (Ale)
(- 2‘% + 2c>A23 =0, (Alf)
(- % 4 2C>A31 tibAyn =0, (Alg)
(— % + ZC>A32 —ibyAy; =0, (Alh)
<— % + 2c>A33 =0 (Ali)

The corresponding coefficient matrix A exhibits a block
structure and the determinant thus factorizes into four
subdeterminants. Therefore, we have to consider the equa-
tion

0 = detA = detA, detA, detA; detA,, (A2)
where

detA =[<—ﬂ+2 ) —bﬂ (A3a)
1 \/5 3|

detA B 19 )2 (A3b)

() =|———= cl,

2 ( 23

detA; = (”8 + 2c>2 — b2 (A3c)
3 \/'3- 3

detd, = 28 4+ 2¢. (A3d)

NG

Now, one can systematically list all possibilities that yield
a zero determinant of the coefficient matrix and thus allow
for a nonzero order parameter.
(1) detA; = 0.
Here we distinguish between the cases (i) where the
two terms in the angular brackets of Eq. (A3a)
cancel each other and (ii) where they separately
vanish.
() ag, ¢ arbitrary, by = —ag/(2+/3) + 2c.
Inserting these conditions for the coefficients
into Egs. (Al), one obtains for the order
parameter matrix
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/A A 0
0 0 O

where the factor 1/N with N = (2|A,|> +
2|A,|%)!/2 accounts for the normalization
(26). In this case, the order parameter con-
tains two independent parameters A and A,.
From this form of the order parameter, we
can now determine the group H' in Eq. (22).
Inserting A into Eq. (21) and using the fact
that the parameters A, A, are independent of
each other, one obtains the conditions

a=...=a;=>b;, =0, =0,
(A5)
ma8+b3—2c=0.
Consequently,
H=U(1)XU(Q), (A6)

since a vanishing coefficient in Eq. (AS)
translates to a ‘“‘broken dimension” of G.
For instance, a; = 0 means that 7 does not
occur in the generators of H, etc. The dimen-
sions of the residual Lie group can be counted
with the help of the number of the conditions
for the coefficients. Since dimG = dimG, +
dimG, + dimG; = 8 + 3 + 1 = 12, and the
number of conditions in Egs. (AS) is 10, we
conclude dimH = 2, which is in agreement
with Eq. (A6). Or, in other words, there is an
additional U(1), i.e., H = U(1) in Eq. (22)
because the equation relating the three coef-
ficients ag, b3, ¢ allows for two linearly in-
dependent generators U and V which are
linear combinations of the generators Ty, J3,
1. Note that U and V are not uniquely deter-
mined. One possible choice is

V=25 +1 (A7)

Different order parameters are obtained from
two subcases:

First, one can impose the additional relation
¢ = —ag/(2+/3) between the two coefficients
that have been arbitrary above. Then, by =
—ag~/3/2. These two conditions yield

L /A iAo
0 0 A,

where N = (2|A{|2 + 2|A,|2 + |A5]%)Y/2. In
this case, Eq. (21) leads to 11 conditions for
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the coefficients a,,, b,, ¢, which leaves a
subgroup

H=1U(Q), (A9)

generated by a linear combination of gener-
ators of all three original subgroups G, G»,
Gj,

J3

Second, one can set one of the coefficients ag,
¢ to zero. The condition ¢ = 0 does not yield
a new case. But ag = 0, and consequently
b3 = 2c, has to be treated separately. In this
case, Egs. (Al) yield

L /A A0
Ay iA; 0

where N = (2|A; 2 + 2|A,|? + 2|A52)1/2.
The residual group is given by

H=U(), (A12)

generated by

U=2J,+1 (A13)

¢ =ag/(4y/3), b3 = 0.
Here, one obtains

(ii)

1 A A, Ay
A=— A4 AS A6 B (A14)
N\o o o

where N = (3%, [A,]*)!/2. Again, the resid-
ual group is one-dimensional,

H=U(), (A15)
generated by
1
U=Tg +—1. Al6
P43 (A10)

(2) detA, = 0.

1

This determinant vanishes in the following cases:
0 0 A
N 2

(i) bs arbitrary, ¢ = ag/(4/3).
With Eqgs. (A1), one obtains
0 0 O )
where N = (|A|> + |A,[*)"/2. Inserting A

0 0 A
< (A17)
into Eq. (21) yields
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(ii)

a, = ...
1 (A18)

c=——ag.
43"
As for the order parameter (A4), the residual
group is given by
H=U1)xUQ). (A19)

However, the corresponding generators differ
from those in Eqgs. (A7),

1
U=Tg +—=1, V =1J. A20
8 4\/3' 3 ( )
bs arbitrary, ag = ¢ = 0.
In this case,
1 0 0 A
0 0 A;

where N = (JA]? + |A,]? + |A5%)'/2. The
residual group is
H=1U(1), (A22)

which is a subgroup of the spin group G, =
SU(2),, since it is generated by

(3) detd; = 0.

@

U=J,. (A23)
ag, c arbitrary, by = ag/~/3 + 2c.
In this case, we find with Egs. (A1),
1 0 0O
A=—[0 0 0| (A24)
V2 (1 i 0)

This matrix differs from all previously dis-
cussed order parameters in that it is uniquely
determined. It corresponds to the A phase.
Here, as in all cases above, we omitted a
possible phase factor which could multiply
A without violating the normalization.
Inserting A into Egs. (21) yields the follow-
ing relations:

a, = ... =

1 bt 0 (A25)
—=dag — +2c=0.
\/3‘ 8 3
Consequently, besides the relation between
ag, bz, and c, there are only six additional
conditions. Thus, the dimension of the resid-
ual group is 12 — 7 = 5. We obtain

H=SUQ) X U)X U(), (A26)
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where SU(2) is generated by T, T,, T3, and
thus is a subgroup of the color gauge group
G, = SU(3),. For the generators of the two
U(1)’s one can choose

1
243

As in case 1(i), there is a subcase that pro-
duces an additional order parameter. Namely,
if we require the condition ¢ = ag/(4+/3),
which yields b3 = +/3ag/2, we obtain

L/0 0 A

where N = 2|A 2 + |A,* + |A5]7)1/2,
From Eqgs. (A1) we conclude that all other
coefficients vanish. Consequently,

U=Tyg——=1, V=J+1 (A27)

H=U(1), (A29)
with the generator
V3 1
U=Tg+—J; +——=1. A30
st T A (A30)

by =0, c = —ag/(2\/3).
With Eqgs. (A1) one obtains

1 0O 0 O
=N( 0O 0 O >, (A31)
Al A2 A3

where N is defined as in Eq. (A21). From
Eq. (21) we conclude in this case

a4=...=a7=b1=b2=b3=0,
= _ 48
243
(A32)
Hence, the residual group is
H=SUQ2) X U(1), (A33)
generated by 7', T,, T3, and
1
U=T3 ———=1. A34
W (A34)
(4) detA, = 0.
There are two cases in which detA, = 0:
(i) by arbitrary, ¢ = —ag/(2+/3).
These relations lead to
0 0O
A=<O 0 0), (A35)
0 0 1
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As in the A phase, Eq. (A24), the order
parameter is uniquely determined. It de-
scribes the polar phase. Inserting the order
parameter of the polar phase into the invari-
ance condition, Eq. (21), yields

a,=...=a;=b; =b, =0,
1 (A36)
= — mds.
Therefore, the residual group is
H=SU®2) X U(l) X U(1) (A37)
with the generators T, T,, T3, and
U=Tg— %1, V=J;. (A38)

Thus, the symmetry breaking pattern in the
polar phase is similar to that in the A phase cf.
(A27). But while in the A phase both residual
U(1)’s are combinations of the original sym-
metries, in the polar phase, one of them is a
subgroup of G, = SU(2);.
(ii) b5 arbitrary, ag = ¢ = 0.
This case is identical to case 2(ii).

APPENDIX B: EIGENVALUES OF L; IN THE
PLANAR AND A PHASES

1. Planar phase

In order to compute the eigenvalues of the matrix L, =
Ly, given in Table II, we use Eq. (124) and the (anti)-
commutation properties of the color matrices (J;); =
—ie;j; to obtain (Li)* = (A; + A,)Ly . Therefore,

(L) = (A + A)" L. (B1)

This simple relation for the nth power of Li; can be used to
find the roots of the equation

det(A — L) =0, (B2)
which yield the eigenvalues A of L. Since

det(A — L) = exp[Trin(A — Li)], (B3)

we consider the trace of the logarithm of A — L,

Li
Trin(A — Li) = InATrl + Trln<1 — Tk>
> 1

=InATrl = > — A "Tr(L)". (B4
MTI = 5 ALY (B4

The second term on the right-hand side can be evaluated
using Eq. (B1). With TrL;; = 8(A; + A,) one obtains

det(A — L) = A[A — (4, + AP, (B5)

which yields the eigenvalues A; + A, and 0 with degener-
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acies 8 and 4, respectively. With the definition (123a), this
confirms the entries for A, in Table II.

2. A phase

In order to derive an expression for the nth power of the
matrix Llf, given in Table III, we note that

(Lg)? =2(A; + AyLi — [(A; — Ay)? + 4B%)J3, (B6)

where Eq. (124) has been used. Since A/, and B are
scalars and J3Li = Li;, we have

(L))" = a,Li + b,J3, B7)

with real coefficients a,, b,. Applying Eq. (B6), one
derives the following recursion relations for these coeffi-
cients:

a,41 =2(A; + Ay)a, + b,

(B3)
= —[(A — A>)? + 4B%]a,,

bn+1

With the ansatz of a power series, a, = p”", one obtains a
quadratic equation for p, which has the two solutions

p1/2 = Al + Az + 2\/A1A2 - Bz.

Therefore, a,, is a linear combination of the nth powers of
these solutions, a, = n,p} + n,p5. The coefficients 7,
1, can be determined from a; = 1, a, = 2(A; + A,). One
finds

(B9)

1

1
4 JaA, - B
1 A, — Az)2 + 4B
"4 A B
With TrL; = 8(A; + A,) this yields
det(A — L) = A*(A — p)*(A — ppt.

a, = (P} — ph),

(B10)

(Pt~ ' =p5 .

(B11)

Consequently, both L, and L, have the eigenvalues 0, p,,
and p,, each with degeneracy 4, which confirms the cor-
responding entries in Table III.

Finally, we consider the projectors ’Pfi , corresponding
to the eigenvalues A. With

_ Li (L — Ay1)
k172 Aja(Ayn = Ayyp)’

+

* _ * *
Tk,3_1 Tk,l Tk,Q’

(B12)
one obtains
P — 1]%(1 v ) (B13a)
2 A,A, — B2
Py, = %J%(l = AIA: — ) (B13b)
Pry=1-J (B13c)
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Since TrZ = Tr(A{Z) = 0, Eq. (79) is obviously fulfilled
also in the A phase.

APPENDIX C: TRACES AND ANGULAR
INTEGRALS FOR THE TRANSVERSE PHASES

In this appendix, we present the technical details of the
solution of the gap equation for the transverse polar, planar,
and A phases. The transverse CSL phase is trivial with
respect to the angular structure and has already been dis-
cussed in Ref. [19]. We compute the color and Dirac traces

and perform the k integration of Eq. (80) in order to
|

(r)'z)n = _(Smn(l + 61 ' lA() + kAmkAn + Qmén - gménq ' R + é\lnkm’
(87 = p'pHQI" =2~ ppu + Gukm — @ )
- ﬁn(ém - éI\m)f) : q + (5mn - ka,\n)l,i ' éiﬁ 12]’

R — R = i(Gs + k)1 + G- k),

(81 = pIp)(RIZ = RH) = —2i{[1 = (p- k)*1g5 + [1 = (- @Ik — (1 = G- K)(P - k + p - §)ps}-

1. Transverse polar phase

Using the matrix M, from Table I with (e, 8) = (0, 1),
we find

T M MIAT =401 - &), (C3)
and thus
1 . . .
TL(k,q)=—[1+§ -k —g:ks(1 —q-k
oo(k, @) 30 —k%)[ q 43k3(1 — q - k)
-k - a3 (C4)

where the color trace Ti[T!J;T,J;] = —4/3 has been

used. Analogously, we find

Tk q) = [—g:sks +G-k+p3(1—§-k
1k, q) 3(1_1%)[ q3k3 T q p3( q-k)

— p3(@s —k)p-q—p-k)

— (1= gsk3)p - 4P K] (C5)

In order to obtain these results, Egs. (C2a) and (C2b) with
m = n =3 have been employed. As expected, the un-
gapped excitation branch does not contribute to the gap
equation, 7 3,(k,q) = T?(k,q) =0, and thus a, = 1,
a, = 0

Next, the angular integral d{); has to be performed. To
this end, we use the following frame (cf. left diagram in
Fig. 3): The order parameter in the polar phase picks a
special direction in real space. By convention, we choose
this direction to be parallel to the z axis. Now there is
another fixed direction, ¢, which we can choose to be in the
xz plane, § = (sin#, 0, cos@), where 6 is the polar angle. In
order to perform the d(); integral, we use a frame with z’
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determine the coefficients a, and 7%’ introduced in
Egs. (81). These coefficients yield the constant d cf.
Eq. (84).

Let us define the following traces over Dirac space:

= Ty, Y Ln@AG ¥y L (KA (Cla)
R’[’L”; = Tr[Y,uYJ.,m(Q)YOYSY : (AIAJ YVYL,n(R)A;]
(Clb)
We shall make use of the following results:
k (C2a)
k(8 = Pubn) + Pulky = 40D - k
(C2b)
(C20)
(C24d)

[
axis parallel to q. The original frame can be transformed
into the new one with a rotation R(6) around the y axis,
cosf 0 —sind
R(9) = 0 1 0 > (Co)
sind 0 cosé

In the new frame, we have ¢ = (0,0,1) and k' =
(sinf’ cos¢’, sind’ sing’, cosf’). Therefore, before per-
forming the d(), integral, we write k as

k=R 'Ok’ = sin@’ sing’

— sinf sinf’ cos’ + cosf cost’
(C7)

( cosf sinf’ cose’ + sinf cosf’ )

This new frame is particularly convenient, since the new
polar angle @' is the angle between § and k, cosf’ = § - k.
Therefore, the integration over 6’ can be transformed into
an integral over p via cosd = (kK> + ¢*> — p?)/(2kq),
where p is the modulus of p =k — q. Note that the
function F, on the right-hand side of Eq. (80) does not
depend on the azimuthal angle ¢’ but only on p, and the
function F, only depends on p and 6, but not on ¢’ either
(neglecting the k dependence in €y ,). Consequently, we
have to multiply T}, and T}, given in Egs. (C4) and (C5),
respectively, with the factor €;/€, = (1 — 3)/(1 = 43),
write the results in terms of the new coordinates and
integrate over ¢’. After setting k =~ g =~ u, which is per-
missible to subleading order, the result yields the coeffi-
cients n in Eq. (81). Then, the result of the p integral is
obtained by Eq. (84), following Ref. [19].

The explicit results of this procedure are as follows.
With
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L

planar phase

FIG. 3. Rotation of the coordinate system (x, y, z) — (x/, y/, z') for the k integration in the cases of the transverse polar and planar

o/ AEREEEET LR -
//, y
)
, X
polar phase
phases.
1 2 ~ ~
= do'k; = 4,9 - Kk, (C8a)
2 Jo
Lo o v ] 2 4.2
= de'ki = ¢;(q-k)* + (1 =gl —(q-k)]
27 Jo 2
(C8b)
we obtain
1 27 fk 1 2m Ek
— de' =T} (K, z—f de' =Tk,
27 1o @eq 00( q) 27 1o QDqt( q)
2 1 2 4
~2_lp 1
3 3upu° 24pu
(C9)

where the approximation k = g = u has been implemented
via the replacements q - k — 1 — p?/2u?),p-k = —p -
q — p/(2w). Now, we immediately compute d = 9/2, as

listed in Table 1.
|

(47 — 43 — 22, + (&3

— B3 -2Q0 + 0192, +

2. Transverse planar phase

In this case, we find from Table II

T M MIAT =401 + &) (C10)
Furthermore,
1 N N U
Py = l_i_—qz[-/%(l —q7) + J3(1 = §3) — {1, 12414
3
+ 133370757 - 4J, (C11)
where we have applied the identity
YL1(@y12(@) — 142 = ig3yeysY - Q. (C12)

With the help of Egs. (C10) and (C11) and the definitions
(72) and (74), we compute the quantities T §,(k, q) and
T5(k,q). As in the polar phase, we find T 3,(k, q) =
T?(k,q) =0, hence a; =1, a, =0. For the gapped
branch, s = 1, one obtains after taking the trace over color
space,

%4,11/) + ié3(R}L2V - R%LII/)

T/I.LI/(k’ Q) =

where the tensors @ and R are defined in Egs. (C1). In
order to perform the traces over Dirac space, one makes
use of the identities (C2). We do not present the explicit
results for 7 },(k,q) and 7 }(k,q) since they are too
lengthy. In order to perform the angular integration, we
proceed in a similar way as discussed above for the trans-
verse polar phase. The difference is that in the planar phase
the order parameter does not point into a special direction,
butis located in the xy plane. Without loss of generality, we
can assume ¢ to be also in the xy plane, q =
(cose, sing, 0) (cf. right diagram in Fig. 3). Note that this
choice, in particular §g; = 0, immediately shows that the

6(1 + 3)(1 + 43)

, (C13)

[

term proportional to y5 on the right-hand side of Eq. (C11)
yields no contribution to the integral. Again, we rotate the
frame such that the 7’ axis is parallel to q. This can be done
with two successive rotations R; and R,(¢): First, we
rotate the original frame by 7r/2 around the y axis,

0 0 -1
1 0 O

Then, we rotate by ¢ around the new x’ axis,

(C14)
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1 0 0
Ry(p) = (O cos¢ —sing )
0 sing cose

(C15)

As above, in the new frame, ¢’ = (0,0,1) and k' =
(sin#’ cos¢’, sinf’ sing’, cos@’), and hence
k = R7'R; (@)K’
— sinf’ sing’ sing + cosf’ cosg
= | sin#’ sing’ cosg + cosf’ sing (C16)
— sinf’ cosg’
With €,/€, = (1+k3)/(1 +
k =~ g = u, we obtain

¢3) and the approximation

2
o [ E Tk~ 5 [T Tik)
lp 1p
“SIntEe
(C17)

From these results we conclude d = 9/2.
J

T ik q) =

Tr{y, Ly 1@ + iy (@10 = |Z3| YovsY - WAy [y (K) —iyy, 2(k)]A*}
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3. Transverse A phase

In the transverse A phase, we have
T M MIAT =40 + &) (C18)

The projectors corresponding to the gapped excitations,

,P:;,l/z in Egs. (B13), are
P =215 oy @7 0@ — 142]
ql1/2 " 573 N Yia\Q)yYiL2\q 9192
1 g N
= —J§(1 + 43 70757-q>, (C19)
2 45

where Eq. (C12) has been used. Inserting this projector and
the respective quantities from Table III into Eq. (72), one
obtains after taking the trace over color space,

and TS ,(k, q) = 0. Again, the results for the quantities
T(l)o (k, q) and T%(k, q), corresponding to the gapped
branches, are complicated functions of k and q, and we
do not present their explicit forms.

As in the transverse planar phase, the order parameter
for the transverse A phase points into a direction perpen-
dicular to the z axis. However, in order to perform the|

cosf cosg
R(8, ¢) = ( —sing

sinf cos@

Consequently, the d(); integral has to be performed with

2
6(1 + k3) (€20

[
angular integral over ¢’, we cannot make use of the same

choice of the frame, because the assumption of ¢ being in
the xy plane, i.e., g3 = 0, would lead to a division by zero
according to Eq. (C20). Instead, we allow for the most
general form, § = (sinf cosg, sinf sing, cosf). In this
case, the rotation of the original frame into the one with
7' axis parallel to q is given by

cosfsing — sinf
cosg 0 >

sinfsing  cosf

(C21)

cos¢ cosd sind’ cose’ — sing sin’ sing’ + cos sinf cosf’
k=R (6, ok’ = ( sing cosf sinf’ cos@’ + cose sind’ sing’ + sing sinf cosd’ |, (C22)
— sinf sinf’ cos’ + cosf cosd’

where k’ = (siné’ cos¢’, siné’ sing’, cos#’) has been employed.

With k =~ g = u one obtains

1 2

d /€k T1/2(k
2w

f do '{’7" Tl/z(k

The term *2|cosf|/(1 + cos?#) on the right-hand side of
this equation gives rise to a difference between the quan-
tities 7 3, (k, q) and T3, ,(k, q). The origin of this differ-
ence is the term proportional to y5 on the right-hand side of

—_— C23
1 + cos?6 (€23)

2 4

S ——lp—eri‘”—4 | =g tcosdl
3upus 24 u

I

Eq. (C19). As a consequence, one cannot choose the co-

efficients a, such that they are constants cf. Eqs. (81). The

transverse A phase is the only phase we consider, in which
these coefficients depend on 6, the angle between q and the
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z axis. We find

. _1+ | cosé|
P72 ' 1 4 cos?8’

| cosd|

1
2Ty T T cos?’

(C24)
as = 0.

However, the constant d is identical to all other transverse
phases, d = 9/2.

APPENDIX D: PROVING d = 6 FOR ARBITRARY
LONGITUDINAL GAPS

In this appendix, we prove d = 6 for any order parame-
ter (for any 3 X 3 matrix) A in the case of a longitudinal
gap. The longitudinal case is particularly simple since the
Dirac structure of the matrix M, is trivial.

Let us start with the matrix

My =wv " J, (D1)
where vy = (vy 1, Vg2, Vi 3) is a 3-vector with
3
v = > Ayk,  i=123 (D2)
i=1
Then,
(Ly)ij = vidij = Vi Vi (D3)

where v = v - v. Now, with (L})?> =viL;} and

TrL; = 8vi the eigenvalues of L, are easily found mak-
ing use of the method shown in Appendix B. One obtains

A1 = vi  (8-fold), A2 =0 (4-fold). (D4)

Consequently, the fact that there is one gapped branch with
degeneracy 8 and one ungapped branch with degeneracy 4
is completely general, i.e., it is true for any order parameter
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in the longitudinal case. The corresponding projectors are
given by

UT{, iVk,i Uf(, iVk,i
(Py))ij =6 — 1‘;2 , (Pio)ij = 11)2 . (DS)
k k
This leads to
1 v, - vy oA
bolk, @) =3 = £(1+4-k),
k
" (D6)
2V, v . AA
Tk q) =35 £1-p-qp-k),
k

and T3,(k,q) = T?(k,q) =0, hence a; =1, a, = 0.
The angular integration is done as explained for the trans-
verse A phase in the previous appendix, i.e., the rotation
given by Eq. (C21) and the respective expressions for the
vectors k and § are used.

With €, /€, = A1 /A, = vi/vi we obtain

1 27 €k vV, U;; N~ A
_ do' =X 4 =q-Kk,
2 Jo °F €, vi 4

D7)

where Eq. (C8a) has been used. Therefore, we find with
k ~ q=u,

1 2T €k 1 €k
— do' 2T (k, q) ~— do' =Tk,
27T]0 ® ‘, ok, q) 27Tf ® ‘. 1k, q)
2 12 1 p
= - e P o8

which, making use of the definitions (81) and (84), proves
the universal result d = 6 for longitudinal gaps. Since
d = d when d is constant cf. definition (94), we conclude

d=6.
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