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#### Abstract

It is unlikely that uniqueness theorem holds for stationary black holes in higher dimensional spacetimes. However, we will examine the possibility that the higher multipole moments classify vacuum solutions uniquely. Especially, we compute the potentials associated with rotational Killing vectors and look at the dependence on the total mass $M$ and angular momentum $J$. Consequently, there is a potential $\sigma$ which we cannot write down in terms of integer power of $M$ and $J$ explicitly. This may be regarded as an evidence for the uniqueness using multipole moments generated by $\sigma$.
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## INTRODUCTION

TeV gravity/brane world [1] opened up the possibility of the production of higher dimensional black holes in accelerators [2]. Therefore the fundamental study on higher dimensional black holes came to be important. Important issues are uniqueness theorem for final equilibrium state of gravitational collapse [3] and no-hair theorem [4] like four dimensional cases. If these theorems hold, we can use exact solutions to have definite predictions for events in accelerators. Recently the uniqueness for nonrotating higher dimensional black holes in asymptotically flat spacetimes has been proven to be unique [5-7]. See Ref. [8] for a related issue of supersymmetric black holes. Perturbative uniqueness was also addressed in Ref. [9]. But, if we think of stationary cases, the situation is drastically changed. The uniqueness theorem for rotating cases does not hold due to the presence of the counterexample, black ring solution with $S^{1} \times S^{2}$ event horizon, discovered by Emparan and Reall [10] in five dimensions (see also Ref. [11] for extended solutions). As a result, there are several solutions with the same total mass $M$ and angular momentum $J$. In stationary vacuum black hole spacetimes with two commuting rotational Killing vectors with $S^{3}$ event horizon, the uniqueness of Myers-Perry solution [12] has been proven [13].

In this paper we want to discuss the conditions for uniqueness theorem. In the theorems the asymptotic boundary conditions are imposed. The apparent failure in the uniqueness theorem in higher dimensions seems to tell us some missing ingredients to prove it. Here we would propose that the missing one is higher multipole moments. In the four dimensional case, $M$ and $J$ are accidentally enough parameter set for the uniqueness theorem. If the higher order multipole moments are specified in higher dimensional spacetimes, we might be able to prove the uniqueness theorem. Indeed, four dimensional stationary spacetimes are unique under fixed multipole moments in the neighborhood of spatial infinity [14]. In higher dimensional spacetimes, on the other hand, the
asymptotic structure is not so simple. In general the spacetimes will be not fixed by multipole moments in asymptotically flat spacetimes defined by conformal completion [15]. But, if we focus on asymptotically flat spacetimes where regular Cartesian coordinates can be spanned, we can expect that spacetimes near spatial infinity can be fixed by multipole moments in the same way with four dimensional cases. Following this expectation, it is realized that the multipole moments may be able to distinguish black ring solutions and Myers-Perry solution where the regular Cartesian coordinates are spanned in asymptotic region.

Multipole moments were firstly defined by Geroch for four dimensional static spacetimes in covariant way [16]. Then it was extended to stationary spacetimes by Hansen [17]. Furthermore it turned out that multipole moments uniquely determine the asymptotically flat and sourcefree solutions of the Einstein equation in four dimensions as mentioned above [14]. Geroch's multipole moments are defined in terms of the norm of timelike Killing vector and its derivatives at spatial infinity in the framework of conformal completion [18]. In the stationary case Hansen defined two new potential (Hansen potentials) which are composed of some combinations of the norm and twist potentials of the timelike Killing vector. The moments are defined so that they satisfy a certain transformation under the change of conformal factor, which corresponds to the change of an origin in Newtonian limit. Recently Geroch's definitions were extended to higher dimensional static spacetimes [15]. The extension to stationary cases has not been done yet. The problem is how to find Hansen potentials in higher dimensions. As a first step for the extension to stationary cases, therefore, we will compute a set of potentials associated with Killing vectors. It is also the starting point in four dimensions. When the exact solutions are given, it will be enough for the argument of uniqueness. This can be seen as follows. Let us write all parameters of potentials in terms of $M$ and $J$. If potentials can be expanded by some integer powers of $M$ and $J$ near
spatial infinity, the solutions are degenerated. On the other hand, we cannot distinguish solutions from each other if potentials cannot be expanded by only integer powers of $M$ and $J$.

The rest of this paper is organized as follows. In Sec. II, we describe the black string/black hole solutions and introduce the polar coordinate systems. In Sec. III, we define some potentials in five dimensional stationary vacuum spacetimes with three commuting Killing vectors. Then we will compute the scalar functions for five dimensional black string/black hole solutions and discuss the uniqueness properties. Finally we will give summary and discussion in Sec. IV.

## BLACK RING AND POLAR COORDINATE

We first describe the black ring/black hole solutions [10,12]. The metric of black ring/black hole solutions is written in the form [10]

$$
\begin{align*}
d s^{2}= & -\frac{F(x)}{F(y)}\left(d t+\sqrt{\frac{\nu}{\xi_{1}}} \frac{\xi_{2}-y}{A} d \Psi\right)^{2}+\frac{1}{A^{2}(x-y)^{2}} \\
& \times\left\{-F(x)\left[G(y) d \Psi^{2}+\frac{F(y)}{G(y)} d y^{2}\right]+F(y)^{2}\right. \\
& \left.\times\left(\frac{d x^{2}}{G(x)}+\frac{G(x)}{F(x)} d \phi^{2}\right)\right\} \tag{1}
\end{align*}
$$

where

$$
\begin{gather*}
F(\xi)=1-\frac{\xi}{\xi_{1}}  \tag{2}\\
G(\xi)=\nu \xi^{3}-\xi^{2}+1=\nu\left(\xi-\xi_{2}\right)\left(\xi-\xi_{3}\right)\left(\xi-\xi_{4}\right) \tag{3}
\end{gather*}
$$

The roots of $G(\xi)=0$ satisfy $\xi_{2}<\xi_{3}<\xi_{4}$ and $\nu \leq$ $\nu_{*}=2 / 3 \sqrt{3}$. The coordinates $\Psi$ and $\phi$ are identified with period

$$
\begin{equation*}
\Delta \phi=\Delta \Psi=\frac{4 \pi \sqrt{\xi_{1}-\xi_{2}}}{\nu \xi_{1}^{1 / 2}\left(\xi_{3}-\xi_{2}\right)\left(\xi_{4}-\xi_{2}\right)} \tag{4}
\end{equation*}
$$

For the black ring case, we must require

$$
\begin{equation*}
\xi_{1}=\frac{\xi_{4}^{2}-\xi_{2} \xi_{3}}{2 \xi_{4}-\xi_{2}-\xi_{3}} \tag{5}
\end{equation*}
$$

to make spacetime regular at $x=\xi_{2}$ and $\xi_{4}$. For black hole (Myers-Perry) case, on the other hand,

$$
\begin{equation*}
\xi_{1}=\xi_{3} \tag{6}
\end{equation*}
$$

is imposed.
Mass and angular moment are given by

$$
\begin{equation*}
M=\frac{3 \pi}{2 G A^{2}} \frac{\xi_{1}-\xi_{2}}{\nu \xi_{1}^{2}\left(\xi_{3}-\xi_{2}\right)\left(\xi_{4}-\xi_{2}\right)} \tag{7}
\end{equation*}
$$

$$
\begin{equation*}
J=\frac{2 \pi}{G A^{3}} \frac{\left(\xi_{1}-\xi_{2}\right)^{5 / 2}}{\nu^{3 / 2} \xi_{1}^{3}\left(\xi_{3}-\xi_{2}\right)^{2}\left(\xi_{4}-\xi_{2}\right)^{2}} . \tag{8}
\end{equation*}
$$

We should note that $M$ and $J$ are uniquely determined by two independent parameters $A$ and $\nu$ together with condition Eq. (5) or (6). Since $\xi_{1}$ depends on the solutions, $M$ and $J$ are multivalued functions of $\nu$.

When one wants to address multipole moments, the polar coordinate is useful. The transformation into polar coordinate $(\rho, \chi, \theta, \mu)$ is expressed in

$$
\begin{gather*}
x=\frac{\sin ^{2} \chi \sin ^{2} \theta}{\tilde{A}^{2} \rho^{2}}+\xi_{2}  \tag{9}\\
y=-\frac{\sin ^{2} \chi \cos ^{2} \theta+\cos ^{2} \chi}{\tilde{A}^{2} \rho^{2}}+\xi_{2}  \tag{10}\\
\tilde{\phi}=\frac{2 \pi \phi}{\Delta \phi}=\mu  \tag{11}\\
\tan \tilde{\Psi}=\frac{\cos \chi}{\sin \chi \cos \theta} \tag{12}
\end{gather*}
$$

where $\tilde{\Psi}:=(2 \pi / \Delta \Psi) \Psi$ and

$$
\begin{equation*}
\tilde{A}:=A \frac{\xi_{1} \sqrt{\nu\left(\xi_{3}-\xi_{2}\right)\left(\xi_{4}-\xi_{2}\right)}}{2\left(\xi_{1}-\xi_{2}\right)} \tag{13}
\end{equation*}
$$

The period of $\tilde{\phi}$ and $\tilde{\Psi}$ are $2 \pi$. We can check that the metric approaches the five dimensional Minkowski spacetimes in polar coordinates, that is,

$$
\begin{equation*}
d s^{2} \simeq-d t^{2}+d \rho^{2}+\rho^{2} d \Omega_{3}^{2} \tag{14}
\end{equation*}
$$

where $d \Omega_{3}^{2}=d \chi^{2}+\sin ^{2} \chi\left(d \theta^{2}+\sin ^{2} \theta d \mu^{2}\right)$.

## TWIST POTENTIAL

In this section we will define scalar functions associated with Killing vectors. The computation of such functions for exact solutions can be regarded as a first step for defining multipole moments. Rather say the computation of them is enough for current purpose when the exact solutions are given.

The metric of Eq. (1) admits three Killing vectors;

$$
\begin{equation*}
\xi_{3}^{a}=\left(\frac{\partial}{\partial \Psi}\right)^{a}, \quad \xi_{4}^{a}=\left(\frac{\partial}{\partial t}\right)^{a}, \quad \xi_{5}^{a}=\left(\frac{\partial}{\partial \phi}\right)^{a} \tag{15}
\end{equation*}
$$

There are scalar potentials associated with the Killing vectors. One of them is

$$
\begin{equation*}
\lambda:=-g_{a b} \xi_{4}^{a} \xi_{4}^{a}=1-\frac{8 G M}{3 \pi \rho^{2}} \frac{1}{1+\frac{8 G M}{3 \pi} \frac{\sin ^{2} \chi \cos ^{2} \theta+\cos ^{2} \chi}{\rho^{2}}} \tag{16}
\end{equation*}
$$

Note that $\lambda$ depends on only $M$.
To see the feature related to angular momentum, we consider twist one-form. There are three kinds of twist
one-forms

$$
\begin{array}{cl}
\omega_{i a}:=\epsilon_{a b c d e} \xi_{4}^{b} \xi_{5}^{c} \nabla^{d} \xi_{i}^{e} & (i=4,5), \\
\sigma_{I a}:=\epsilon_{a b c d e} \xi_{3}^{b} \xi_{5}^{c} \nabla^{d} \xi_{I}^{e} & (I=3,5) \\
\tau_{\mu a}:=\epsilon_{a b c d e} \xi_{4}^{b} \xi_{3}^{c} \nabla^{d} \xi_{\mu}^{e} & (\mu=3,4) \tag{19}
\end{array}
$$

These twist one-forms are evaluated in the coordinate basis $(t, x, y, \phi, \Psi)$ as follows

$$
\begin{align*}
\sigma_{3 a}= & \frac{1}{A^{3}} \sqrt{\frac{\nu}{\xi_{1}}}\left[\left\{\frac{\nu}{\xi_{1}}\left(\xi_{2}-y\right)^{2}-\left(\xi_{2}-y\right)\right.\right. \\
& \left.\times\left(\frac{F(y) G(y)}{(x-y)^{2}}\right)_{, y}-\frac{F(y) G(y)}{(x-y)^{2}}\right\}(d x)_{a}+2 F(x) G(x) \\
& \left.\times \frac{\xi_{2}-y}{(x-y)^{3}}(d y)_{a}\right]  \tag{20}\\
\omega_{4 a} & =-\frac{1}{A} \sqrt{\frac{\nu}{\xi_{1}}}(d x)_{a} \tag{21}
\end{align*}
$$

and

$$
\begin{equation*}
\omega_{5 a}=\sigma_{5 a}=\tau_{\mu a}=0 \tag{22}
\end{equation*}
$$

By virtue of vacuum spacetime, then, there exists potentials $\sigma$ and $\omega$ for each twist $\sigma_{3 a}$ and $\omega_{4 a}$ as

$$
\begin{equation*}
\sigma_{3 a}=\nabla_{a} \sigma \quad \text { and } \quad \omega_{4 a}=\nabla_{a} \omega \tag{23}
\end{equation*}
$$

We obtain these twist potentials from the above twist oneforms by integrating them. The results are

$$
\begin{align*}
\sigma= & \frac{1}{\xi_{1} A^{3}} \sqrt{\frac{\nu}{\xi_{1}}}\left[\frac{\left(\xi_{1}-x\right)\left(x-2 y+\xi_{2}\right)\left(\nu x^{3}-x^{2}+1\right)}{(x-y)^{2}}\right. \\
& +\nu x^{3}-\left(\nu \xi_{1}-\nu \xi_{2}+1\right) x^{2} \\
& \left.-\left(-\xi_{1}+\xi_{2}+\nu \xi_{1} \xi_{2}-\nu \xi_{2}^{2}\right) x\right] \tag{24}
\end{align*}
$$

and

$$
\begin{equation*}
\omega=-\frac{1}{A} \sqrt{\frac{\nu}{\xi_{1}}}\left(x-\xi_{2}\right) \tag{25}
\end{equation*}
$$

Here it is reminded that the period of coordinates $\phi$ and $\Psi$ are $\Delta \phi=\Delta \Psi \neq 2 \pi$. Thus it is better to rewrite down $\sigma$ and $\omega$ in new coordinates $\tilde{\phi}$ and $\tilde{\Psi}$ and the rescaled potentials are used. In polar coordinates they become

$$
\begin{align*}
\tilde{\sigma}= & \frac{\partial \phi}{\partial \tilde{\phi}} \frac{\partial \Psi}{\partial \tilde{\Psi}} \sigma=\frac{\Delta \phi}{2 \pi} \frac{\Delta \Psi}{2 \pi} \sigma \\
= & \frac{16 G^{2} M J}{3 \pi^{2} \rho^{2}} \sqrt{\frac{\xi_{1}}{\xi_{1}-\xi_{2}}} \sin ^{2} \chi \sin ^{2} \theta\left\{\sin ^{2} \chi \sin ^{2} \theta\left(1+\sin ^{2} \chi \cos ^{2} \theta+\cos ^{2} \chi\right)-1\right\}\left\{-\xi_{1}+3 \xi_{2}-6 \nu \xi_{2}^{2}-3 \nu \xi_{1} \xi_{2}+\frac{8 G M}{3 \pi \rho^{2}}\right. \\
& \left.\times\left(\xi_{1}-\xi_{2}\right)\left(1+\nu \xi_{1}-4 \nu \xi_{2}\right) \times \sin ^{2} \chi \sin ^{2} \theta-\left[\frac{8 G M}{3 \pi \rho^{2}}\left(\xi_{1}-\xi_{2}\right)\right]^{2} \nu \times \sin ^{4} \chi \sin ^{4} \theta\right\} \tag{26}
\end{align*}
$$

and

$$
\begin{equation*}
\tilde{\omega}=\frac{\partial \phi}{\partial \tilde{\phi}} \omega=\frac{\Delta \phi}{2 \pi} \omega=-\frac{4 G J}{\pi} \frac{\sin ^{2} \chi \sin ^{2} \theta}{\rho^{2}} \tag{27}
\end{equation*}
$$

Let us consider the situation with fixed $M$ and $J$. The functions $\lambda$ and $\tilde{\omega}$ defined above are written in terms of $M$ and $J$. Moreover $M$ and $J$ are contained as the form of integer powers of them in asymptotic region. Therefore we cannot use $\lambda$ and $\tilde{\omega}$ to classify the solutions with same $M$ and $J$. On the other hand, it is easy to see from Eq. (26) that the dependence of $\sigma$ on $M$ and $J$ are quite nontrivial. If we consider a certain exact solution, $\sigma$ can be written in terms of $M$ and $J$. However, $M$ and $J$ are not included as the form of integer powers in asymptotic region. Since the dependence depends on solutions, $\sigma$ are not fixed even if we fixed $M$ and $J$. Therefore we can split the degeneracy between black holes and black rings by twist potential $\sigma$. To confirm this argument, we should perform numerical evaluation of the value of coefficients, which cannot be explicitly written in terms of $M$ and $J$ in Eq. (26), for
each solution. For example, pick up the coefficient of the term of $\rho^{-6}, \sqrt{\frac{\xi_{1}}{\xi_{1}-\xi_{2}}}\left(\xi_{1}-\xi_{2}\right)^{2} \nu$. The result is in Fig. 1. From this result we conclude the twist potential $\sigma$ has different profiles depending on each solution for fixed mass $M$ and angular momentum $J$.

## CONCLUSION

In this paper we evaluated a twist potential $\sigma$ for stationary five dimensional black ring/black hole. As a result we saw that its shape depends on solutions. Therefore this result means that using twist potentials we can distinguish the black ring solution from the black hole one with same mass and angular momentum. Yet, it indicates that a sort of uniqueness theorem may hold under the strong asymptotic conditions specified by the multipole moments defined via this $\sigma$.

As future work, the definition of the multipole moments in higher dimension will be important. It is expected that they uniquely determine stationary solutions.


FIG. 1. The above numerical result shows the dependence on solutions of the twist potential $\sigma$. Here, we computed the coefficient of the term of $\rho^{-6}$ in the twist potential $\sigma$. We denote it as $\alpha=\xi_{1}^{1 / 2}\left(\xi_{1}-\xi_{2}\right)^{3 / 2} \nu$. The vertical axis is $\alpha$ and the horizontal axis is $(27 \pi / 32 G) J^{2} / M^{3}$. The dotted line and the dashed line correspond to the two black ring solutions (these solutions are different in the values of $\nu[\nu(\mathrm{BR}+)>$ $\nu(\mathrm{BR}-)])$. The solid line expresses Myers-Perry solution. This result also shows that the twist potential of Myers-Perry solution is asymptotically close to the one of the black ring solution as $(27 \pi / 32 G) J^{2} / M^{3} \rightarrow 1$, where the black ring and Myers-Perry black hole degenerate [10].

It is an open question how Hansen's multipole moments are constructed from the combinations of twist potentials and gravitational potentials. We also should consider the multipole moments in Einstein-Maxwell (or higher form fields) systems in four or higher dimensional spacetimes because black holes produced in accelerator have charges in general.
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## APPENDIX: CALCULATION

In this Appendix we write down useful formulae and sketch the derivation of twist potential $\sigma$ of Eq. (26).

## 1. Inverse and determinant of metric

The inverse of metric of Eq. (1) is

$$
\begin{align*}
g^{a b}= & -\left[\frac{\nu(x-y)^{2}\left(\xi_{2}-y\right)^{2}}{\xi_{1} F(x) G(y)}+\frac{F(y)}{F(x)}\right]\left(\frac{\partial}{\partial t}\right)^{a}\left(\frac{\partial}{\partial t}\right)^{b} \\
& +2 A \sqrt{\frac{\nu}{\xi_{1}} \frac{(x-y)^{2}\left(\xi_{2}-y\right)}{F(x) G(y)}\left(\frac{\partial}{\partial t}\right)^{(a}\left(\frac{\partial}{\partial \Psi}\right)^{b)}} \\
& -\frac{A^{2}(x-y)^{2}}{F(x) G(y)}\left(\frac{\partial}{\partial \Psi}\right)^{a}\left(\frac{\partial}{\partial \Psi}\right)^{b}+\frac{A^{2}(x-y)^{2} G(x)}{F(y)^{2}} \\
& \times\left(\frac{\partial}{\partial x}\right)^{a}\left(\frac{\partial}{\partial x}\right)^{b}-\frac{A^{2}(x-y)^{2} G(y)}{F(x) F(y)}\left(\frac{\partial}{\partial y}\right)^{a}\left(\frac{\partial}{\partial y}\right)^{b} \\
& \times \frac{A^{2}(x-y)^{2} F(x)}{F(y)^{2} G(x)}\left(\frac{\partial}{\partial \phi}\right)^{a}\left(\frac{\partial}{\partial \phi}\right)^{b} \tag{A1}
\end{align*}
$$

The determinant $g=\operatorname{det} g_{\mu \nu}$ of the metric $g_{\mu \nu}$ is

$$
\begin{equation*}
g=-\frac{F(x)^{2} F(y)^{4}}{A^{8}(x-y)^{8}} \tag{A2}
\end{equation*}
$$

## 2. Twist potential

In this subsection, we sketch the calculation of twist potential $\sigma$. From Eq. (20), the partial differential equations for $\sigma$ are

$$
\begin{align*}
\sigma_{, x}= & \frac{1}{A^{3}} \sqrt{\frac{\nu}{\xi_{1}}}\left\{\frac{\nu}{\xi_{1}}\left(\xi_{2}-y\right)^{2}-\left(\xi_{2}-y\right)\right. \\
& \left.\times\left(\frac{F(y) G(y)}{(x-y)^{2}}\right)_{, y}-\frac{F(y) G(y)}{(x-y)^{2}}\right\} \tag{A3}
\end{align*}
$$

and

$$
\begin{equation*}
\sigma_{, y}=\frac{2}{A^{3}} \sqrt{\frac{\nu}{\xi_{1}}} F(x) G(x) \frac{\xi_{2}-y}{(x-y)^{3}} . \tag{A4}
\end{equation*}
$$

Integrating Eq. (A4), we obtain

$$
\begin{align*}
\sigma= & \frac{1}{A^{3} \xi_{1}} \sqrt{\frac{\nu}{\xi_{1}}}\left[\left(\xi_{1}-x\right)\left(\nu x^{3}-x^{2}+1\right)\right. \\
& \left.\times\left\{\frac{1}{(x-y)}+\frac{\xi_{2}-y}{(x-y)^{2}}\right\}+f(x)\right] \tag{A5}
\end{align*}
$$

where $f(x)$ is an arbitrary function of $x$. Substituting Eq. (A5) into Eq. (A3), we obtain the ordinal differential equation for $f(x)$ as

$$
\begin{align*}
f^{\prime}(x)= & 3 \nu x^{2}+\left(2 \nu \xi_{2}-2 \nu \xi_{1}-2\right) x+\xi_{1}-\xi_{2} \\
& -\nu \xi_{1} \xi_{2}+\nu \xi_{2}^{2} \tag{A6}
\end{align*}
$$

This can be easily integrated and then

$$
\begin{align*}
f(x)= & \nu x^{3}+\left(\nu \xi_{2}-\nu \xi_{1}-1\right) x^{2}+\left(\xi_{1}-\xi_{2}\right. \\
& \left.-\nu \xi_{1} \xi_{2}+\nu \xi_{2}^{2}\right) x+\text { const. } \tag{A7}
\end{align*}
$$

Finally we obtain Eq. (26) substituting Eq. (A7) into (A5).
[1] N. Arkani-Hamed, S. Dimopoulos, and G. R. Dvali, Phys. Lett. B 429, 263 (1998); L. Randall and R. Sundrum, Phys. Rev. Lett. 83, 3370 (1999).
[2] P.C. Argyres, S. Dimopoulos, and J. March-Russell, Phys. Lett. B 441, 96 (1998); R. Emparan, G.T. Horowitz, and R.C. Myers, Phys. Rev. Lett. 85, 499 (2000); S. Dimupoulos and G. Landsberg, Phys. Rev. Lett. 87, 161602 (2001); S. B. Giddings and S. Thomas, Phys. Rev. D 65, 056010 (2002).
[3] W. Israel, Phys. Rev. 164, 1776 (1967); B. Carter, Phys. Rev. Lett. 26, 331 (1971); S. W. Hawking, Commun. Math. Phys. 25, 152 (1972); D. C. Robinson, Phys. Rev. Lett. 34, 905 (1975); P. O. Mazur, J. Phys. A 15, 3173 (1982); For a review, see M. Heusler, Black Hole Uniqueness Theorems (Cambridge University Press, Cambridge, 1996); P.O. Mazur, in Proceedings of the 11th International Conference on General Relativity and Gravitation, edited by M. A. H. MacCallum (Cambridge University Press, Cambridge, 1987), p. 130; G. L.Bunting, Ph.D. thesis, University of New England, 1983.
[4] For example, R. Price, Phys. Rev. D 5, 2419 (1972).
[5] G.W. Gibbons, D. Ida, and T. Shiromizu, Phys. Rev. Lett. 89, 041101 (2002); Phys. Rev. D 66, 044010 (2002); Prog.

Theor. Phys. Suppl. 148, 284 (2003).
[6] M. Rogatko, Classical Quantum Gravity 19, L151 (2002); Phys. Rev. D 67, 084025 (2003); hep-th 0406041.
[7] S. Hwang, Geometriae Dedicata 71, 5 (1998).
[8] H. S. Reall, Phys. Rev. D 68, 024024 (2003); J. B. Gutowski, hep-th/0404079.
[9] H. Kodama, hep-th/0403239.
[10] R. Emparan and H. S. Reall, Phys. Rev. Lett. 88, 101101 (2002).
[11] H. Elvang and R. Emparan, J. High Energy Phys. 0311 (2003) 035; R. Emparan, J. High Energy Phys. 0403 (2004) 064.
[12] R. C. Myers and M. J. Perry, Ann. Phys. (N.Y.) 172, 304 (1986).
[13] Y. Morisawa and D. Ida, Phys. Rev. D 69, 124005 (2004).
[14] P. Kundu, J. Math. Phys. (N.Y.) 22, 2006 (1981); R. Beig and W. Simon, Proc. R. Soc. London A 376, 333 (1981).
[15] T. Shiromizu and S. Tomizawa, Phys. Rev. D 69, 104012 (2004).
[16] R. Geroch, J. Math. Phys. (N.Y.) 11, 2580 (1970).
[17] R. O. Hansen, J. Math. Phys. (N.Y.) 15, 46 (1974).
[18] A. Ashtekar and R. O. Hansen, J. Math. Phys. (N.Y.) 19, 1542 (1978).

