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Constraints on anomalous quartic gauge boson couplings fronrryy and qa'yy events
at CERN LEP2
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Anomalous quartic couplings between the electroweak gauge bosons may contributeiteshendqqyy
final states produced ia*e™ collisions. This analysis uses the LEP2 OPAL data sample at center-of-mass
energies up to 209 GeV. Event selections ideniifyyy and qgyy events in which the two photons are
reconstructed within the detector acceptance. The cross section for the pedesss qqyy is measured.
Averaging over all energies, the ratio of the obseredd™ —qqyy cross section to the standard model
expectation is R(data/SM)0.92+ 0.07+ 0.04, where the errors represent the statistical and systematic uncer-
tainties respectively. Thevyy andqqyy data are used to constrain possible anomaWitisv~—yy andZZyy
couplings. Combining with previous OPAL results from tW&"W™ vy final state, the 95% confidence level
limits on the anomalous coupling parametefs a2, ay’ anda’ are found to be-0.007 GeV 2<a§/A?
<0.023 GeV?  —0.029 GeV?<a’/A?<0.029 GeV?  —0.020 GeV?<al/A?<0.020 GeV?,
—0.052 GeV?< a‘Q’/A2<O.037 GeV ?, whereA is the energy scale of the new physics. Limits found when
allowing two or more parameters to vary are also presented.

DOI: 10.1103/PhysRevD.70.032005 PACS nuni®erl3.66.Fg

[. INTRODUCTION evant at LEP has been discussed widely in the literature
[1-7]. Genuine quartic terms refer to those that are not as-
In the standard modé5M) self-interactions of the vector sociated with any tri-linear couplings, which are already con-
boson fields arise due to the%WM,,-W'“’ term in the elec- strained by analyses using tle¢ e —W*"W~ process. In
troweak Lagrangian. In addition to the tri-linear couplings,the parametrization first introduced [1] the two lowest
this term leads to quartic gauge couplin@3GC9 of the  dimension terms that give rise to quartic couplings involving
form WWWW, WWzZZ, WWyy and WW2Zy. The strength at least two photons are:
of the coupling at these vertices is specified by the SU(2)
XU(1) gauge invariant form of the electroweak sector.
Studying processes to which these QGCs can contribute may'Also at Manchester University, Manchester M13 9PL U.K.
therefore yield further confirmation of the non-Abelian struc- 'Now at University of Kansas, Dept. of Physics and Astronomy,
ture of the SM or signal the presence of new physics at as yeatawrence, KS 66045, U.S.A.
unprobed energy scales. At LEP energies it is only possible/Now at University of Toronto, Dept. of Physics, Toronto, Canada.
to probe quartic gauge couplings which produce at most two *Current address: Bergische Universit&/uppertal, Germany.
massive vector bosons in the final state. The processes afNow at University of Mining and Metallurgy, Cracow, Poland.
LEP which are sensitive to possible anomalous quartic gauge™Now at University of California, San Diego, CA, U.S.A.

couplings(AQGCs are shown in Fig. 1. "Now at The University of Melbourne, Victoria, Australia.
The formalism for the extra genuine quartic terms rel- °Now at IPHE Universitele Lausanne, CH-1015 Lausanne, Swit-
zerland.
PNow at IEKP UniversitaKarlsruhe, Germany.
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CONSTRAINTS ON ANOMALOUS QUARTIC GAUE . . .
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plings, with the parametera, and a. now being distin-
guished for the W and Z vertices to comply with the more
general treatment if5]. In all cases the strengths of the
quartic couplings are proportional toAl7 whereA is inter-
preted as the energy scale of the new physics.

Limits on AQGCs from LEP data have been published by
the OPAL and L3 Collaboration§8—11]. This paper de-
scribes limits on AQGCs obtained by OPAL from the pro-
cessese’e  —vrvyy ande'e” —qqyy from all data re-
corded above the Z pole. For both processes the dominant
SM background arises from initial-state radiatid8R). The
limits obtained frome*e™ —vvyy ande*e” —qqyy are
combined with the limits obtained by OPAL from the process

where F#" is the photon field strength tensor. These are Ce*e~—W*wW~y [11].

and P conserving and are obtained by imposing local L)1)
gauge symmetry, whilst also requiring the global custodialpr
SU(2), symmetry that preserves the constraint that the ele

Since cross sections for thggyy final state have not
eviously been measured explicitly by the OPAL Collabo-

Cration at LEP2, these measurements are presented in this

troweak parametes=1. We note that the custodial SUR) paper and are compared with the SM expectation.

field vector is

1
W W)
W,=| i ~
E(W::_Wa)

Z,/cosby,

Il. THE OPAL DETECTOR AND DATA SAMPLES

The OPAL detector included a 3.7 m diameter tracking
volume within a 0.435 T axial magnetic field. The tracking
detectors included a silicon micro-vertex detector, a high pre-
cision gas vertex detector and a large volume gas jet cham-
ber. The tracking acceptance corresponds to approximately
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|cosg]<0.95 (for the track quality cuts used in this stydy ~Candidate events must meet the kinematic requirement of
Lying outside the solenoid, the electromagnetic calorimetethere being at least two photons, either both with energy
(ECAL) consisted of 11704 lead glass blocks having fullE,>0.0%.,n and polar angle ¢, satisfying |c050y|
acceptance in the randeos6|<0.98 and a relative energy <0.966, or one wittE ,>0.0%E ¢4, |c0S6,/<0.966 accom-
resolution of approximately 6% for 10 GeV photons. Thepanied by a second witk,>1.75 GeV, |cos6,/<0.8 that
hadron calorimeter consisted of the magnet return yoke inhas an associated in-time time-of-flight detector signal.
strumented Wlth streamer t'ubes. Muon _chaml_:)ers out_S|de thevents with three final state photone .
hadronic calorimeter provided muon identification in the
range|cos|<0.98. A detailed description of the OPAL de-

e"—vvyyy) are
permitted, the subsequent selection criteria then being ap-
plied to the two photons with the highest reconstructed en-

tector can be found if2]. ergies. The system consisting of the two highest energy pho-

From 1995 to 2000 the LEP center-of-mass energy was .
. . ons must have a momentum transverse to the beam axis,
increased in several steps from 130 to 209 GeV. For the’,

. — . . . Y, satisfying p¥”>0.0%E ., Additional requirements
analysis of th&qyy channel, this entire data sample is used P fying ps beam q

. _ T ) '‘are then made on the photon conversion consistency
corresponding to 712 pB. The vvyy analysis is restricted (charged track vebothe electromagnetic calorimeter cluster

_1 .
to 652 pb " of data recorded above 180 GeV. The inte-ghane the forward energy vetoes and the muon vetoes. The
g@ted luminosities at each center—of—masi energy for th8+e‘ﬂyy(y) background is suppressed whilst retaining
vvyy analysis are lower than those for theyy analysis the events with missing energy by imposing further cuts on
due to tighter requirements on the operational status of thghe energies and angles of the selected two or three photon

detector components. system. These include the requirements that the total energy
in the electromagnetic calorimeter does not exceed %95
1. MONTE CARLO MODELS and also that the acoplanaritgngle of the two highest en-

. ] ergy photons be greater than 2.5°.
A_numb(_ar of Monte CarldMC) samples, all mcludmg a The efficiency for SMe*e*—w?yy(y) events within
full 5|mulat|on.[13] of the OPAL detector, are used to simu- the kinematic acceptance of the acoplanar photon pair selec-
late the SM signal and background processes. Fovthey  tjon is approximately 66%20]. The expected background
final state NUNUGP.\’{.M] is used to model both the domi- contribution from processes other thaﬁefevjyy(y) is
nant SM doubly-radiative return process and the supplemeqéSS than 19%419,20)
tary AQGC processes, with KK2R5] being used as a cross- g, 1 oression of standard model backgroufid: suppress

check on the SM expectations. For thegyy final state, the  the SM contribution, principally the forward-peaked doubly-
KK2F program is also used. For the background processeggiative return process, the following additional cuts are ap-
the concurrent MC tandefr16] of KORALW and YFSWW  pjied to the events passing the acoplanar photon pair selec-
is used to simulate the background from four-fermion finaltjgn:

states with fermion flavor consistent with being fromW~ The two highest reconstructed photon energies, and
final states. The KORALW prografii7] is used to simulate g, must both be greater than 10 GeV. This cut has little
the background from four-fermion final states which are in-gffect on any AQGC contribution, which gives rise predomi-
compatible with coming from the decays of two W-bosonspantly to photons of high energy, but does suppress the
(e.g.ete”—qgu™ u"). For both signal and background doubly-radiative return background.

processeseTSET[18] is used to model the fragmentation and  |cos6,,|<0.9, |cosh,,|<0.9, where again the subscripts
hadronisation of final state quarks. The two-fermion back+efer to the two photons with highest reconstructed energy.
ground processe*e”—Z/y—7"7" is simulated using This requirement further suppresses the doubly-radiative re-

KK2F. The background in theqyy event selection from turn background, which is forward peaked as expected for
multi-peripheral two-photon diagrams is negligible. Theinitial-state radiation photons.

WRAP program[7] is used to determine the effects of  These cuts were optimized on SM MC to yield the maxi-
AQGCs in theqayy channel. mum sensitivity to the anomalous couplings.

— B. Sensitivity of ete”—»wyy to anomalous QGCs

IV. THE wvyvy FINAL STATE )

_ ) Table 1 lists the number of data events accepted by the

A. wryy event selection vryy event selection compared to the SM expectation,

The selection proceeds in two stages: binned by center-of-mass energy. There is excellent agree-
Acoplanar photon pair selectiofhis event selection em- ment between the predictions of NUNUGPV and the
ploys standard criteria described in detail elsewh&g8s20. KK2F MC program[15] used as a cross-check. The SM

predictions describe the data well.

The OPAL right-handed coordinate system is defined such that
the origin is at the center of the detector and zt&is points along 2The acoplanarity angle is defined asminus the opening angle
the direction of thee™ beam;# is the polar angle with respect to the between the two photons when projected onto a plane perpendicular
Z axis. to the beam axis.

032005-4



CONSTRAINTS ON ANOMALOUS QUARTIC GAUE . . . PHYSICAL REVIEW D 70, 032005 (2004

TABLE I. Numbers ofvvyy events passing the event selection ~ TABLE Il. The binning of the likelihood function for thevyy
by center-of-mass energy compared to the SM expectations froravents together with the corresponding numbers of events observed
both KK2F and NUNUGPV. All MC accepted cross sections haveand expected in the SM.
been corrected for efficiency losses due to random coincident de=

tector hits. Bin number M (GeV) E,, (GeV) Observed Expected
Js [Ldt Data SM expectation 1 <60 10-25 0 0.1
(GeV) (pb™ D) NUNUGPV  KK2F 2 <60 25-45 0 <0.1
3 <60 >45 0 <0.1
180-185 53.9 0 2.5 2.5 4 60—-80 10-25 1 0.5
188-190 175.2 10 7.9 7.9 5 60—80 25-45 2 0.4
191-192 28.8 1 1.3 1.3 6 60—80 >45 0 0.1
195-196 71.6 0 3.1 3.0 7 80-120 10-25 5 11.7
199-201 73.7 3 3.0 2.9 8 80-120 25-45 6 8.3
201-203 36.7 1 1.5 1.4 9 80-120 >45 1 0.8
203-209 210.6 5 8.3 8.0 10 >120 >10 5 57
Total 652 20 27.6 27.0 Total 20 27.6

Approximately 4.0—4.7 % of real data events, depending, . _ _
on the center-of-mass energy, are expected to fail the acopl4ifféring effects of the anomalous couplings on the different
nar selection due to the effects of random coincidental activ/€9i0ns Of theM . andE,;, distributions and was optimized
ity. These rates have been evaluated from samples of randoffl SM MC for maximum sensitivity to the coupling param-
beam-crossing events collected throughout the data-taking(e"s: inclusive of systematic effects.
periods. All quoted MC accepted cross sections have been
corrected for these unmodelled effects.

For the selected events, Fig. 2 shows the distribution of The systematic errors in this analysis are found to be
the invariant mass recoiling against the photdvis,;, and  small in comparison to the statistical error from the 20 se-
the distribution of the energy of the photon with the secondected data events.
highest reconstructed enerdy,,. In both cases the data are  Experimental uncertaintiesThe main experimental sys-
well described by the SM expectation. Figure 2 also showsematic uncertainty arises from the accuracy of the modeling
the effects of anomalous couplings on these distributionsof the energy scale and resolution of the electromagnetic
For the recoil mass, increasing the coupling at theyZZ calorimeter. The evaluation of this is based on a comparison
vertex increases the cross section at the Z mass pea8f reconstructed events with two beam-energy photons in the
whereas the effect of the YWV~ yy vertex can mainly be final statee™e™ — yy with those simulated in MC. Addi-
seen in the low recoil mass region of the plot. Similarly, thetional degradations in the resolution and scaling were then
effects of the different quartic vertices can be distinguishedpplied to the accepted SM cross secti@nsth total and in
in different regions of thé , distribution. the analysis binsto evaluate the systematic uncertainties,

Constraints on AQGCs are derived employing a maxi-separately for the barrel/dos¢,/<0.7) and end-cap (0.7
mum likelihood fit that uses bins in tHd .. andE , distri-  <|cos6,/<0.9) regions of the detector and for each year of
butions at each center-of-mass energy. The ten bins are ddata taking. These uncertainties result in relatively large frac-
fined in Table Il, together with the corresponding numbers oftional systematic uncertainties for individual analysis bins
events observed and expected in the SM summed ovéapproximately 20% for the bins with smallest cross section,
center-of-mass energies. The choice of binning reflects thiee. bins 2 and 3 of Table Jithough these propagate through

to small overall errors of less than 1% on the total cross

T sections. Possible biases in the measured photon angle were
} oPAL data found to be negligible.
- 00zs ] Theory shape uncertaintirhe shapes of the SMI, .. and
BN E,, distributions from KK2F and NUNUGPV have been

] compared in order to evaluate any possible theoretical uncer-
tainty in the SM prediction. Again, the variations in the total
cross sections were smak@ %), but largdractional varia-
tions could be seen for bins 1-3 which were hardly popu-

FIG. 2. Distributions of(a) M and (b) E,, for the accepted lated by the statistics available from KK2F.
vvyy events. The points show the 180-209 GeV data and the Normalization uncertainty:Other sources of systematic
histograms show the MC expectation. The hatched histogram regincertainty have been considered and affect primarily the
resents the SM scenario whilst the expected distributions for posoverall normalization. The uncertainty related to the model-
sible ZZyy and W"W~yy AQGC hypotheses are shown by the ing of initial-state radiatiorfISR) has been assessed by turn-
dashed and dotted lines, respectively. ing off ISR with finite py, leading to a+ 5% normalization

Systematic uncertaintie$vvyy)
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TABLE Ill. The 95% C.L. limits on the anomalous QGCs from OPAL
the OPAL LEP2 data from the processes shown in Fig. 1.ifihgy = 10 T — 10
and qqyy results are described in this paper. The limits from the E 8 i E E
processete” —W'W™y are described in Ref11]. All limits in- 6F E
clude systematic uncertainties and correspond to the case where 4 E-e- qqyy E
only the coupling in question is varied from zero. 2 b, ]
0917005 0 005 0.1
Process Coupling 95% C.L. Limit aﬁ/Az [GeV'Z]
VoYY ag —0.009 GeV 2<a§/A?<0.026 GeV 2 O . 10
Yy a; —0.034 GeV 2<aZ/A?<0.039 GeV 2 =80 1 = 8¢ ;
vy al  —0.040 GeV2<al/A?<0.037 GeV 2 oE ' I ]
vryy a  —0.114 GeV2<a'/A2<0.103 GeV 2 ) ,W‘{V\ /1 Gk :
S Fromas? s Nodere
qqyy a?  —0.012 GeV2<aZ/A?<0.027 GeV? o1 008 26 “6.08 i €01 005 26 0.05 i
qayy a? —0.036 GeV 2<a?/A2<0.034 GeV 2 afA” [GeV™] aJA” [GeV™]
10 e o .
WHW™y ag’ —0.020 GeV 2<ag'/A2<0.020 GeV 2 gl U T g f E
WHWy ay —0.053 GeV ?<al/A?<0.037 GeV ? T e i E 6 3
4 b -V=W.:'; b 4 F 3 } E
) ) 2 ¥4 : 2F WM
uncertainty. The cross sections for NUNUGPV have been 0 boe i AN A Y T
compared with the predictions of Begeret al. [5] and the 0.1-005 0 005 0.1 0.1-005 0 005 0.1
. . . . . Va2 -2 ViA2 -2
difference used to estimate a normalization systematic uncer- ag/A” [GeV™] a/A" [GeV™]

tainty of £49%. In addition, the luminosity error i 0.3%. ) ) .
These errors are added in quadrature to give an estimate of F'G- 3 Plots(a) and (b) show the one dimensional minus log
the overall normalization uncertainty of 6.4% which is takenlikelihood curves forag and ag from the vvyy channel(dotted
to be independent of energy. line), the qqyy channel(dashed ling and the two channels com-
At all center-of-mass energies and for any combination opined(continuous ling Plots(c) and(d) show the one dimensional
the couplings, the available NUNUGPV MC statistics likelihood curves forag’ anda)’ from the vvyy channel(dotted
amounts to at least one thousand times the data statistics alie), the W"W~y channel(dashed ling and the two channels
the related MC statistical error is negligible. Similarly, due to combined(continuous ling. Figures(e) and(f) show the combined
the large sample sizes of random events analyzed, the uncdifits assumingag=ay' and a;=a.'. (¢) The one dimensional
tainties on the corrections for losses due to coincidental rarfikelihood curve forag=ag=ay’ (continuous ling with the contri-
dom detector hits are less than 1% and are neglected. THuition from theag from theqqyy andvryy channelgdotted ling
systematic error associated with the expected backgrounahd from the limit ona!’ from the W'W ™y and vvyy channels
contribution from processes other thahe™—vvyy(y) is  (dashed ling (f) The one dimensional likelihood curve far!
also negligible. =ag=a, (continuous lingwith the contribution fromag from the
aqyy and vvyy channels(dotted ling and from the limit ona!’
from the W"W~y and vvyy channelgdashed ling Al likelihood
curves include the effects of systematic uncertainties and corre-
At each center-of-mass energy, 15 samples of 2008pond to the case where only the coupling in question is varied from
events with differing values oy’ ,a§,ay’ andaZ have been zero.
simulated. The extra Lagrangian terms are linear in the
anomalous couplings. Consequently, the cross section hasj Figs. 3a)—3(d). The results of a fit allowing two AQGC
quadratic dependence and these 15 samples are sufficientgarameters to vary simultaneously are shown in Fig. 4, again
parametrize fullyo(ag’,ag,ay’,af). The generated events with the two parameters not plotted fixed at zero. Since
are reweighted using matrix element weights fromanomalous ZZ&y and W"W~ yy couplings affect different
NUNUGPYV to obtain Monte Carlo samples corresponding toregions of the invariant mass and second photon energy dis-

any combination of the anomalous QGGg(a5,a’’,a%). tributions, the limits oray’ andaj are largely uncorrelated.

For the vvyy final state, fits for each of the AQGC pa- The same is true for the limits cal’ anda; .
rameters have been performed to the data by summing the
likelihood curves obtained from the seven center-of-mass en- V. THE qqyy FINAL STATE
ergies considered. The effects of systematic uncertainties are o
included in the fits. The fitted AQGCs are compatible with  In the SM, photons in the procesSe™—qqyy are ra-
zero and the resulting 95% confidence le¢@IL.) intervals  diated from either the initial or final state fermions. Photons
on the anomalous couplings varied individually are listed infrom ISR tend to be produced along the beam direction. Pho-
Table Ill. These limits include the effects of systematic un-tons from final state radiatioFSR tend to be produced
certainties. The corresponding likelihood curves are showmlmost collinear with the quarks and are often lost within

C. Limits on anomalous QGCs from e+e‘—>v;y—y
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FIG. 4. (@ The 95% confidence region ira§,a%) from the M [GeV/c)]
vvyy channel(dotted ling, the qqyy channel(dashed ling and u“
the two channels combine@ontinuous ling (b) The 95% confi- FIG. 5. Invariant mass of the hadronic systevh, in selected

depce_region indy',a;") from the vvyy channel(dotted ling, the  qqyy events. The arrows indicate the cuts used to select the final
W*W"y channel[11] (dashed ling and the two channels com- oo sample. The singly hatched histogram indicates the back-

bined(continuous ling In (b) the limits from the WW ™y channel ground fromqay events and the doubly hatched histogrérarely

dominate to such an extent that the limits from thé W/  chan- visible) indicates the small four-fermion and tau-pair backgrounds
nel alone almost coincide with the combined limit. In bé#h and P 9 '

(b) the position of the best fiftminimum of the—InL surface is

indicated by the star and the SM expectation at (0,0) is shown b§0n5trUCted jets by requiring CG§JET<O'9_' Whereey-JET is
the point. the angle between the photon and the direction of the closest

reconstructed jet. Photon candidates which fail this isolation
o — criterion are merged to the nearest jet and the jet energy is
Eigroamiﬁgf{eg& th:cgge?;rt]lcrgmiint d(:‘inueq: d) ywchri% ?]S issec\;ve”recalculated. Events with two or more identified photons sat-
ccep L . ~lisfying the above requirements are retained for the analysis.
matched to the experimental sensitivity. The cross section Bor photons within the MC generator level acceptafice
defined within_aqq invariant mass region dominated by the ~ 5 Gey. |c0s6,]<0.95 and co8,,<0.9, the photon identi-
Z exchange diagrams. _ fication efficiency is about 88%. The requirement of two
The e"e”—qqyy cross section measured in this paperidentified photons therefore rejects approximately 23% of the
corresponds to the following acceptance with respect to thg g, signal.

qqyy system: Kinematic requirementsThe reconstructed mass of the
There must be at least two photons satisfying: hadronic systemMq, is required to be consistent witfi, .
(i) E,i>5 GeV, whereE ; is the energy of photon For about 90% of the eventd,, is obtained from a kine-

(ii) |cosh,|<0.95, wheref.,; is the polar angle of photon matic fit which imposes the constraints of energy and mo-

i, ‘ . mentum conservation. In the first instance the fit assumes a
(iii) cosh.,<0.90, whereﬁ'yq is the angle between photon four-body final state consisting of two jets and two photons.

i and the direction of the nearest quark. If the fit probability is less than 0.01, the fit is performed
|ng—Mz|<3Fz. allowing for an unobserved photon along thée™ beam
The quantityM 44 is defined as the propagator mass, i.e.axis. For events where this fit probability is also less than

the invariant mass of thgq system before FSR. Photons 0-01, the hadronic mass is taken to be the recoil mass calcu-

from FSR are not considered as signal and interference béated from the reconstructed momenta of the two photons.

tween ISR and FSR is neglected. The number of events with mass reconstructed in the three
possible categories is consistent with MC expectation. The
reconstructed invariant mass spectrum before the cid gp

A. qqyy event selection is shown in Fig. 5. Events within the region 75 GeWl
The selection of theqqyy events proceeds in three <125 GeV are consideregiyyy candidates. The cut dvl oo
stages: removes 47 events in the data compared to the SM expecta-
ete —qq event selection: e~ —qq events are se- ton (_)f 58.6. Due to experimental rgsolutiqn thi; mass win-
lected using the algorithm described[@]. dow is larger than that used in the kinematic definition of the

Photon identificationPhoton candidates can be identified Cross section. Nevertheless, this cut rejects approximately
as either unassociated electromagnetic calorim@e&rAL) 6% of theqqyy events satisfying the signal definition.
clusters or photon conversions, following the procedure de- After applying the cut orM 44 a total of 176 events are
scribed in[11]. Only photons with measured enerdy, identified in the data, consistent with the SM expectation of
>5 GeV and polar anglécosd,|<0.95 are retained. The 191.0. Figures @—6(e) show the distributions dE 1, E,;,
remainder of the event is forced into two jets using the|cosé,|, |cosd,,| andE,,+E,, for selected events. Figure
Durham algorithm22]. Finally, to reduce background from 6(f) shows the distribution of the maximuq‘nos07| of the
photons from the decays of neutral hadrons, eand s  two highest energy photons in the event. In each case the
decays, the photons are required to be isolated from the relata are in good agreement with the SM expectation.
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i ekl s 0;‘—3';;1 prediction is obtained from KK2Fwithout contributions from
E +E,[GeV] Max(|cos6,||cos6. ) FSR. The dashed and dotted curves show the effects of anomalous
QGCs on the cross section.

FIG. 6. Distributions ofE.;, E,,, |cosf,|, |cosf,|, E, .
+E, and the maximum ofcosé, ;| and|cosé,,| for selectedyqyy ~ €xpected number of background events, &rdf Ldt is the
events. The points show the 130-209 GeV data and the histogranistegrated luminosity, given in Table IV. Thgyyy selection
show the MC expectition. The singly hatched histogram indicateefficiency,gqaw, is evaluated using the KK2F MC samples
the background frongqy events and the doubly hatched histogram and includes feed-through from genuigeyy events out-
indicates the four-fermion and tau-pair backgrounds. The expectedide the signal acceptanca contribution of approximately
distributions for an anomalous QGC parametrized :hﬁIAZ 12%).
=0.015 GeV ? are shown by the dotted lines. The numbers of events selected at each energy are listed
in Table IV along with the quantities used to calculate the
o cross sections. Also shown are the derived cross sections for

The qqyy cross section is determined within the abovethe above signal acceptance. The systematic uncertainties are
acceptance definition. Cross-section values are obtained felescribed below. The results are consistent with the SM ex-
the seven different center-of-mass energy ranges listed ipectation, as shown in Fig. 7. Averaging over all energies,
Table IV. Theqqyy cross section is calculated from and taking into account correlated systematic uncertainties
the ratio of the observed to expected cross sections is

R(data/SM =0.92+0.07+0.04,

B. Cross-section results

MC

L (Nobs_ Nbac
Oqqyy™ — '
Eqayy - .
where the errors represent the statistical and systematic un-

whereN,sis the accepted number of everligic, is the SM  certainties respectively.

TABLE IV. Selectedqqyy events and cross-section results for the seven diﬁap‘émanges used in the
analysis. The/s range, the mean luminosity weighted value & and the corresponding integrated lumi-
nosity, [ £dt, are listed. For the measured cross sections, the uncertainties are respectively statistical and
systematic. The uncertainties on the efficiencies and backgrounds are the estimated systematic uncertainties
including a contribution from finite MC statistics. Also shown is the SM expectation from KK2F.

\/5 <\/§> JLdt Eqqyy Oqayy Tqay(SM)

(GeV) (GeVv)  (pbh) (%) Nbhok  Nobs (fb) (fb)
130.0-137.0 133.0 10.6 76-24.0 1.1+0.3 8 848- 350+ 57 738
160.0-173.0 166.9 20.3 7948.2 1.0+0.2 5 247 139+17 412
180.0-185.0 182.7 57.2 7381 2.*+05 10 164-71+13 333
188.0-189.0 188.6 183.1 7%2.9 9.5-1.6 53 305-51+16 309
191.0-196.0 194.4 105.7 7429 4.3-0.7 25 254-61+13 288
199.0-204.0 200.2 114.1 78:2.9 3.0-0.6 26 257 57+12 270
204.0-209.0 205.9 220.6 76:2.9 7.21.3 49 250047+12 257
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Systematic uncertaintie$qqyy) ceptance is known ta- 3 mrad. This uncertainty results in a

0.6% uncertainty in the]ayy cross section.

MC

The systematic uncertainties on theyy selection effi- LK .
y feyy Background uncertaintieéN,,¢,): The dominant source

ciency and on the expected number of background events are ) L
estimated to be 2.7% and approximately 20% respectivelyf Packground is frome”e” —Z/y—qqy where one of the

The systematic uncertainties, described below, were obtaindg€ntified photons is from ISR and the other is associated
in the same manner as described in Ri&1] where further with the hadronic jets. A photon associated with the hadronic

details may be found. In addition the contributions to thel€tS May be either from FSR in the parton shower or from the
systematic uncertainties due to finite MC statistics are in_decay of a hadrore.g., 7 or 7 Qecays;. Frpm the st.udles
cluded in the numbers listed in Table IV. presented ||1i¢1] a SQ% systematic uncertainty on this bapk_—
Photon identification and isolation systematic uncer- ground contribution is assumed. Thg systematic uncertal'ntles
i on the small background contributions from four-fermion

. o i . L
tqlnty qf 1% Is assigned to cover the uncertainties in the vents and from tau-pair events are negligible. An additional
simulation of the photon conversion rate and the accuracy o) gos error is assigned to cover uncertainties in éfie-

the simulation of the electromagnetic cluster shggsd. The — :
systematic error associated with the isolation requirements;_’qq selection.
depends on the accuracy of the MC simulation of the frag- -
mentation process in hadronic jets. This is verified in Z C. Limits on anomalous QGCs frome*e™—qqyy

—qq events recorded afs~M; during 1998-2000. For  Tpe ete”—qqyy process is sensitive to the anomalous
each selected event, the inefficiency of the isolation requirezzm, vertex and the possible couplingé, aZ. To set lim-
ments is determined for cones of varying half-angle definegs o these a binned maximum likelihood fit to the observed
around randomly orientated directions. The inefficiency ofgistripution of E , is performed in 5 GeV bins. Fits are per-
the isolation cuts is parametrized as a function of the angleyrmed to the dyata for the seven separate energy ranges of
between the cone and the nearest jet. For all cone half-anglggpie v and the resulting likelihood curves are summed.
the inefficiency in the MC and data agree to better than 1%y he effects of anomalous couplings are introduced by re-
consequently a 1% systematic error is assigned. These tWoeighting events generated with KK2F using the ratio of
effects give a total uncertainty on the identification efficiencynomalous QGC to SM matrix elements obtained from the
for a single photon of 1.4%. Since two photons are requiredyrap program(7]. The resulting likelihood curves for one-
in the analysis ofjqyy this corresponds to an uncertainty in dimensional fits te§ andaZ separately are shown in Figs.
the qqyy efficiency of 2.8%. 3(a) and 3b). From these curves, 95% C.L. upper limits on
Photon energy scale and resolutiof:bias in the energy the anomalous couplings are obtained, shown in Table III.
scale for photongdata relative to M€ in the region of the The limits include the effect of the experimental systematic
energy cut, i.eE,~5 GeV, would result in a systematic bias errors and assume a 5% theoretical uncertajobtained by
in the qgyy cross-section measurement. The uncertainty offomparing the predictions of KK2F and WRAP over the
the ECAL energy scale for photons in this region is estj-center-of-mass range considered in this publicatidrne
mated by examining the invariant mass distribution of pairs95% C.L. contour obtained from a simultaneous fiafoand

- a . .
of photons fromm® decays ine*e”—qq events recorded at &c 'S shown in Fig. 4a).

Js~M, during 1998-2000 ané*e —qq(y) events re-
corded at,/s>180 GeV. As a result a 4% systematic uncer- VI. COMBINED LIMITS ON ANO'X'AEOUS QGCS FROM
tainty on the ECAL energy scale in the region &f, THE qqyy, vvyy AND W"W™y PROCESSES

the qqyy cross section is 1.5%. o parametersZ andaZ from theqqyy and vvyy final states
The systematic error from the uncertainty in the ECAL 506 shown in Figs. @ and 3b). In this combination the

energy resolution is obtained in a similar manner to that usednng)| effect of correlated systematic uncertainties between

for the ECAL energy scale using the sam®sample. There the two channels has been neglecethe corresponding

is no evidence for a statistically significant difference be-compined 95% confidence level limits on possible anoma-
tween the energy scales in data and MC. The statistical prgg s contributions to the ZZy vertex are

cision of the comparison;=10%, is used to assign the en-
ergy resolution uncertainty which, when propagated to the

uncertainty on thegqyy cross section, yields a systematic
error of =0.6%.

Photon angular acceptanc&he systematic error associ- —0.029 GeV2<aZ/A?<0.029 GeV?2
ated with the acceptance requirement|odsé,|<0.95 de-
pends on the accuracy of the MC simulation of the angular————
reconstruction of ECAL clusters at the edge of the accep- 3The correlated component of the systematic uncertainty on the
tance. By comparing the reconstructed polar angle of leptonsvent selection efficiencies is estimated to be 2%, dominated by
from different detector§ECAL, tracking, muon chambers correlated uncertainties from the photon energy scale and photon
ine"e"—e*e” andete” —u*u” events the ECAL ac- angular acceptance.

—0.007 GeV2<a$/A?<0.023 GeV?,
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— M VIl. CONCLUSION
5> | OPAL .Bestrit ] . — —
Y i « Standard Model ] Event selections for_the processesyy and qqyy are
g 0.05 |- - presented. The selectgdyy events are used to measure the
« I ] cross section for the proces$e™ —qqyy. Averaging over
§Q i ] all energies, the ratio of the observede™ —qqyy cross
® 0 5 ] section to the standard model expectation is
- oo {agyay) : 1 R(data/SM =0.92+0.07+0.04,
-0.05 7 7 .
[ - {ag, 2} ]
[ — Combined (a"'=a”) 95 % C.L. ]
[ Combined (a%=a%) 68 % C.L. | where the errors represent the statistical and systematic un-
PR ST (TN ST SN TN ST ST ST SN (N T T S .. . — —
'0-1_0.1 -0.05 0 0.05 0.1 certainties respectively. The selectedyy andqqyy events
9 9 are used to constrain possible anomalou$WW yy and
a(‘)’/A [GeV™7] ZZyvy couplings. When these results are combined with pre-

vious OPAL results from the W™y final state the 95%
FIG. 8. The 95% confidence region imy,a’) assuminga  confidence level limits on the anomalous coupling param-
=ay’ andaZ=a}’ (continuous ling Also shown is the 68% confi- etersa3, aZ, ay’ anda!’ are found to be:
dence regior(dotted ling. The separate limits oaj,aZ from the
aqyy and vvyy channels(das_hed ling and from the limits on o 7o 5
ay’,aY from the W'W~y andvvyy channelgdot-dashed lingare —0.007 GeV“<ap/A“<0.023 GeV*,
also shown. The position of the best fininimum of the —InL

surface is indicated by the star. The SM expectation at (0,0) is .
shown by the point. —0.029 GeV2<aZ/A2<0.029 GeV?

When both ZZy parameters are allowed to vary simulta- s Wi 5
neously the likelihood contours of Fig(a} are obtained. —0.020 GeV “<ay/A°<0.020 GeV <,
The limits on possible anomalous contributions to the

WWryvy vertex obtained here from thevyy channel are
combined with the previous OPAL limits from the"e™
—W*W~ vy procesg 11]. The resulting likelihood curves are
shown in Figs. &) and 3d), again assuming the systematic
uncertainties for the two channels are uncorrelated. Th
double minimum in the likelihood curves is due to a slight
excess of WW™y events with high energy photorjd1].
The corresponding 95% confidence level limits on anoma-
lous contributions to the WW ™y vertex are:

—0.052 GeV2<al/A%<0.037 GeV?,

where A is the energy scale of the new physics. Limits al-
?owing two or more parameters to vary are also presented.
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