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The scattering matrix of coupled spin-one and Dirac field theories formulated in light-
front quantization of the preceding paper is studied. The scattering matrix of the vector-
gluon model in this new formulation is shown to give the same predictions as in the equal-
time formulation to all orders in perturbation theory. Renormalizability of this model in
the new formulation is also established. A further test of the light-front quantization of
spin-one fields is discussed by examples of fermion-fermion interaction and virtual as
well as real Compton scattering in the axial-vector—gluon model in the lowest-order per-
turbation theory. A reduction formula for vector particles is derivedand the Wick theorem is
proved. Peculiarities in the perturbation theory of the light-front formulation are discussed.
Finally, a partonlike model for scattering of two energetic particles is proposed which

satisfies manifest s-channel unitarity.

I. INTRODUCTION

In this fourth and final paper in a program! de-
voted to the study of quantum field theories in
light-front coordinates, we study the properties of
the S matrix of the coupled spin-one field theories
formulated in the preceding paper,? and certain
general questions in perturbation theory in this

new formulation.

The Hamiltonian and the propagators for Dirac
and vector particles involve many noncovariant
terms and are much more complicated than the
corresponding expressions in the usual equal-time
formulation. The problem is further complicated
by the operator phase transformation on the Dirac
field which is necessary in order to maintain sim-
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ple commutation relations and a simple Hamilton-
ian. It is therefore crucial to study whether the S
matrix in this new formulation gives the same
physical predictions as in the ordinary formulation.
This question is analyzed in two steps, and we find
that the answer is affirmative.

We first prove by Schwinger’s functional tech-
nique3+* that the new S matrix indeed is formally
identical to the conventional one to all orders in
perturbation theory. The noncovariant terms in
the Hamiltonian are canceled by the corresponding
ones in the propagators of Dirac and vector parti-
cles. This formal identity of the S matrix does not
yet establish the complete equivalence of the two
formulations since the procedures of evaluating a
momentum integral differ in the two theories. One
employs the light-front decomposition of a four-
momentum vector into p* and P; the other employs
the usual space-time decomposition in terms of
p° p*, p% and p®. Although these two sets of vari-
ables are related by a simple transformation, it
turns out that sufficient care must be taken to es-
tablish the equivalence between the two procedures
of evaluating formally identical invariant-momen-
tum integrals. This result implies in particular
that both the light-front formulation and the con-
ventional formulation lead to the same parametric
integral representation for an unrenormalized (but
properly regularized) Feynman amplitude. Appel-
quist’s® prescription for renormalization in terms
of parametric integral representations of Feynman
amplitudes enables us to conclude that the two
formulations also give the same renormalized am-
plitudes.

Other topics discussed in this paper include the
following. A reduction formula for vector particles
is given. The Wick theorem for Dirac and vector
fields is derived rather than assumed as we did in
paper II. Simple examples are discussed in the
axial-vector-coupling model in order to illustrate
how the noncovariant Hamiltonian and the nonco-
variant propagators of a spin-one particle conspire
to reproduce, for example, the covariant propa-
gator of a spin-one particle with the correct gradi-
ent term. Finally a model for high-energy scatter-
ing of two energetic particles is proposed. It sat-
isfies manifest S-channel unitarity and is a physi-
cal realization of Feynman’s parton model.®

II. REDUCTION FORMULA

In this section some simple properties of a free
spin-one field will be first discussed. The reduc-
tion formula for spin-one particles will then be de-
rived. Just as in the earlier derivation of reduc-
tion formulas for scalar and Dirac particles, sur-
face terms will simply be ignored without de-

tailed justification.

We begin with the expansion of a free Hermitian
vector field B, in terms of creation and destruc-
tion operators

dr*d?

3 :
X 25 €,k M[alk, Ne ™ +at(k, N)e***],
A=1

(2.1)
where k, is an on-shell four-momentum vector
R =k*k™ -k?
=m?, (2.2)

with m being the boson mass; the polarization vec-
tors eu(k, 1) satisfy the properties

kte,(k,2) =0,
€,(k, Ne¥ (R, X') = =05/, (2.3)
3 kR

- LY
)é)lep(kyk)eu(k’ A=~ (guv _— ) .

The creation and destruction operators a' and a
obey the commutation relations

la(k,2), at (!, A)] =6, 0(k" —k"*)6*k-F),

(2.4)
[a,a]=[a",a"]
=0.
The single-particle states defined by
|k, 1) =a*(k, 2)10) (2.5)
are normalized to
By M B, M) =8,,6(R —k"*)6%(k — k). (2.6)

Equations (2.1), (2.3), and (2.4) imply the follow-
ing representation for the vacuum expectation val-
ue of the operator product:

(018,98, 0110 = =g, + ) A (a, ),

2.7

where A*) is the invariant function defined by
(%) 2) — d'k + 2 2\ Fikex
A (x,m)—fw (k" )5 (k% = m2)e™* . (2.8)

In the light-front formulation the vector field which
appears naturally in the interactions is given by

B,(x) =B ,(x) -8,A(x), (2.9)
with

A(x)=%f dy~e(x~ =y7)B*(y), (2.10)
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where y¥ is specified by
yr=x*, §=%, and y~. (2.11)

In particular, B* satisfies the equal-x* commuta-
tion relation
xt =yt [BYx), BN(y)]==1i6"e(x™ = y7)6%(x ~ ).
(2.12)
From (2.1), (2.9), and (2.10) we get

dk*d’k N
5.09= [ o 4

x i} Eu(k; A) [a(k, )\)e'ik" +a"'(k’ X)eik'r] .

(2.13)

The new “polarization vectors” are given by

4k \) = (B, N) = o €* (8, 0), (2.14)

with the properties

€t=0,

2
k@b, \) = - €t

k+ (k’ x))

(2.15)

€, (-, \)EH (R, X') = =y nr + vz €7 (R, Me™ (B, 1),

(k*)
3 o b
g} etk \)E (B \)=—gH’ + g*F _I_e;+g+uk_+

The analog of (2.7) for 1—3“ is

(0| B¥(x)B"(0)|0)
__(guv _g+y g_i_ —g*”g—g)A“)(x, mz),
(2.16)

where 1/8* is the integral operator

1
55 AN, ) =4 [ dy e = y)A0, m),

(2.17)
It now follows from (2.16) that

J

| =3

(0] T*(B*(x)B" (0))10)

8 ok
--(g””—g’“——g )zAF(x m?)

+ gt hgt i a7 6(x*)6%(x),  (2.18)

where T* stands for x*-ordering and

-1k x 1

F(x, m) f (217)4 ’ kz—m2+’[€ . (2.19)

This completes the brief discussion on a free
vector field. We now turn to the derivation of the
reduction formula for vector particles.” Intro-
duce the wave function for a vector particle

1 ;
BEA() = gy € s et (2.20)

Equation (2.13) can be inverted to give

alk,\) = =5i f dx~dx BE ,(x)*3" B (%)

=i f dx~dx3* B\ ()¥B (%) . (2.21)

The second step follows since 8* =28/6x" is a
“space” rather than a “time” derivative. Similar-
ly
a'e, )= =i [dxdx0 B\ (B0, (2.22)
Equations (2.21) and (2.22) apply to both the in-
and out-field associated with a vector particle.
For the reduction of a vector particle of mo-

mentum k, polarization A in the in-state for the re-
action a +(k, A) - B8, we follow the usual procedure

(Bout|a, (k,A)in) =( Bout|a ! (¢, A)| @ in)
=(B ~(k, \)out| @ in)
+(Boutl|[a] (&, 1)
~alu(k, M)l ain).
(2.23)

Making use of (2.22) for in- and out-fields, we have

(Bout|a, (k,A)in) =(B = (k,A\)out| @in) — i f dx~d?x9* B}, (x) ( Bout|[ Bj,,(x) - B, s®)]lain).

The weak asymptotic conditions®

JZ—3 Eonty(x)’ Ep(x)

xt—> 4o xt > o

then imply

(Bout|a, (k, \)in) =( B~ (k, \)out| a in) + 721—(
3

xt > 4

(2.25)

- lim )fdx‘dsz*Bf')\(x)(Boutlﬁu(x)lain}

xt >

(2.26)
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or

(Bout!a, (&, \)in) ={ 8 - (&, \) out| a'in) + TZi—jd“xa'[8’B,§"x(x)(ﬂout|§u(x)lain>].
3

Since Bf ,(x) satisfies the Klein-Gordon equation,
(3% +m?)Bf \(x)=(3%8" - V24 m?)BY \(x)=0,

(2.27) can be cast in the form

(Bout|a, (k,A)in) ={B = (k, X) out| ¢ in) - \/—erf d*x B \(x)(0% + m*) (Bout| B ,(x)| ain) .
3

This is the desired result.

(2.27)

(2.28)

(2.29)

Formulas for removing two or more vector particles from the in-state can be worked out similarly.
Corresponding formulas for removing vector particles from the out-state can also be derived in similar
fashion. The reduction procedure can be continued until all the particles are removed from the state vec-
tors. For a given process involving Dirac and vector particles, the connected contribution is simply given
by the product of individual one-particle factors (wave function and Klein-Gordon or Dirac differential
operator) operating on the vacuum expectation value of Heisenberg fields

OIT* B () -+ By (5 J03) - + - $ymdBlzy) - - - Bz, )I0) .

For practical calculations a transition to the inter-
action picture is performed. The operators in the
two pictures are related by a unitary transforma-
tion

0(x) = U1 (x")0,, (DU (x*), (2.30)
with
Ulxt) =T exp{-if+d4x JC,(x):|, (2.31)

where operators in U are in the interaction picture.

Thus we are led to calculate the vacuum expecta-
tion values of the x*-ordered products of free
fields. This calculation is facilitated by the Wick
theorem to be proved in Sec. III.

The Wick theorem states that the vacuum expec-
tation value of an x*-ordered product of a free
vector field B* is given by the sum of all possible
contractions between pairs of vector fields with
the following substitution:

BH*(x)"B"(y)
=(0| T*(B*(x)B" ())10)

= - By _ "Ua_u *"?_u_ I A 2
4 g a+" 9+ t F(x—y:m)

+gthgtr il xT —yT|6(x*t - y7)83(x - y).
(2.32)

Because of the Klein-Gordon operator (82 + m?) in
the reduction formula (2.29) and its generalization
to more particles, the last term in (2.32) which
occurs in the final contractions with the external
lines does not contribute to the S matrix since this
term has no pole at k% =m? to cancel the Klein-

-
Gordon operator (k% -m?) in momentum space.
The gradient terms in (2.32) associated with ex-
ternal-line contractions do not contribute either
since

kth‘,X u(x) =9 uB:,)\(x)
=0, (2.33)

Because of (2.33) either B,(x) or B,(x) can be used
in the reduction formula (2.29). The additional
terms produced by moving the gradient operator 3,
through the x*-ordering sign have no poles at
kZ=m?,

III. WICK THEOREM

In paper II the Wick theorem for scalar and
Dirac fields was assumed. The Wick theorem
states that the vacuum expectation value of an x*-
ordered product of free fields ¢(x), ¥(x), and ¥(x)
for scalar and Dirac particles is given by the sum
of all possible contractions between pairs of oper-
ators with the following substitution

o(x)" $(0)" =T*(0| p(x)$(0)|0)
=iAg(x),

W(x)"P(0)* =T*C0| P(x)¥(0)|0) 3.1)
=iSp(x)
=1Sp(x) = 3y e(x7)6(x*)6%(x) .

In this section we will derive this rule (3.1) for a
Dirac field and the corresponding rule for a vector
field. The scalar-field case is so trivial that it
will not be discussed. To derive the theorem the
external-source technique of Schwinger® will be
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employed. In this derivation how the various non-
covariant terms arise in the contractions will be
made explicit.

A. Wick Theorem for Dirac Field

Consider the Lagrange function for a Dirac field
coupled to an anticommuting c-number source n:

£=@(Y“i3u-M)¢+ﬂ’fl+ﬁlP- (3.2)
The field equations implied by (3.2) are
(v*id, - M)y== (3.3)

and its Hermitian conjugate, or

1Y) =y O (i, 2, + MIP = 7],

(3.4)
100 =9 (fy @, + MWD = V],
where
(£) = A(2),
n AP, (3.5)

A =31ay%9).

The second equation in (3.4) can be integrated to

| =3

give
Y (x) = —di f dy” e(x =y W°

X[(1yxdp+ MWPP(y) =D (p)].
(3.6)

The response of the vacuum-to-vacuum amplitude
(Oout|0in) to the variation of the external source
is, according to Schwinger’s action principle,

0;(0out|0in) =if d*x(0out|5£(x)|0in)

=if d*x 67(x){Oout| ¥ (x)| 0 in)

(3.7
or
o)}
67(x)
where the subscript ! refers to the “left deriva-

tive.”® Application of the field equation (3.3) then
gives

(Oout|0in)=4(0out|¥(x)|0in), (3.8)

6
Hig - % in) =4 Bip - s
(y*id, = M) ) (Oout|0in) =i(0out|(y*id, = M)P(x)|0in)
=~in(x)(Oout|0in) . (3.9)
The space-time integration can be done with the aid of the Green’s function
(y*id, = M)Sp(x = y) =8%(x - y), (3.10)
which satisfies the appropriate outgoing-wave boundary conditions. The result is
3}
ﬁ(l;i (Oout|0in) =~i f d*ySe(x—ym(y){Oout|0in) . (3.11)
The 7 integration then gives
(Oout|0in) =exp I:—i f d*xd*yf(x)S p(x - y)n(y)] . (3.12)
The multiplicative constant is determined by the condition
(Oout|0in)|, 5.,=1. (3.13)

Another representation for (Oout|0in) in terms of operator products is obtained by calculating the higher
derivatives of (Oout|0in) with respect to the external source.

To calculate a second variation we rewrite (3.7) as

57(00ut|0in) =i [ d%o7(x)Ooutl ") X(x*19(x)] x*) X (x* [01n) (3.14)

where | x*) X{x*| symbolizes a summation over a complete set of states specified at x*. A second variation

applied to (3.14) involves the responses

5,¢00utlx*)=i [ d*%y(0out| %) x*) on(y),

6,(x*|0in) = -7 f d*yon(y){x*|¥(y)|0in),

(3.15)
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and the response of ¥(x) as a result of its explicit dependence on n [Eq. (3.4)],
ond(x)=+i f d*y ay*e(x™ = y7)8(x* = y*)6%(x - y)on(y), (3.16)
where 6; refers to response due to explicit dependence. Equations (3.14)~(3.16) combine to yield
6,05(0out|0in) = i? f d*xd*y 67(x) 0 out |[T*(Y(x)¥(y)) + 37" €(x™ = y7)8(x" = y*)8%(x = y)]10in) &n(y)

(3.17)

or
5, o ,

—r ' _(Oout|0in) =i2(0 out|[ T*(@(x)P(y)) + sy e(x~ = y7)6(x* = y*)6%(x = ¥)]|0in) , (3.18)
6n(y) 67(x)
where left and right derivatives® are distinguished by the subscripts ! and ». The explicit dependence of
P on 0" gives rise to the noncovariant terms. These terms can be consistently and completely removed
by introducing (Oout|0in)’ defined by

(Oout|0in) =(0out|0in)’ exp[z‘ f d*xd%y sie(x™ —y7)o(x* - y*)6%(x -y)fi(x)y*n(y)] . (3.19)
Then
b o B Y (goutl0in) =™ (01 TH (%) * + = $(xm)B(3y) * * * B3 DN0)
ZTCA NIRRT [ R (P m m
(3.20)
The Taylor expansion for (0out|0in)’ around 1, 7=0 is therefore
(Oout|0in)’ =<0 T exp{i f d“x[ﬁ(x)n(x) +ﬁ(x)¢(x)]}’ 0> (3.21)

or
(Oout|0in) = <Ol T* exp {, f dix [g(x)n(x)ﬂ—,(x)zp(x)»r%ifd‘ye(x' -y7)8(x* —y*)éz(x—y)ﬁ(x)w*n(y)]} |°> .

(3.22)
Equating (3.12) and (3.22) we obtain

exp { —i J’ d*xd*y7(x)Sp(x = y)n (y)}

(e {J e (e 4T+ f e ot =5 y)ﬁ(x)ym(y)]} ’0> ,

(3.23)

which is the content of the Wick’s theorem for the Dirac field. In particular, it gives the rule stated in
(3.1).

Equation (3.22) is a simple example of Dyson’s formula for the S matrix. The energy operator associated
with this system is given by

p-= f A @ [P O Ty (iy,0, + M) = 0 () L (9 0(=) _pm 0p(9] (3.24)

where ¥(-) is given by (3.6). In terms of the free-field operators in the absence of external source with the
help of (3.6), the interaction Hamiltonian density is then

P-(,7) —P'(n=77=0)=fdx’d"‘x3<3n

(3.25)
3¢r(%) = =9()n (x) = A(P(x) - § i f dy” e(x™ = y")(x)r*n(y).
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The Dyson formula for the S matrix
S=T*exp [—i [ an JC,(x)] (3.26)

reproduces (3.22). For simplicity we have used the same notations ¢ and ¥ in (3.25) for the free field oper-
ators which refer to the noninteracting situation.

B. Wick Theorem for Vector Field
Consider a vector field B, coupled to a nonconserved commuting c-number external current J Y. The
Lagrange function is
£=-3B*(9,B, -9,B,)+iB" B, +:m*B*B, - J,B". (3.27)

The vacuum-to-vacuum transition amplitude (Oout|0in) for this system can be solved exactly. Following
a similar procedure used for a Dirac field, we obtain the well-known structure

(Oout|0in) =exp[§1'f dxd*y J"(X)<guu + ?—fn—a}) Ap(x=y)J” (y)] . (3.28)

To derive an alternative expression for (Oout|0in) in terms of operator products it is convenient to re-
arrange the coupling term as

J“anJﬂ(Eu +apA)"JuEu—KA9 (3.29)
where

K(x)=8,J"(x) (3.30)
and

A =4 [ dy et =3)B* (). (3.31)

One can derive the analog of (3.22) for a vector field from a similar procedure used before in terms of
higher variations. Since the result is anticipated to be identical to a direct application of Dyson’s formula,
we need only calculate the energy operator. Standard procedure then gives

pP-= f dx~d?x[§(B*")? + 3(B*)? + 3m*(B*)? = J,B, ~KA]. (3.32)

In terms of the independent dynamical variables B** and B*, we have
B ()= [ dy el =y )[*B™() + mPB () - T ()],

B'(x) =5 [ dy"e(x = y)[B() +2*B* ()], (3.33)
B* =0*B' —8'B*,
The interaction Hamiltonian density in the interaction picture implied by (3.32) and (3.33) is
3 (x) = J,B* ~KA -%f d*ylx~ =y~ | 6(x* = y*)6%(x = V) (x) T (y). (3.34)
Dyson’s formula for the S matrix,
S=T"exp [—z’ f d‘xJC,(x):I ,
then provides alternatively

(Oout|0in) =<0

Tt exp[-i f aix JC,(x)] o> . (3.35)

Equations (3.28), (3.35), and (3.34) supply the relation'®
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{o’ T*exp}f-ifd"x[J“Eu—KA—éfd“ylx'—y'lb(x*—y*)bz(x—y)J"(x)J*(y)] Ho>

=exp {%f dxd*y [-J“(x)i%u (x = )" (y) + g* 1T, (%) ai+ i Ap(x = y)K(y)

K3 35 1850 = g™, ) = K () 5 A= KO |

(3.36)
where

Y oK
A"“'(x—y)E—(g‘“’—g*“a—+—g+" F) Ap(x—y). (337)

The J*(x)J*(y) term in (3.36) arises from the explicit dependence of B*~ on J* as given by (3.33). Equa-
tion (3.36) is the Wick theorem for a vector field. It leads to the following rules for contractions of two
field operators in a vacuum expectation value of an x*-ordered product:

BH*(x)'B¥(0)" =(0| T*(B*(x)B"(0))|0)
= {AM(x)

= AR (x) +3igthetY | x| 6(x*)6%(x), (3.38)

B*(x)" A0)* =(0| T*(B*(x)A(0))|0)
=+g+u 31_+ iAF(x), (3.39)
A(x)°A(0)" =(0| T*(A(x)A(0))|0)

= 7"% Ap(x). (3.40)
This decomposition of a vector field B* into B* and A is particularly useful since these field operators
naturally occur in the interaction Hamiltonians in the light-front formulation of field theories of vector par-
ticles. For a vector field coupled to a conserved current only B* appears. Equations (3.39) and (3.40) are
needed only when the coupled current is not conserved, as in the case of the axial-vector gluon model con-
sidered in paper III.

IV. THE S MATRIX

Before we give a formal proof in Sec. V that the vector-gluon model quantized in paper III leads to the
same S matrix as in the conventional formalism, we will first derive the S matrix in the interaction picture
in this section. At the end of the section we will also calculate some low-order diagrams in the axial-vec-
tor-coupling model to demonstrate in these simple cases that complete cancellation occurs between the
noncovariant terms in the propagators and those in the interaction Hamiltonian; the resultant S matrix is
covariant and identical to the well-known results.

A. S Matrix in the Vector-Gluon Model

The energy operator for the vector-gluon model described in Sec. III B of paper III is
P =3 f dx~dPx{ 5(B*7)% + 5(B*)? + mA(B*)? + 2910y, (33 8, = gB,) + M| 4O}, (4.1)

All field operators in (4.1) can be expressed in terms of the independent variables B**, B*, and 3" with
the aid of the constraint equations?
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B*x)=% f dy~ e(x~ = y~)[B**(y) +3*B*(y)],
Bt =0%Bl —5ip*
b
B*(x)=1 f dy~ e€(x~ = y7)B**(y), (4.2)
B (=% [ dy e(x = y)[2*B0) +m*B () = ()],
P x) = =3 f dy™ €(x™ =y W {ral i, = gBa(y) ]+ M}y (y).
Let us denote the interaction-independent part of a field operator by a subscript 0; then
B* =Bg ) B =§g s
B+k=B3k’ B+=Bg’ ¢(+)=w(()+)’
(4.3)
B -(0)=B;"()~ 5 [ dy"el” =573,
P2 =45 (x) + 3ig f dy~ €(x™ =y W% BRU (),
where
Bi~()=} [ dy e(x™ =) (2"B™0) + mB* (),
(4.4)

wé"(x)=—%if dy~e(x™ =y WO y,aid, + MY P(y).

Collecting terms with and without dependence on the coupling constant g separately, we obtain from (4.1)-
(4.4)

P~ =P; +Py, (4.5)
where P; is identical in form to (4.1), by setting g=0, and

Pp= fdx'dzx 3, (x), (4.6)
with

3¢, (x) = gP(xhy *P(x)B ,(%) + 358° f dy;dy; e(x™ = y7)e(x™ = 30y, )y ¥(v,) (v )y * 9(32)
—Lig? f dy~e(x™ =y )BH(x)¥(x)y ;v *v, ¥(»)B" (y), 4.7)

where y¥, yt, yf differ from x* only in their “minus” components. We have deliberately omitted the sub-
script 0 from the field operators in (4.7). But it should be understood that all field operators in (4.7)are the

interaction-independent parts as defined in (4.3) and (4.4). Notice that the last term in (4.7) can be simpli-
fied since

BH(x)P(x)y vy, 9(3)B” () = Bo(x)W)rpy 1 (»)B,(»), (4.8)
as a result of
B*=0, (y*)2=0. 4.9)

But we prefer the covariant-looking expression (4.7).

When transformed to the interaction picture, the interaction Hamiltonian 3¢, is precisely given by (4.7)
with all field operators defined in interaction picture, i.e., they are free field operators. Notice that the
interaction Hamiltonian bears no simple relation to the interaction Lagrangian

Lr=-gdy YB*. (4.10)



7 QUANTUM FIELD THEORIES IN THE INFINITE...IV... 1789

In Sec. V it will be shown that to all orders in perturbation the second and third term in (4.7) are canceled
by the noncovariant terms in the propagators for vector and Dirac particles, respectively. The resultant
S matrix is then identical to the one found in the conventional formalism.

B. S Matrix in Axial-Vector Coupling

The energy operator in this model of an axial-vector field coupled to a nonconserved axial-vector current
is given in paper II. Following a similar procedure employed in Sec. IV A, the interaction Hamiltonian for
this axial-vector-gluon model is

5(x) = gPy My, 9N, () = I 2 [ dy™Lxm =y 1Ty UThy " 4)
- 4ig* [ dy el = yITHOTRNy oy, YT + ME () - 190
—3ig [ dy” e = )@, (0T y [ 1) = 1140)
~3ight [ dy” e =y )T 170 = 1y Hrab)a, ()

-%isz dy” e(x™ = y )yt [174x) = 1] [1(y) = 1] %), (4.11)
where I(x) is defined by

I(x) = e 2¥#Y5M () (4.12)

h(x)=%f dy~e(x” =yla*(y). (4.13)

Since this theory is not renormalizable it seems pointless to discuss the whole S matrix associated with
the 3C; given by (4.11). Therefore we will content ourselves with application of (4.11) to second-order dia-
grams, one without and one with a closed loop. We shall specifically discuss the fermion-fermion interac-
tion, and virtual as well as real “Compton scattering.” The purpose is to illustrate how such a noncovari-
ant looking 3C; of (4.11) and the noncovariant propagators (3.38)—(3.40) conspire to recover the well-known
covariant result.

We first expand 3¢; to the second order as desired. To this order we have
I(x) =1==2giy\(x) -2g%[M(x)P
and

(4.14)

3p(x) = gh(xYy *ys9(x)a ,(x) = 2Mgh(x) iy P(x)N (%)
- %ng ay™ | x™ =y | By v YDy vsd(y) - 5 22 f dy~e(x™ = yT)a (D)) vy, ¥(»)a ()
= 2MgTNUNNDF =3 Mg? [ dyelx™ = 3718, (T y M0

-iMg? f dy=e(x™ = y ) P(xh Y Hiy)a (y) - 3 i M3g? f dy~e(x™ =y My YyA) . (4.15)

The fermion-fermion interaction will be discussed first, The S matrix for this process can be obtained
from (4.15) by the Dyson formula

S=T1* exp[-z’fd“x JC,(x)] . (4.16)
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1=3

It is
Ssr=8T" f d*xd*y{(=2) [0y Pys (0 , (0, ()r " 7s9(y)
=AM Y(x)y PrsW(0)a (N P(Y) ivs9(y) +4M2Y(x) iy YONX)NY) () iy ¥(y) ]
+51g%0%(x = y)0(x* =y x™ =y 190y *y DY)y ¥ YW} - (4.17)

We apply the Wick theorem (3.38)—(3.40) to the axial-vector field and obtain

f

Sf—f = T+g2f d4Xd4y } %lm(x)y u')/sw(x)gpu AF(x -9, mz)a(y)}’")/sw(y)

_ _ v u
+ 29(x)y v Y (R I, v l/)(y)[g+ " :—; iAp(x =y, m?) + g%’ %: iAp(x—y, mz)]
— - 1
+2Mg* P (x) iy YUyl Tys¥(y) 57 iAp(x =y, m®)

- ZMZgZ% P(x)iysd(x)iAp(x = y, mD)d(y)ivs ¢(y)} . (4.18)

It will be assumed that all the fermions are on the mass shell. We can then integrate by parts freely and
make use of the relation

8, Py vs¥) =2M Pivs¥, (4.19)

which is correct to the order required, to obtain

Sy.y= 2ig*T* f d*xd%y [E(X)y Hysh(x) g yy Ap(x = v, MDYy’ vsd(y)

=0, 530 5z Aplx = 3, 100, (I ¥ (4.20)
or
. _ 9,0, _
Sy_y=2ig°T* f dixd*y Y(x)y Py ¥(x) <guu + 7) Ap(x =y, m)P(y)y?vs9(y), (4.21)

which is the desired well-known covariant result. For particles on the mass shell, 7" is equivalent to T*,
the covariant T product. The reemergence of the 8,8, A, term in the vector propagator should be noted.
This term would be lost if the coupled current were conserved. The result (4.21) can be used to discuss
the fermion-fermion scattering, fermion-antifermion scattering, and the fermion-antifermion annihilation.

We now turn to the Compton scattering, both real and virtual. Expand the S matrix (4.16) to order g2,
and apply the Wick theorem to the Dirac field to contract the internal fermion line; we get

Sc=g°T* f dixd®y { =i P(x)y *ysS p(x = Y v 9()a (¥, ()
—3lxm =y 6(xt = y*)82(x = Y)P(R)y* veS plx =YYy v d(y)

+ 2MA[P(x)y *ysS p(x = ¥) s (W , (RN() + ) i75S p(x = Yy *Ys D (INT ,(1)]

—AMZiP(x) ivS p(x = YY) iy W(MA(FIN(Y) + 2 M P(x)P(x) (M)} (4.22)
r
We will assume that the fermions are on the mass In addition, Sp(x - y) satisfies the differential equa-
shell. We then have tion
il = ivHY - - 1) =6%x -
(—17 au. M)y=0, (zy 3, M)Sp(x —y)=0%x~y), (4.24)
Piyho,+M)=0, (4.23) Splx = y)(iy, 8} + M) ==0*(x—y).

*(Py,¥)=0. Equations (4.23) and (4.24) imply



|3

8,[ (x)y *ysS p(x = ¥)] = 2MiY(x)ysSp(x = )
+16%(x = Y)U(x)ys ,
3 [Splx =)y W) =2MiSp(x = y)ys¥(y)
+16%(x = y)ys¥(y) .

(4.25)

Consider first the real Compton scattering where
the axial-vector particles as well as the fermions
are on the mass shell. We can integrate by parts
freely and make use of (4.23) and (4.25) to get

SEal= —ing*f dixd*y P(x)y PysSp(x = )

X Y ysd(y)a (xa, (y), (4.26)

which agrees with the familiar result. Again T*
can be replaced by the covariant T product since
all the particles are on the mass shell.

We now proceed to the virtual Compton scatter-
ing which appears in the self-energy correction to
the fermion. We return to (4.22) and apply the
Wick theorem to the axial-vector field. The re-
sultant expressions can be further simplified by
(4.23), (4.25), and the relations

28,0 =8,8¢(0),c0

x=0

=0, (4.27)

which hold since A.(x) is an even function in x. The
final result is

syrtal = _jg?T* f dixd®y Y(x)y ysSp(x =3, M)y vsd(y)

9,8
X(_i)(gpu + —’yn_zv>AF(x-y; mZ) .

(4.28)

Equations (4.26) and (4.28) together imply that the
well-known result for real and virtual Compton
scattering in this axial-vector coupling model is
reproduced in the light-front formulation. In par-
ticular it means that (4.26) applies to both virtual
and real Compton scattering if the axial-vector
fields are contracted covariantly,

. . . 8,9, 2
a,(x)'a,(y)=-i (guv + —m—z) Ap(x=-y,m?) . (4.29)

V. THE EQUIVALENCE THEOREM

In this section a formal proof will be given that
the S matrix associated with (4.7) for a vector-
gluon model leads to the same predictions for all
possible physical processes as the S matrix in the
conventional formalism. The proof is based on the
functional-derivative technique of Schwinger?+*
already employed in paper II. The proof here is
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more complicated than the one studied in paper II
where only scalar and Dirac fields are involved.
In the present case the propagators for both the
Dirac and vector particles have noncovariant con-
tributions. The proof will proceed in two steps.
The internal contractions of the vector field will
be considered first, and then the internal contrac-
tions of the Dirac field.

We begin with (4.7) and define

=3, +3,+ 3, (5.1)
where
%, =gy, ¥B*, (5.2)

3 ,(x) = ~3ig? f d*y Plxyy* v* v’ ¥(y)B ,(x)B, (y)
X €(x™ =y7) 8(x* = y*)o}(x ~y),
(5.3)

I q(x) = —-‘s-ng dylx™ =y~ 6(x* = y*)6%(x - y)
X Yy YWyl 9(y) . (5.4)

Consider first all possible internal contractions of
the vector field. We are only interested in the ef-
fects of the term proportional to g*#g*¥ in the vec-
tor propagator (3.38). This term is nonvanishing
only if 4 =v=-. As a result of the identity

(r*)2=0, (5.5)

this term proportional to g**g*” is ineffective when
the vector field in 3C, is contracted with another
vector field. Thus JC, need not concern us for our
purpose. We only have to consider all possible in-
ternal contractions among the vector fields in the
expression

S, =T* exp[-i fd“x Scl(x)] . (5.6)

The desired contractions can be achieved by the
substitution in (5.6)

BH(x)~ B" N 2

B*(x)~B*"(x) + fd y iAF (x_y)aﬁl’(y) , (5.7)
and treating B¥ on the right-hand side of (5.7) as
c-number functions. The function A*? is given by
(3.38). The contractions in Dirac field will not be
considered for the moment. Matrix notation will
be employed with space-time coordinates as well
as tensor indices as labels for columns and rows.
The usual matrix product is now represented by
the space-time integrations and summation over
repeated tensor indices. Thus we write

S,=T*e "B (5.8)
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where

b= giyry. (5.9)

In this matrix notation (5.7) becomes

o

55 - (5.10)

After this substitution (5.8) becomes
S =exp[—ij(§+z’3 L)] . (5.11)
1 6B

It leads to the differential equation

&S

3§1=_ijs“ (5.12)
which can be readily integrated to give
=C(j)e-i® . (5.13)

The constant of integration can depend only on j.
To determine C(j) compare 6S,/6j|5., obtained
from (5.11) and (5.13). From (5.13) we have

_sc

6S,
B=o0 0j ’

(5.14)
6j

but from (5.11) we also have

J

S=T"exp {—zfd4xg¢(x)y"¢(x)<3+1A’ 658 >u( x)

1
) _
Bl izl
% |5=0 OB |50
=(=i)AjC. (5.15)
So
6C
— =~iA 5.16
5 ! jC . (5.16)
Integrating, we get
C(j)=e-tibirz, (5.17)

where the integration constant is fixed by the con-
dition

S,=lat j=0. (5.18)
Thus
S, =g tibin-iB (5.19)

Now in (5.19) we substitute (3.38):
A (x=y)=A"M (x = y)
+3gthg I xT =yl 8(xt = y*)8%(x - y).
(5.20)

It is seen that 3C, is exactly canceled by the second
term in (5.20). The complete S matrix can now be
written as

- [ty dgelsm = 7)o" =y )= Ty U B iat ) (B =) (y)},
u v

where
[
NG n 4 rpv -—
<B+1 >(x) B (x)+fdylA (x=1v) 5B ()

(5.22)
and

av ok
ATV (x = y) = <gpv _g+u — - gt F)Ap(x-y)-

(5.23)

The x*-ordering 7% in (5.21) applies to the Dirac
field but the vector field B*(x) is temporarily re-
garded as a c-number function. Consider now the
internal contractions among the Dirac field. Ob-
serve that

[<B+2A’ )(x) <B+ZA’ >(y)]

=AM (x = y) = iAH(y = %)
=0, (5.24)

since

(5.21)
—
AT (x = y) = A"H(y - x). (5.25)
Thus the combination
“Brin 2 (5.26)
¢ - GE .

is totally commutative with itself. We can there-
fore regard ¢ as ordinary ¢ numbers rather than
functional differential operators when we discuss
the internal contractions of the Dirac field.

We rewrite S in the form

s=7*exp-i [ dta'y By IG)] , (5.2
where
H(x, y) = H,(x, y) + Hy(x, y) (5.28a)
Hy(x, y) = gy, ¢*(x)6%(x - y), (5.28D)
Hy(x,y) = -3ig%(x™ = y7)6(x* = y*)
X% (x =y *y*y ¢, ()¢, ().  (5.28¢)
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The internal contractions of the Dirac field can be
achieved by the substitution in (5. 27)

b= o)+ [ diSpagle =) g0y
(5.29)

- _ 5 —
Tul)=Tul) = [ &% g5 Spaaly =),
treating ¢ and ¢ in the resulting expression as

anticommuting ¢ numbers. The propagator func-
tion Sp(x - y) is given by (3.1). In matrix notations

we have
b=V iSe
_ (5.30)
b-9- % ISk,
and
S =exp[-i<$- ’6% z'§,,> H <zp+z'§,, %)] .
(5.31)
From (5.28) one notes the property
H,=H\H', (5.32)

where

H'(x,y)= —-tigy*y”

(5.33)
Therefore
H=H, +H,
=H,(1+H'). (5.34)
We find by differentiation that
8,8 6,5
62,0 ={PHS + — 50 SeH (5.35)
or
61 —_ -
6—¢S(1—S,,-H)=i¢HS, (5.36)
which integrates to give
S=C(H)e™ H-5piD 71y (5.37)

To determine C(H) we evaluate and compare
8S/8H |, ., from (5.31) and (5.37). The result is
the equation

g-HQ ==[(1 =5,H)"3 JJ°CH), (5.38)

where the superscript 7 refers to the operation of

transposition of a matrix. Integrating (5.38) we ob-

tain
C(H)=exp[Trin(l -S H)]. (5.39)
Consequently

o, (Me(x™ = y7)0(x* = y*)6%(x - y).

S=exp[Trin(l =S H)|exp[-i¥H (1 -SxH) 'Y].

(5.40)
We now write
Sp=Sp+S’, (5.41)
where S’ is the noncovariant part in Sp,
S'(x=y)=givre(x” =y7)b(x* = 9*)o%(x —y).
(5.42)
It has the properties
S'H, = H,S’
=0,
(5.43)
H'=-SH,.
Thus
1-5S.H=1-(Sp+S')(H, +H,)
=(1-SpH,)1-SH,), (5.44)

where use has been made of (5.32)—(5.34) and
(5.43). Similarly,

H=H,(1-SH,). (5.45)
Equations (5.44) and (5.45) imply

H(1 =S H)*=H,(1 =SeH,)™? (5.46)
and

Trin(l -SpH)=Trln(l =S H,) +Trin(l -S'H,).

(5.47)
Now
[SH,) (x = y) = = 5ige(x™ = y7)o(x* = y*)
X 6%(x = y)r*vedu(y), (5.48)
so that
[S'H,F=0 (5.49)
as a consequence of (5.5). Furthermore
Tr(SH,]=0. (5.50)
Thus
Trin(l -S'H,)=0. (5.51)
Finally

S=exp[Trin(l -SzH,)]exp[-iPH,(1 -S.H,) ¥].
(5.52)

We see that S’ and H, disappear completely from
the S matrix. Moreover, (5.52) is identical in
form to (5.40) if we make the correspondence
H~-H
_ 1 (5.53)
Sp=~Sg.
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In other words, if we ignore the noncovariant term
¥C, in the interaction Hamiltonian (5.1) and simul-
taneously ignore the noncovariant term S’ in the
Dirac propagator (5.41), the S matrix remains un-
changed. Together with the conclusion about the
internal contraction of the vector field reached
earlier, this implies that the S matrix remains un-
changed if the substitution is made,

¥X,- JCU
§F"SF7

Zuu ~ATHY

(5.54)

But the gradient terms in A’*Y can be shown to give
no contribution to the S matrix as a result of cur-
rent conservation.!! Finally we conclude that the
S matrix for the vector-gluon model can be ex-
pressed as

S=T*exp [—i fd‘*xgzyyzpﬁu] , (5.55)
where T* denotes the covariant T product where
the rules for internal contractions are

P(x)Y(y) = iSp(x =),
B, (x)'B,(y) ~ —ig,, Ap(x=y).

These rules (5.55) and (5.56) are precisely the
same rules used in the conventional formalism of
the gluon model. The formal equivalence of the
light-front formulation of the gluon model to the
conventional formulation is now established.

(5.56)

V1. COVARIANT PERTURBATION THEORY

In the previous section we have shown that the
S matrix of the vector gluon model in the light-
front formulation is formally identical to the S ma-
trix in the conventional equal-time formulation.
However, there remains a subtle difference be-
tween the two S matrices. It is related to how the
momentum integrals are actually carried out.
Consider the following integral which frequently
occurs in a perturbation calculation involving
closed loops:

1
I=fd4pm. (6.1)

Although the same expression will appear in the
light-front formulation and the equal-time formu-
lation, its interpretations in both formulations are
quite different. In the light-front formulation we
have
d’ = zdp*dp-d ,
pr=p*pT -i%.

But in the conventional treatment we have

(6.2)

d*p = dp°dp*ap®dp®,
p2=(p°)? = (p*)? = (p2)* = (p*).

Although (6.2) and (6.3) are related by a simple
change of variables

pr=p+ p%, (6.4)

it turns out that it is not a trivial matter to estab-
lish the equivalence of the two procedures. The
purpose of this section'? is to show that with suf-
ficient care the two procedures indeed lead to iden-
tical results. The complete equivalence of the
light-front formulation and the conventional formu-
lation will then be established.

In the conventional interpretation (6.3) of the in-
tegral (6.1) it can be evaluated by a Wick rotation
and we have

(6.3)

1
_ 0 24.3__ +
1= [ @tdpapap®

+ie)®

ﬂz

=5 (6.5)

In the light-front interpretation (6.2) of the same
integral, we have

1
(p*p~-P2-M?+ie) "

L=% [ dp*dp-a’p (6.6)
The question is whether I, will also give the same
result as (6.5). To dramatize the situation consid-
er the following seemingly correct arguments.

The p', p? integrations give

1

=1 - -
Le-it [ @0 o - 6)
For any fixed value of p*, there is one double pole

for p~ at
M2~ je
p+
To carry out the p~ integration, if the pole (6.8)
is in the upper half of the complex p~ plane (when
p* <0) we can close the contour from below; if it
is in the lower-half plane (when p*>0), we can
close the contour from above. The singularity can
always be avoided and we are led to conclude!®

p~= (6.8)

I,=0 (false), (6.9)

which is certainly incorrect. Clearly, there is a
loophole in the above arguments. The arguments
indeed break down when p* =0, since the pole (6.8)
is then at infinity and it cannot be avoided by clos-
ing the contour either from above or below. This
indicates that the p~ integration should yield a re-
sult proportional to 6(p*). In fact this is exactly
what happens. To see this, we define our integral
as
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L A 1
=1 + 3 -
I,= 41!]2” dp* lim dp (b —MZeiel"

AAI>w Jop
(6.10)

The p~ integration gives

_1 (T apt 1
Iz“""f_m b A,I,if’_‘,.o<p+A'-M2+ie

1
- o) O

Making use of the algebraic identity

1 1 1
p*(p*A'—Merie —-p*A-M*+ie

- e (e - i)
TME\pPptA =M%+ie  ptA+MZ—ije)’

(6.12)
we obtain in the limit A, A’ -
(e 1
12_4M2 J‘_mdp <p*+ie P+—i€>
S fﬂo dp+[__27”-6(p+)]
aM® J_,
,”2
=toime (6.13)

which now agrees with (6.5). Equations (6.12) and
(6.13) make it explicit that indeed the p-~ integra-
tion results in a 6 function 6(p*). The same re-
sult can also be obtained by exponentiating the de-
nominator

1
PP~ =P - M2+ie

®© -
=_,l-f da eia(?*?'-pz-uzﬁe)
0

(6.14)

In terms of (6.14) I, becomes

I,= ii( L >2fwda et (MP-ie) by ) (6.15)
9= =2 YT N .

2 dMZ 0

where

F(a)___fd4peiap2

=i [ dprap-atp o0t (6.16)
Now
-ia;2= L
f Ppe = (6.17)
and
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- HM+,-_217 +
fdp e ==25(p"). (6.18)
Consequently
_n,2
Fla)= —3 (6.19)
ia
and

"
1 i 2-.
12=§.”2f do e~ (MP=ie)
("]
7

=5 (6.20)

which again agrees with (6.5). It should be noted
that the above calculations of I, in the light-front
formulation involve no Wick rotation at all,

In two ways we have shown that with sufficient
care the integral I, defined in terms of light-front
coordinates gives the same value as I, defined in
terms of conventional space-time coordinates. For
integrals involving higher powers of the denomina-
tor, the answer can be obtained by repeated dif-
ferentiation of I, and I, with respect to M2, 1t is
clear that the two procedures, light-front coor-
dinate and space-time coordinate evaluation, al-
ways yield identical results.

For field theories involving particles with spin,
there will be in general momentum factors in the
numerator of an integral similar to (6.1). One in-
fers from symmetry consideration and Lorentz co-
variance that

[ apprrr=0,

[ aoptrrri=igm [ apprpn, (621
ete.

In the light-front formulation, d* and p? are given
by (6.2). If f(p?) is of the form (p2-M2+i€)~" or
e'idpz, the results (6.21) can be readily verified if
integration is performed symmetrically in positive
and negative values; in particular, one sets A=A’
in (6.11),

Now, a common practice in a perturbation cal-
culation of Feynman diagrams with closed loops is
either to combine the propagator denominators
using Feynman parameters or to exponentiate each
denominator according to (6.14). After rearrange-
ments including the simplification (6.21) all mo-
mentum integrals are reduced to the type (6.1) or
its derivatives with respect to M2, In general, M?
is a combination of squares of sums of other mo-
menta and masses. Since it has been demonstrated
that the light-front evaluation of (6.1) reproduces
the correct result, the light-front formulation and
the conventional space-time formulation lead to the
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same parametric integral representation for any
(unrenormalized and properly regulated) Feynman
amplitude. A renormalization procedure based on
the parametric integral representation of unre-
normalized amplitudes has appeared in the litera-
ture.!* In particular, we refer to the work of
Appelquist.® His starting points are the paramet-
ric integral representation (6.14) for the propaga-
tor and the basic integrals (6.16) and (6.19). His
renormalization prescription does not rely direct-
ly on Weinberg’s power-counting theorem.!®> More-
over, Appelquist has shown that his prescription
is formally equivalent to the usual recursive sub-
traction formula for writing renormalized ampli-
tudes. Using Appelquist’s prescription and our
discussion above, we conclude that renormaliza-
tion of a renormalizable field theory in the light-
front formulation can be carried out consistently
to all orders in perturbation theory and the re-
normalized amplitudes agree with the conventional
formulation.

Proof of renormalizability of a field theory in the
light-front formalism based directly on Weinberg’s
power -counting theorem will be more difficult.
This is because the mere change of variables (6.4)
alters the convergence property of an integral.
For instance, for fixed values of p* and P, the in-
tegrand of (6.6) behaves like (p~)~% as p~ - if
p*+0, and worse if p* =0. On the other hand, in
the space-time formulation, for any fixed p!, p?,
and p*, the integrand in (6.5) always behaves like
(pO)-B as pO_’w‘

VII. NONCOVARIANT PERTURBATION
THEORY AND APPLICATION TO
HIGH-ENERGY SCATTERING

As already mentioned in paper I for scalar and
Dirac fields, instead of using the covariant per-
turbation theory developed in Secs. V and VI, one
can also employ the S matrix as given by the Dyson
formula

S=T* exp[-z'f d‘*x:;c,(x)] (7.1)

and expand the x*-ordered product directly. Or
equivalently, one can integrate over all p~’s first
in the covariant perturbation series. The result is
similar to the “old-fashioned” time-ordered per-
turbation expansion. Conservation of p*’s at each
vertex in this x*-ordered perturbation expansion
implies that each intermediate particle can only
have a non-negative value for p* less than the total
value of p* for the initial state. These are es-
sentially Weinberg’s rules for “old-fashioned” per-

turbation theory in the infinite-momentum limit,'®
In simple cases these new rules greatly simplify
the calculations. Their application to the second-
order renormalization of the pseudoscalar coupling
for a fermion and a spinless boson has been given
in paper II. The corresponding second-order cal-
culation for (massive) QED has also appeared in
the literature.!” '® It is not greatly different from
the case discussed in paper II. Therefore such
calculations for (massive) QED will not be dupli-
cated here.

A major difficulty in the noncovariant perturba-
tion theory in the light-front formulation has also
been mentioned in paper II. It is related to the
singularities in diagrams with closed loops as p*
- 0. These singularities arise from the noncovari-
ant terms in the Hamiltonian and the noncovariant
terms in the propagators for the Dirac and vector
particles. If covariant perturbation theory is em-
ployed these singularities explicitly cancel in pairs
and no difficulty arises. On the other hand, in
noncovariant perturbation theory the cancellation
of these singularities is no longer transparent and
the resulting integrals are sometimes not well de-
fined. In such cases their meaning must be defined
in terms of covariant Feynman diagrams. This is
a caution one must keep in mind.

In this section two points will be discussed:
vacuum diagrams and application of the x*-ordered
noncovariant perturbation theory to high-energy
scattering.

A. Vacuum Diagrams

The above rules for the noncovariant perturbation
theory in the light-front formulation seem to imply
that vacuum diagrams should vanish since all the
p* of each line in a vacuum diagram cannot be neg-
ative and the sum of all p* must be zero. This is
possible only if all p* vanish. If this one point in
phase space could be ignored, the above conclusion
would be correct. This would be, however, a con-
tradiction to the claimed equivalence of the light-
front formulation to the ordinary formulation in
which the vacuum diagrams are known not to van-
ish (in fact they are generally infinite).

This question has been studied by Chang and Ma
in a ¢® theory.!” They show that the contribution
from the point p* =0 is indeed nonvanishing. We
will reexamine the same question on the basis of
the results we obtained in Sec. VI. We will demon-
strate that it is related to the apparent paradox in
regard to the integral (6.7) discussed there. Con-
sider the lowest-order vacuum diagram in a ¢ the-
ory. Apart from some irrelevant constant factors,
this diagram is proportional to the integral
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I"=fd4 14, (b2 =p2+ie)(p 2 —p2+ie)[(p,+p)* —n2+1i€}”’

(7.2)

where p is the meson mass. For fixed p, the p, integration can be carried out. The result is a spectral

representation’®

1

= dM?
fd4p2 (Pzz‘“2+i€)[(p1+P2)2‘“2+i€] 4p2

and

1

1= [ a*o0n) [ @, G

If we integrate over py first, there are two simple poles for p; at

P +u®-ie
T a
P

. DE+M%-ic
pr=t—
1

by =

p(M?)
Z-M+ie (7.3
(7.4)
(7.5)

These two poles of (7.5) are always on the same side of the real axis in the complex p; plane regardless of
the sign of p;. Thus, it seems that we can close the contour from the other side to avoid these poles and

conclude

I,=0 (false).

(7.6)

This argument is wrong since it neglects the point p; =0. In order to borrow the result in Sec. VI, observe

the identity

1 _ Mz dXZ 1 1 (7 7)
(b2 =p2+ie)(p>-M?+ie) Jp (p2=22+ie)? M2-p? :
Following the procedure given in Sec. VI, we get
lim fA dp; 1 = 1 (27i)8(p,") (7.8)
AMArmw Jonr b (PIPT =D =N +i€)®  (B,% +2%) v )

which clearly shows that the single point p,* =0 gives the whole contribution. Finally

1 2
I, —mfszp(M"")fdzp1 Y 2lng1 :ﬁlz #0.

(7.9)

If one follows the rules of the x*-ordered perturbation expansion, I, is proportional to

py)6(p3)6(p3

6(py +ps + P35 )8%(p, + b2+ Ps)

f dprdz 1 idp, dpi
pi b3

which is not unambiguous due to the singularity of
the integrand at pf = p; = p7 =0. This singularity
is a reflection of the fact that I, is not zero. If
the singularity were absent, I, would indeed van-
ish, It also reminds us of the caution called for in
the beginning of the section.

B. Application to High-Energy Scattering

The light-front formulation of quantum field the-
ory is particularly suited for application in two
areas. One concerns the lepton-induced processes
which have been extensively studied in the litera-
ture® and are briefly described in papers I and

T /s AT Vs A VS

(7.10)

III. Another area of application is the scattering
of a high-energy particle in an external field. The
former relies mainly on the operator structure of
the current commutation relations on a light front.
The latter makes use of the x*-ordered noncovari-
ant perturbation theory in this formulation.
Bjorken, Kogut, and Soper'®:?! have applied the
light-front formulation of QED to the scattering of
energetic electrons and photons off an external
field. The essential result of their investigation
can be summarized by the compact equation for
the scattering matrix element at high energies.

Sy =(Vb| F|Ua), (7.11)
where |Ua)=Ula), | Vb)=V|b), and
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U =U(Oy —c0) ’
V=U(x,0),
with

(7.12)

+
U(xt, x3)=T" exp [-if: d*x 3¢, (x)] (7.13)
*2

and

F=exp|:—iif dx*dx~d®x
X (a7, %, 5 =0)j (¢ =0,%, %)) ,

(7.14)

where

Jt=vrty (7.15)
and ¢(x) is the external potential. Notice that all
the field operators in F are evaluated at x* =0, so
that the x* -ordering in F can be ignored. A physi-
cal picture emerges from (7.11) which proves to be
a realization of Feynman’s “parton ideas.”® In this
picture the incoming electron is composed of bare
constituents, which, at high energies, interact
slowly with one another. Each constituent is scat-
tered from the external field in a simple way.

And then the constituents again interact among
themselves to form the final state. These three
steps are described by | Ua), F, and ( Vb|, re-
spectively.

Based on this result of Bjorken, Kogut, and
Soper,'® and Lee,?! we would like to propose a
model for scattering between two energetic parti-
cles. In this model one of the two particles serves
as the external field for the other and vice versa.
We will assume that the scattering takes place in
the center-of-mass system. The model can be
characterized by the following proposed expres-
sion for the scattering amplitude of the scattering
between a right-moving particle a and a left-
moving particle b which produces a right-moving
group of particles n, and a left-moving group of
particles n,:

Sfi=<V+na‘<V-nb‘FabIU+a>|U_b)y (7-16)
where

U,=U,(0, =»),

V+ =U+(°°’ O)’

(7.17)
U. =U-(0) _°°) ’

V_=U_(»,0),
with

13

UL, )= exp i [ (2]
*2 (7.18)

U_(x,',x;)=T‘exp|:—ij-ld“xJC,(x)} ,
x3

ordered according to x* and x~, respectively. The
operators U, and V, act on the right-moving parti-
cles, and U_ and V_ act on the left-moving parti-
cles. The operator F,, describes the interactions
between the two groups of partons associated with
particles a and b, and has the general structure

Fa=exp| ~i [ Exyo,@o&-7o_@),

(7.19)

where

o+(;?)=%f dxji(x* =0, %, x7),
(7.20)
o_(§)=%f dx*j; (x*, %, x~=0),

and ¢(X -¥) is a real potential. The current j}
acts on the right-moving particles and j; on the
left-moving ones.

In this model the right-moving particles are
described by a quantum field theory quantized on
equal-x* surfaces, and the left-moving particles
are described by another quantum field theory
quantized on equal-x~ surfaces. It is not clear
whether one can derive such a formula (7.18) from
quantum field theory since it involves quantum
fields quantized on different surfaces.

Nevertheless, the model defined by (7.18) re-
produces the leading contribution in each order of
perturbation in massive QED with the choice

1

m‘g . (7.21)

6@ [ T oS

A covariant version of (7.18) for massive QED
has been derived by Chang®? in this leading-order
approximation. The noncovariant model (7.18) has
the advantage that as long as the potential ¢(X) is
real the model exhibits manifest unitarity in the
s channel. This is readily seen as a result of the
unitarity of the operators U, and V,

T- -1
Us=U." (7.22)
VI =V,
and the property of F,,
Fl=Fy", (7.23)

which follows from the reality of the potential ¢(x).
Equation (7.22) implies
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(7.24)

=1.

Consequently, in the application of the optical
theorem to calculate the total cross section from
the forward elastic amplitude, the summation over
a complete set of intermediate physical states can
be replaced by a summation over the correspond-
ing complete set of bare states. The considera-
tion of the recombination of bare constituents into
physical final states is necessary only when the
scattering into specific channels is interested.
This is a situation very similar to the case in
deep-inelastic electron scattering.?® This dis-
cussion clarifies why the absorptive part of the

T matrix in the forward scattering amplitude

Sarmar={ V,al{ VB Fo|U,a) U _b) (7.25)

is capable of giving the total cross section even
though only the bare constituents enter the sum of
intermediate states when unitarity cut is made.

The model proposed here is an impulse approxi-
mation. On the one hand, because of time dilation,
each of the two energetic colliding particles, when
they are far apart, is regarded as a collection of
almost free constituents. On the other hand, be-
cause of Lorentz contraction, the colliding con-
stituents have almost instantaneous interactions
as they pass through each other. The instantane-
ous interactions are described by the eikonal po-
tential F,, in (7.19). If the wave functions |U,a),
|U_b), etc. are proposed to be energy-independent,
and satisfy the normalization conditions

(U,alU,a’) =8(p; = pa)6*(pa= bar),

etc., then the model will lead to a constant total
cross section. Whether (7.16) is consistent with
Regge behavior as well as other questions can
only be answered by detailed exploration of the
model.?*

(7.26)

VIII. CONCLUSION

In this series of articles an attempt has been
made to provide a better theoretical understanding
of the light-front quantization which finds interest-
ing applications to various physical problems such
as the lepton-induced processes and high-energy
scattering. The most important questions to which
we address ourselves are a general framework for
a consistent quantization of all popular renormal-
izable field theories and the equivalence of the
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light-front formulation to the conventional equal-
time formulation.

Both questions have been investigated in some
detail by Schwinger’s action principle and his
functional-derivative technique. Our study leads
to an affirmative answer to both questions. Thus,
light-front quantization is an alternative to the
canonical equal-time formulation. Other topics in
quantum field theory have been also discussed,
such as reduction formula, Wick theorem, and
spectral sum rules, etc. Applications to current-
algebra sum rules and lepton-induced processes
are only briefly mentioned since they have already
appeared in the literature.?* Feynman’s parton
model® for deep-inelastic electron scattering is
derived in paper III. This derivation utilizes both
the singularity structure of the current commuta-
tor near the light cone and the nonrelativistic
wave-function-like interpretation of the noncovari-
ant perturbation expansion of the U operator in this
formulation.

Light-front quantization appears to be the first
attempt at quantizing field theories on a nonspace-
like surface. The advantage of using a light front
as a quantization surface is obvious. It contains a
line in common with the light cone. By Lorentz
covariance and causality the information about a
current commutator on the light cone can be in-
ferred from its behavior on the line in common
with the light cone provided by the canonical equal-
x* commutation relations. Among other things this
information is valuable to determine the structure
functions associated with the so-called deep-in-
elastic lepton processes.

Furthermore, the trajectory of a fast particle
moving in the positive x® axis is very close to the
normal of a light front x* =x°+ x®=constant.
Therefore light-front coordinates are particularly
suited for describing the motion of fast particles
moving in more or less the same direction. An
intriguing question is: What are the natural co-
ordinates for quantization which are suited for
describing scattering of two energetic particles
moving in opposite directions such as the hadron
collision in the center-of-mass system? The
model proposed in Sec. VI for scattering of two
energetic particles represents an initial response
to such a question. It is not clear how such a
model can be derived or how it would be modified
in a complete treatment.

The advantage of the light-front quantization is
not gained without a price paid for working on a
nonspacelike surface. The price is the singular
behavior of individual terms near p*=0 in the x*-
ordered perturbation expansion of the S matrix.
As a result, for example, the renormalization
program in the noncovariant perturbation approach
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is extremely difficult to carry out beyond the
second-order calculation,!*!7:!8:25 and the vacuum
diagram discussed in (7.10) is not without ambigu-
ity. Nonetheless, the light-front formulation could
still be useful in structure analysis, where only
general properties of the formalism are required
such as unitarity of the S matrix and the singulari-
ty structure of the current commutators near the
light cone.
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