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A field theory is quantized covariantly on Lorentz-invariant surfaces. Dilatations replace
time translations as dynamical equations of motion. This leads to an operator formulation
for Euclidean quantum field theory. A covariant thermodynamics is developed, with which
the Hagedorn spectrum can be obtained, given further hypotheses. The Virasoro algebra of
the dual resonance model is derived in a wide class of 2-dimensional Euclidean field theories.

I. INTRODUCTION

We present a new method of quantizing a field
theory. In conventional quantization, time is se-
lected as the direction of propagation and the quan-
tization conditions (commutators) are imposed on
the spacelike surface f =constant. The recent
lightlike quantization allows the system to develop
along the x*= (x° +x%)/v2 coordinate,! and commu-
tators are given on the surface x* =constant.? The
former scheme has the advantage of closely fol-
lowing physical intuition based on the nonrelativis-
tic Schriddinger equation, and has gained wide ac-
ceptance. The latter technique appears particular-
ly useful in discussions of high-energy behavior,
and commutators on lightlike surfaces have been
profitably employed in this connection.®* However,
neither method is Lorentz-invariant, though of
course the complete theory possesses this prop-
erty.

The approach which we have developed selects
the spacelike surface x%=positive constant =72 as
the surface of quantization, and propagation takes
place in the “perpendicular” direction, i.e., along
x#. Clearly the technique is Lorentz-invariant.
In a sense it is intermediate between time quan-
tization and lightlike quantization: at x® =« our
surface can also satisfy ¢ =constant; at x2=0, our
surface can also coincide with x*=constant.*

Although covariant quantization can be carried
out in Minkowski space or in Euclidean space, it
appears to be more useful in the latter than in the
former. The reason is that in Minkowski space
the hyperboloids x* =72 do not span all of space-

time: as 7% varies from 0 to <, the region outside
the light-cone x*<0 is not reached. Consequently
the propagation of the system in this domain must
be examined separately. A related problem is
that translation generators -~ the momentum op-
erators —are hard to define.® In Euclidean space
this problem does not exist. In this paper we con-
fine our attention to Euclidean field theory.®

Of course the physical content of a theory is not
changed by the choice of quantization surface.
Indeed, as Schwinger and Tomonaga have shown,
any spacelike surface may be used for quantization
purposes, (However, since our surface is not
asymptotically flat one cannot directly make use
of the general Schwinger-Tomonaga result.) Thus
we do not expect to obtain a different Feynman-
Dyson expansion for the S matrix. Nevertheless,
as with lightlike quantization, we hope that our
technique, by organizing the theory in a novel
fashion, will prove itself convenient for analyzing
certain problems and will provide new insights
into the structure of field theories.

For example, there is considerable interest in
relating the dual resonance model to a conventional
field theory.” We believe that our quantization
technique will provide a bridge for the formalism
of these two theoretical ideas — indeed as will be
seen, our method, when applied to 2-dimensional
models, is very similar to that used in dual reso-
nance models. As an application of the general
formalism, it will be shown that any 2-dimension-
al field theory which possesses a traceless sym-
metric energy-momentum tensor gives rise to
the Virasoro algebra,” up to a ¢ number; a result
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which has been observed earlier in special cases.?
This ¢ number is infinite in Minkowski space,
while in Euclidean space it is finite. Furthermore,
a covariant thermodynamics is invented and with
additional hypotheses the Hagedorn mass spec-
trum is obtained.

The paper is organized as follows. In Sec. II
we give a preliminary, general discussion of our
quantization procedure, comparing and contrast-
ing it with the conventional approaches. Also we
explain how a field theory in Minkowski space is
continued to Euclidean space. Explicit covariant
quantization of a field theory in Euclidean space
is carried out in Sec. III, where also a covariant
thermodynamics is developed. 2-dimensional
models are discussed in Sec. IV, and the Virasoro
algebra is derived. Concluding remarks comprise
Sec. V, and various technical computations are
relegated to three Appendixes.

II. GENERALITIES

A. Methods of Quantization

The general approach of Schwinger and Tomon-
aga is based on quantization of a field theory on
an arbitrary spacelike surface. In this context
one studies transformations under an infinitesimal
deformation of the quantization surface. The
customary way to apply this general scheme to
physical problems is by singling out a (1-dimen-
sional) family of 3-dimensional surfaces, and by
introducing one evolution operator which trans-
forms the state vector from one surface to the
next one.

The best known example is when one considers
the family of planes ¢{=constant. In this case the
Hamiltonian operator

H=fd3xe°°(x) @.1)

describes the evolution between different times.
It is useful to consider the most general class
of surfaces represented by the equation

F(x*)=T1 (2.2)
and to discuss the properties of the different op-
erators in this general case. In particular we
shall concentrate on the operators which can be
obtained from the new, improved energy-momen-
tum tensor ° 6*” by means of a surface integral

4= [ do,f,00m0), 2.3)
where
a0,=a L0 o) 7). @.4)

The operator A, corresponds to the infinitesi-
mal transformation

FHO) o 5 8= P, (2.5)

where f*(x) is an arbitrary function of x. This of
course, for arbitrary f*, will not lead to a sym-
metry of the problem. Once a well-defined sur-
face is chosen, the operators A; can be separated
into two classes depending on the form of the func-
tion f*.

We shall call the members of the first-class
kinematical operators if the surface is left in-
variant by the transformation in Eq. (2.5), i.e.,
when

3
6Jfl—"(x)=f“(%)a; F(x)=0. (2.6)
When this does not happen, i.e., when
3
f”(x)a—x'ﬁ F(x)+0, 2.7)

we shall call A, a dynamical operator. Dynamical
operators comprise the second class.

It is easy to see that kinematical operators have
a very general significance since their expression
in terms of fundamental fields is independent of
the interaction Lagrangian £™. Indeed in the case
in which

6,69 -g,,&™ 2.8)

the interaction part of A; is

ap == [atx 2O or ) - 1) prre )

=0. (2.9)

We thus see that, when Eq. (2.6) holds, A" van-
ishes.

Although there is no a priori limitation in the
choice of the family of surfaces, in practical ap-
plication one is guided by the desire to give a
fundamental role to the operators of the Poincaré
group:

P, corresponding to fh(x)= gk, (2.10a)
Myg corresponding to fhs(x) =x,8% —xgk.
(2.10b)

Let us examine the choice of surfaces which have
been used in the past literature.
(1) The family of planes

F(x)=t=7.

The six operators, 3-dimensional momenta P',
and 3-dimensional rotations M are kinematical,
whereas P°=H and the Lorentz boosts M° are dy-



1734 S. FUBINI, A. J. HANSON, AND R. JACKIW K

namical. We have already seen that H = P° is the
evolution operator between different planes.
(2) The family of lightlike planes

1
F)=xt=— (x°+x%)=7.
%) V2
The six operators

P, pP% pt= :/1? (P°+P3),

M12’M+i = % Wof +M3¢)

are kinematical; the remaining four are dynami-
cal. The evolution operator is now

p-= - P%).

1 0
\/'2— (P

(3) A third possibility, which will be the basis
of this paper, is a family of hyperboloids which
are of course invariant under any Lorentz trans-
formation.

Fx)=x2=712%,

In this case all six M*" will be kinematical opera-
tors, whereas all four translations will be dy-
namical. This means that we shall have explicit
contribution from the interaction Lagrangian to
both energy and momentum. This is the price we
shall have to pay for the Lorentz invariance of
the scheme.

In our theory it will be important to discuss all
15 operators of the general conformal group. We
shall thus also consider in addition to the gen-
erators given in (2.10)

D corresponding to f*(x)=x*, (2.11a)

K, corresponding to fi(x)=2x"x, -ghx?.

(2.11b)
A special feature of our surface is now easy to
see. Since the hyperboloid x2 =72 is invariant
under the transformation

x%0M — (2xH xo — ghx%)0 %, (2.12a)
the operator
x2pH —K¥ (2.12b)

is a kinematical operator and its form does not
depend on the interaction Hamiltonian.

In our case the dilatation operator D will be the
evolution operator in 7. In other words if one
wishes to proceed from one surface at x® =72 to
another at x? =7, this is done by a scale trans-
formation. It is important to realize that no as-
sumption of scale invariance is being made. Of
course in a scale-noninvariant theory D will de-

pend explicitly on 72, just as P° depends explicitly
on ¢ if the theory is not time-translation invariant.
This in no way changes the fact that D (corre-
spondingly P°) generates the “equations of mo-
tion.” Of course the formalism is simplest if
scale invariance is a symmetry so that D is in-
dependent of 72. We shall assume therefore that
no scale-breaking terms (masses, dimensional
coupling constants) are present in the Lagrangian.
This simplifying assumption does not put into
question the general approach; one can treat mass
terms and other scale-breaking interactions per-
turbatively.

Another object of great importance in the dis-
cussion of the evolution of the system is the prop-
agator function. This is given by the vacuum ex-
pectation value of the ordered product of two
fields, where the ordering is along the direction
of propagation: time ordering or x* ordering in
the familiar examples. For us the ordering will
be along the surfaces x2=72, One may define a
space conjugate to position space — momentum
space is traditional. The propagator has a spec-
tral representation in that space: It is the sum
of poles at the eigenvalues of the evolution opera-
tor. Since we shall be systematically using polar
(instead of Cartesian) coordinates, the conjugate
space in our theory will be determined by angular
momentum and dilatation (instead of linear mo-
mentum). We shall define our conjugate space in
detail below. Nevertheless the propagator re-
tains its spectral form: It is a sum of poles at
the eigenvalues of our evolution operator - of the
dilatation generator. Evidently in free-field the-
ory the eigenvalues are integers or half-integers,
given by the scale dimension of appropriate quan-
tities.

B. Euclidean Field Theory

Since this paper will concern itself with the ap-
plication of our quantization procedure to a field
theory which has been continued from Minkowski
space to Euclidean space, we indicate here how
this continuation is performed. We replace x, by
ix,. For every field in Minkowski space ¢ (x,,X)
we define a corresponding field in Euclidean space

é(x,y, %)
¢, %)=06t,%). @.13)
The d’Alembert operator

00 (x) = 0,2 -~ V2) (x) 2.14a)
now becomes?!®
Gp(x)=(2+92)d(x). (2.14b)

Similarly the Dirac operator
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iYh8, (x) = ("0, +i7° VY (x) 2.15a)
becomes

Wo,h(x)= ("8, +7 V(). (2.15b)

The Dirac matrices in Euclidean space are given
by $%=9°, ¥ =iy. They satisfy {3, 3} =26

Evidently a real (Hermitian) field in Minkowski
space is not real in Euclidean space as is seen
from (2.13). The question of Hermitian conjuga-
tion in Euclidean space will be considered in de-
tail below. Here we merely remark that if the
field ¢ is complex in Minkowski space, we define
by (2.13) separate continuations into Euclidean
space for ¢ and ¢*. (It is of course always pos-
sible though not necessarily opportune to decom-
pose a complex field into real fields.)

One may verify that the following definitions in-
sure that the conformal algebra in Euclidean space
is of the same form as in Minkowski space with
g" replaced by 6+V.

13“=iP°, 13’=—Pj,

14 —ingio  frik - ir
M =M, B =M%,

. 2.16)
D=D,
K*=-iK° R'=K'.
The transformation law for the fields is
i(P, d)]=0"d (),
i1, ¢ ()] = (x# 0¥ —x" M) (x) +2H § (x)
@.17)

i[D, $()]=x,04 p(x) +d$ (x),
i[R*, ¢ (x)] = @xHx* = x26H )3, (x)
+2% o (d 6 = ZM)B (x) .

The spin matrix for the fermion field is Z*
=3[¥*,7"]. InSec. Il we shall show how the
generators (2.16) are constructed from the fields
é.

Finally we postulate that in Euclidean space the
free, massless propagators are given by the con-
tinuation of the Minkowski propagators, and fur-
thermore that the propagator is ordered along the
direction of propagation, that is along the radial
direction.!! (It will be seen later that this radially
ordered product is a familiar object: It is the 4-
dimensional operator generalization of the well-
known multipole expansion of the Coulomb poten-
tial.)
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D (x,y) = (O|R$ (x)$ (3)|0)
=6/(x -y2)(0|d (x)$ (3)|0)
+6(y% = x2)(0|$ ()6 (x)|0)

L1
_4,”2 (x__yz ’

S(x, ) = O|RY ()3 (5)|0)
=0/(x% = y2)(0|{ (¥ )P (»)|0)
-8 (% = x2)(0[3 () () |0)

I S VPSS
TR AT

(2.18a)

(2.18Db)

The explicit expressions for the propagators are
true in 4 dimensions. Our entire quantization pro-
cedure is based on the requirement that Eqgs.
(2.18) are valid. In the following, we shall omit
the caret whenever this causes no confusion.

Starting from the expressions (2.18) for the R-
ordered products it is now possible to obtain the
equal-r algebra of our fields. It is convenient to
introduce the following notation. Define the angu-
lar derivative

MV =7 (x* a¥ = xVa¥) (2.192)
and its norm
L? =§l‘“‘lw . 2.19p)

The d’Alembertian may now be represented as

5= 4[] - @y,

(For details see Appendix A.) Applying the O op-
erator on both sides of Eq. (2.18a) we get

0,(0| R (x,) (x,)|0) = =6%(x, —x,) . @.21)

Recalling that ¢ (x) obeys the free massless equa-
tion

(2.20)

O¢(x)=0 (2.22)
and introducing polar coordinates

rP=x2 42,2+ X2 +x 2,

=y, (2.23)
it is easy to obtain

Ol[x 0, @), x (r, @,)]|0)y=0,

©O|[x o, @), x (v, a,)]| 0y = =6%(a, - @), (2.24)

Ol[x b, a,), X (r, @,)]|0)=0.
Here we have introduced the notation

X, @)=ro ),

(2.25)

. _d
X(rs a) - dlm,)((", a) .
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The & function is defined on the sphere
[da s (@)@ - )= (@)

Similarly applying the Dirac operator 3, on both
sides of Eq. (2.18b) and defining

£, @) =r3(x), (2.26)

one gets
O{0r, o), £, a)}0) =*a,0%(ay = @) . (2.27)

(In Appendix A we give the details.) If the natural
assumption is made that the equal-» commutators
(anticommutators) are ¢ numbers we finally ob-
tain
[x@r, ), x(r, @,)]=0
= [5((7', al)’ i(’% (12)] ) (2 -28)
[xOr, @), x (r, &,)] = =6%(a, ~ @,),
{¢ r, o), @, az)}=0
={&@, @), Er, @)},  (2.29)
{E (’)’, a]_)’ E(’V, az)} = Yuaubs (al - (12) .

We wish now to discuss the properties of our
field under Hermitian conjugation. Let us con-
centrate on the boson field x (», ). We notice that
the right-hand side of Eq. (2.28) is real. This
means that x (r, @) cannot be an Hermitian opera-
tor. We postulate that the field y (r, a) satisfies
the relation

X', @)=x(1/7, a) @.30)

which is consistent with (2.28). This postulate
will have far-reaching consequences. As we shall
see in Sec. III the momentum operator P* will be
the negative of the Hermitian conjugate of the con-
formal operator K*.

Let us observe that the angular variables «
here play the role of space variable of ordinary
quantization, whereas the radius 7 is the analog
of the time variable - propagation occurs along 7.
To make the analogy more precise, introduce the
proper time o defined as

r=e', 2.31)

If we consider the operator y as a function of ¢
and « then the nonvanishing commutator in (2.28)
becomes

[;g; x(o, ), x (0, az)} =—i6%(a, - a,) (2.32)

which is formally similar to the equal-time com-
mutator of conventional quantization. Notice now
that the Eq. (2.30) simply says that the operator
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| =3

x(r, @) =x(e*, a)

is Hermitian for real o. Another advantage of the
further continuation (2.31) will emerge when we
consider in Sec. III matrix elements of products
of our Euclidean field ¢ (x). It will be seen that in
our theory it is possible to define simply only R
ordered products, while unordered products do
not exist for all ». However, on the unit circle

7 =¢*° both ordered and unordered products may
be unambiguously defined.

Finally we remark that the commutators (2.28)
and (2.29) can be obtained directly from the usual
canonical formalism. For example for the scalar
field, we consider the action

I=%fd4xau¢3u¢=_%fd4x¢[}¢. (2.33)

When the d’Alembertian is represented as in
(2.20), the action is

_é‘[;md—:-fdax('r, a)[(%)z— (L2+1):]x('r, a)

5T awmrf aof (o x) exae? . e3e

Clearly we should identify the canonical coordinate
to be x and the canonical momentum as dx/d Inr.
This then leads to the commutators (2.28), up to
the constant normalizing the & function. That con-
stant is a matter of convention. Settling upon the
convention of (2.28), we must insert an additional
factor of ¢ in the conventional (Noether) definition
of infinitesimal generators.

I

III. LORENTZ-INVARIANT QUANTIZATION
OF A SCALAR FIELD

A. Expansion of the Free Massless Field
Let us consider a free, massless scalar field

¢(x) obeying the d’Alembert equation in 4 dimen-
sions

U¢(x)=0. 3.1)
As before we shall introduce polar coordinates

at=xt/r,

al=cosb,

a®=sinf cosy, 3.2)

o =sind siny coso,

a®=sind siny sing,
and define

X, @)=r¢ (x). (3.3)
It is possible to rewrite Eq. (3.1) with the help of
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the angular derivatives I*’ and L*=3I""[ , given in X, @)= 2 i Z &1 ()Y 1 (@) . (3.5)
(2.19) 1=0 n=0 m==n
d \? . The Y, (@) are a complete, orthonormal set of
[( dlnr> - L%+ 1)} x(r, @)=0. (3.4) eigenfunctions of L?.
a)=1(1+2)Y;,.(a 3.6
We can now expand x (7, @) in a series of 4-di- LY, (@) = 1 Yim(@). 3.8)

mensional spherical harmonics Y, (a) They are given explicitly by

Y 1am @, ¥, @) =N, ,me ™ (sing)"Crti(cosb)(sing )"C™ 22 (cosy), 3.7)

where C}(z) is a Gegenbauer polynomial and N, is a normalization factor. In Appendix A we list various
properties of Y,,,(a) and define N,,,. The spherical functions obey the completeness relations

fda Y‘*"m(a)Yll"Iml (a)=61116'm16mm/, (3.83)

E Y?(mn (a)Ylmn ((!’) =6° (a - a’) . (3.8b)

and the addition formula

Z ¥im (@) (o) =53 Ch (). 3.9)

Here C}(w) is the Gegenbauer polynomial, defined by the expansion
f; BC (w) = (1 - 2wt +£2)"Y,  |t|<1. (3.10)

Let us now substitute (3.5) into (3.4). Using (3.6) we obtain for g,,, () the simple equation

whose general solution is of course
Eiam 1) = g7+ g2) = 1) 3.12)

Therefore we can cast (3.5) into the form

r- -(1+1) 7,I'H.
X(r a) Z {alnm (Zl 2)1 Y?nm(a)"'a(ltr,m (Zl+2)l 2 Ylnm(a):l ’ (3'13)

where Y and Y* are introduced in order to insure simple Hermitian and algebraic properties for a{® .
If we compare (3 13) with our definition (2.30) of Hermiticity we readily see that a{*) is the Hermitian

inm
conjugate of a¢;)
afom=laiinl". (3.14)

We also notice that the expansion (3.13) for x (, @) has the form of a Laurent expansion. This means that
the definition of x (r, @) as a function of » is a very delicate one. We shall see later that only the R-ordered
product has a clear, unambiguous meaning.

A very convenient way of handling the » dependence is to use the time variable ¢ = —i In7, defined in Sec.
II. In the variable o (3.13) takes the form of a Fourier expansion

<) -lo(l+1) io(l 1)
X (r a) g’; [almn (2l+2)" Ytnm(a) +a lnm (2l +2)1 Ylnm(a)] (3.15)
Equations (3.15) together with (3.14) show explicitly that x (r, @) is Hermitian for real values of o.

Let us now investigate the algebraic properties of our operators. We shall postulate the fundamental
commutators

(@, a0 ]=0, (a3, @] =6,8,00, 0 (3.16)

Using the completeness relation (3.8) it is easy to obtain from (3.16) the fundamental equal-» commutation
relations of Sec. II.
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| =3

[x O, &), x (r, ;)] =0=[k(r, 2,), X (r, @,)]
[5( (7’, a1)1 X(r, az)] = _éa(al - (12), (3 .17)

. d
X, @) =T X a).

The operators of the conformal group Egs. (2.16) are given by conventional Noether formulas in terms
of the new improved energy-momentum tensor ©*”, with an additional factor of i{ which is necessary to en-
sure proper commutation relations. The integrations are over the quantization surface x® =72, Since the
generators are surface-independent, > may be set to 1. Thus for example the dilatation generator is

D =i [ % 8(2 - 1)2%,%,0"(x)

=ifda a,a,0M(1, a). (3.18a)
In terms of the creation and annihilation operators, D is diagonal.
D==i )5 (1+1)al) als) . (3.18b)
Inm

For the remaining generators, the formulas are

P~=ztfda a,em(, a), (3.19)
K~=if do{20 0,09 (1, @) - @, OH(1, a)] , (3.20)
M"”:if dalata 0¥, a) - a’a O*“(1, a)] . 3.21)

Notice that the special kinematical operator introduced in Sec. II, Eq. (2.12) has a particularly simple
form

L(pH —KH) =ifda(5w- aa’)a e, (1, a). (3.22)
Also we construct the complementary combination
3 (PH+KM) =ifdoz *a®a®0 4 (1, @). (3.23)

The expressions for the generators (3.19) to (3.23) in terms of creation and annihilation operators are ex-
tremely complicated in our basis; we do not present them here. (We do display these formulas for the 2-
dimensional case, see Sec. IV.) It is easy to show however from the definitions (3.18) to (3.21), as well
as from the formula for 6*

OH=dkpaYD — 61V 38%d 0 +4(6H0 — 9F6Y)p? (3.24)
that the Hermiticity condition (2.30) implies that
©)"=-D, @G1*)t=Mm,

(3.25)
PT=-k*, KH'=-pPH.
Since D is anti-Hermitian, it is useful to define the Hermitian operator A
A=iD=3; (+1)alt) al>) . (3.26)

Inm

B. Vacuum Matrix Elements

Next we define the vacuum state |0}, as being annihilated by all a{;) operators.

Inm

afml0)=0. 3.27a)
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With our definition (3.14) of Hermitian conjugation we also have

©lat = (3.27b)

We now compute the vacuum expectation value of the product of two operators. Using Eqs. (3.13), (3.16),
and (3.27) it is true that

Ot atr, a0y =32 (32 ) 5 Ym0 ) (3.282)

By the addition theorem (3.9) it follows
T i
(0‘3& (7'1 ) 0‘1))((7'2: az)’(’) = ZF ;j - (V ) Cl(al 'az) \3.28b)

Notice that the above expressions are convergent only when »,/7,<1. This means that the matrix element

Olx(ry, a,)x(r,, @,)|0) is defined only for »,>7,. Under this condition the series in (3.28b) can be summed
[see (3. 10)] and we obtain

N 7,7,/ 4n?
<0[X (71, a]_)X(yz, 0!2)|0> - ’V 2 _2,’,17.2&1 'Q2+1’22 ’ (3 28 )
.40C
1
0j¢ (x,)9 (x,)|0) = I 2 o, - )z ’ V> 7,.

The product of the two operators in the reverse R order can be simply obtained by interchanging V=7,
@, = a, in the above argument. We thus get

Ol (2, (s, )[0) == 2:1::{,:7; s 5250
01669 )10)= 113 v

Equations (3.28) can be combined to give
00, =7 XO16 (6,)6 ()10) 467, =016 ()0 ()0) = g7 o (3.29)

which is the fundamental R-ordered product postulated in Sec. II. We see that whereas the product of two
operators can be defined only under certain conditions, the R-ordered product can be defined unambiguous-
ly everywhere.

If we perform the further continuation » —~ ¢, whose virtues we have appreciated already, it becomes
possible to define matrix elements of products of fields for all real 0. This merely reflects the fact that

on the unit circle » =1, our products (3.28) can be defined. We hope to explore this further continuation
of field theory in the future.!?

C. Spectral Representation of Propagator

Equations (3.27) to (3.29) can be combined to give a beautiful expression for the propagator. Let us
start from the expansion

1 r - Y - I
Dy, %) =52 o Z 575 o ()Y )L9(rl ;72) (fz) Nl 2’1)/3;) } : (3.30)

7 " L) \ 7

(The analogy of this to the expansion of the Coulomb potential in multipoles is clear.) Using the identity

1™ elvinr  gitig( ). g-Grg(, 1)
;J_m YT UAIR T 1+1 ’ @0, I>-1, 8.31)

we can cast {3.30) in the form

' 1 1 (x5)
Dx,,x,)= e m [ dy%; iy :%l—_‘_—ll')"'z'"—z- , (3.32)

where the functions



1740 S. FUBINI, A. J. HANSON, AND R. JACKIW 1

F)'lmn(x):r‘y-lylmn(a) (3'33)
define the transformation between the coordinate space and the conjugate (yInm) space in which the dimen-
sionality y and the angular momentum variables (Inm) are diagonalized. In this new space, particularly
convenient for dilatation-invariant problems, the propagator is diagonal. It is

D (‘Y1 l) n’m)=F(IT+—l_)—i . (3.34)

This 4-dimensional (ylmm) space plays the same role in the present context as 4-dimensional momentum
space in the usual quantization schemes.

The pole structure of the propagator at y =+i (! +1) is easily understood. We note from (3.16) and (3.18)
that a{’), has the scale dimension I +1

i[D,af) =@ +1)al),. (3.35)
Hence the “single-particle” state
jInmy =a$?) [0) (3.36)

is an eigenstate of D with eigenvalue —i(/+1). Thus the propagator in our conjugate space has poles at the
eigenvalues of the evolution operator, in complete analogy with the situation in momentum space for or-
dinary quantization.

D. Development of the System in the Presence of Interactions

When interactions are present, the equation of motion for the field @ (x) is
0@ (x) =n(x), 3.37)

where 7(x) is the source. One may impose the free-field canonical commutation relations (3.17) on @ (x)
at equal ». The field x =7® is expanded as in (3.5)

X, =3 2B
inm

As a consequence of the field commutators, the operators AJ’ (r) satisfy the following commutation rela-
tions at equal »:

[AT.0), A )] =0 =[AT,0), Avs ()],

(A @), A7 ()] = (1)1 @1 +2)8,,16,0 s (3.39)

(3.38)

. d
A;""(T) = le Arn(?') .
The equation of motion for A7, (r) is
d 2
[(d—ﬂ) - (l+1)2].4;';,(7’)=77,":,(7’), (3.40)
where 717, (r) is the expansion coefficient of the source in the radial basis
nr)=r3(21+ 2)1’2f daYy,.(am(x).

These formulas may be cast into a form closely resembling the free field case. Define

Afon ) =;; [A;'L(r)q%l gﬁl—,:AT,.(r)] ; (3.41a)
~1)m
Al (r) =% [Ar;"@’) - ,—1—1 gl‘—i—; Apr (r)] . (3.41b)

Thus we have

A=) +)
x 0, a)=:L,: (z—llf%‘)ﬂrm(ah (‘—;-ZLTZ%%Y,M(&) , (3.42)



|3

NEW APPROACH TO FIELD THEORY 1741

[A(i)

Inm

), ALy e )] =0,

(3.43)
[A(-} ('r), A(+) r(r)] =6x116’m15mm' )

Inm 1'n'm

d
dinr

~1)m¥m)/2
( 23+2 i) . (3.44)

AP )=x1+1)AY )+

nm

It is not difficult to convince oneself that in a scale-invariant theory 7}, (») does not depend explicitly on
¥. Consequently there is no region of » in which scale-invariant, renormalizable interactions can be ig-
nored in Eq. (3.44). This is the origin of the well-known “anomalous” breakdown of formal scale invari-
ance in renormalizable theories.!® If the interactions are not scale-invariant but all are superrenormaliza-
ble then 7}',(r) will have an explicit » dependence involving positive powers of ». Nonrenormalizable inter-
actions lead to explicit negative powers of 7 in 7], (). Consequently for superrenormalizable interactions
there should be no anomalous scale-symmetry violation since 0}, (r) vanishes at » =0.

The role of the dilatation operator as the evolution operator is again apparent. From the canonical com-
mutation relations it follows that!*

i[D,®(x)] =59, (x)+® (x). (3.45)

[When the theory is not scale-invariant, D will depend explicitly on », and (3.45) is valid only at equal 7.]
Also we have

A(i)

01D, A3 )] = 71 A (0)

Inm

(__1)(mxm)lz

=;{:(l+1)A(i) (r)i—wn,*,,"‘(r). (3.46)

Inm

To solve the equations of motion (3.46) we define the operator U(r, 7,) by the equations
8 . in
m U(‘V, ro) = "lDI ‘(’I’)U(‘V, 1’0), U(ro ’ ro) =1 > (3 -47)

where D™ (r) is the interaction part of the dilatation generator, constructed from the free fields ¢. In a

familiar fashion, one proves that Ulr, ) A, (*)U -1 (r, 7,) satisfies the free-field version of (3.46) and that
Ulr, 7))@ W)U~ (r, 7,) is a free field.
Integration of (3.47) gives

(T dr' int /s
Ulr, 7,) =R exp [—zf 7,—D o), (3.48)
To
where the R ordering is along the spheres. Recalling the definition of D™, we see that
(TAY in . (Tdr’ in
—lf TDI (T')=—lf deo“:n:,'(x)
To Yo
__(Tar 4 2 12Y\9. [ Un int
== roT d%x 0 (x* = 7'%)2x* [ix"0 J(x)]
T dr! 4 2 int
== - d% 6 (x® - ¥'2)2r"2™ (x)
To
= —f dix £™(x),

"o

S (3.49)
Ulr, r,) =R exp [—f dix £ (x)] .

To
The integration is over all space bounded by the spheres r%> x2> 7,2,

Thus we have regained the Schwinger-Tomonaga result that the evolution of the system from x2 =7, to

x%=72 is governed by the ordered exponential of the integral of the interaction Lagrangian. Clearly the S
matrix is U=, 0).
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S=R exp [— f dix ,,Bm(x)}

=i——(;1! )"f dtxye s d¥, RE™ (x)) + - £™(x,) .

n=0

(3.50)

Applying Wick’s theorem to this, we regain the
familiar Feynman-Dyson perturbation theory.
Thus we see that our quantization procedure is
entirely successful and consistent with the con-
ventional approach.

The evaluation of the perturbation series may
be carried out in position space, or in our con-
jugate (ylnm) space. Calculations in the (yinm)
space are especially convenient for conformally
invariant interactions. We hope to return to the
questions of divergences and renormalization in
this conjugate space in a future publication.!®

E. Nature of the Level Spectrum —
Covariant Thermodynamics

It is clear that the dilatation operator D plays a
fundamental role in our theory: It substitutes for
the Hamiltonian as the evolution operator, and the
states are eigenstates of it. Consequently if we
wish to study the spectrum of states and to de-
velop statistical methods based on our quantiza-
tion technique, we are led to the problem of count-
ing the number of levels corresponding to any
given eigenvalue of A =iD.

We have seen already that the “single-particle”
state |lmm)=a}) |0) is an eigenstate of A with
eigenvalue (! +1). Since the range of the “mag-
netic” quantum numbers»n, mis I=2n =0, n>m
= -, the degeneracy is

1 n 1
2 24 =20 @n+1)

n=0 m=-n
=(I+1). 3.51)

It will be instructive to carry out the treatment
in a space with arbitrary number of dimensions 6.
In this case it is easy to see that A will have the
form

. 5
A =ZZ<Z+ : 2>a<,+,}a<,;> , (3.52)

where [ is the total angular momentum quantum
number, u represents the ensemble of magnetic
quantum numbers, and a3 are the expansion op-
erators for the dimensionless boson field in 6 di-
mensions, x(r, @)=7‘2"2¢(x). (For details, see
Appendix B.) The application of the above formula
to the 2-dimensional case requires further modi-
fications, due to the appearance of infrared di-
vergences, related to the zero dimensionality of

| =3

the field. This will be further discussed in a
future publication.!® We anticipate however that
if we disregard the contribution to the 2-dimen-
sional A of the zero-dimensional solutions —con-
stants and logarithms —of the Laplace equation,
then the above formula is valid. Note in that case
the sum beginc at I=1. (For 2-dimensional fer-
mion theories, discussed in detail in Sec. IV, this
problem does not arise.)

Let us denote by a; (/) the single-particle-state
degeneracy in the 6 -dimensional case, i.e., the
number of independent operators a§) correspond-
ing to fixed value of /. The formula for a,(l),
which generalizes (3.51) to 6 dimensions, is de-
rived in Appendix B. It is

20+6 -2 (1+6=2)!
1+6-2 11(6-2)!

a,(l)= (3.53)

which reduces to the usual results for 6 =2, 3,

and 4
a,()=2, 1>0
a,(l)=21+1, (3.54)
a,)=@10+1)%.

We now wish to study the general problem of the
degeneracy of the “many-particle” states. This
can be done by means of a generating function.

F(B)=Tre-82, (3.55)

If we denote by d , the different eigenvalues of A
in the many-particle states and by g5 (V) the de-
generacy corresponding to each eigenvalue, (3.55)
is equivalent to

F(ﬂ)=f) gsW)e=Bin, (3.56)
N=0

Alternate expressions for F(3) may be obtained
from its definition, see Appendix B.

InF(B) =_i g (1) Infl —e-80+(G-2721} (3 57)
1=0
(& 1] B2y omBn2 ]
InF(B) =2y ;[(—e‘mz—_—é—-m (3.58)

When 6 =2, the sum in (3.57) begins with /=1,
while the term in square brackets in (3.58) is de-
creased by 1.

Before proceeding, we observe from (3.55) that
F(B) is a partition function where 8 plays the role
of inverse temperature, g ~1/T, and A is the
analog of the energy operator in the usual theory.
This is as it should be — we have repeatedly em-
phasized that the dilatation generator replaces the
Hamiltonian in our method. We are therefore in
a position to develop a thermodynamics, which is
manifestly covariant. The thermodynamical tech-
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nique can then be applied to an evaluation of g5 (V).
An alternate, analytic evaluation of g4 (V) is given
in Appendix B.
We are thus led to define the “free energy” by
A:—élnF(B). (3.59)
A is related to the “entropy” S and to the “internal
energy”’ U by the well-known equations

)
s=32%A, (3.60)
U=A+%S
sl mF (3.61)
-——55 n (B) .

Since we seek g, (N) only for large N, we are ef-
fectively in the high-temperature limit T -« or
B8-0. In this region the “entropy” should be iden-
tified with Ing (V) and the “internal energy” with
the dilatation eigenvalue d,. Furthermore the as-
ymptotic form for F(B) as 8~ 0 is easy to obtain
from (3.58)

InF(B)—-C(6)8*"?, (3.62)

where C (%) is twice the Riemann zeta function

c(a):zf;ln-ﬁ, (3.63)
c@)=37%,

C(3)=2.40.. ., (3.64)
C@)=%n*.

Hence we get from (3.59)-(3.62)

A—--C0)B"°, (3.65a)
S~8C(6)8L-%, (3.65b)
U-(G-1)C)88. (3.65¢)

Eliminating the temperature 1/8 between (3.65b)
and (3.65¢c) gives the final result

S~ 6(6 - 1)"'“1/6[0(6)]” 6U1-1/6 . (3.66)

With our physical interpretation for S and U we
finally derive

lngé(N)-oé(G _1)—1+1/6[C(6)]1/6dﬂ1-1/6 (3.67)

which for the usual cases 6=2, 3,4 is

27
g, N)~ exp<‘/.—3_ d,,”2> s (3.68a)
&3(N)~exp(2.5d,%?), (3.68b)
g4(N)~exp(2.1d,%4). (3.68c)

This same formula is obtained in Appendix B by

an analytic evaluation. The agreement between
the two methods shows that our development of
covariant thermodynamics is consistent and suc-
cessful.

F. Discussion and Speculation

The degeneracy formulas, which we have de-
rived, correctly describe the level density of
states in our quantum theory. It is tempting to
compare them to the Hagedorn level density,
which is realized in dual models,

N =exp(cVm?) (3.69)

where m? is the mass of the levels.

It has previously been observed that one can ob-
tain Eq. (3.69) in a field-theoretic context if the
following two steps are taken'”:

(@) The field theory should be confined to two
space-time dimensions.

(b) A new “law of nature” is postulated relating
mass with dimensionality.

dy=cm?, 3.70)

It is clear from (3.68) and (3.70) that the Hagedorn
formula follows. Of course both assumptions are
ad hoc and cannot be justified at the present time.
Nevertheless these two postulates may be the
starting point of a new theoretical scheme for par-
ticle physics.

Pursuing this line of speculation, we wish to
emphasize that if (3.70) is accepted, then only the
2-dimensional distribution function (3.68a) can re-
produce the Hagedorn spectrum, and the constant
¢ in (3.70) becomes proportional to the limiting
temperature.

The circumstance that 2-dimensional models
are in some way relevant to particle theory of the
4-dimensional physical world seems to be a very
important though not understood feature of nature.
Historically the first observation of the relevance
of a 2-dimensional transverse space occurred in
the analysis of multiparticle production in the
“pionization” region.!® A consistent, satisfactory
description of single-particle production in this
region is obtained by cutting off large, transverse
momenta and using simply the longitudinal, 2-
dimensional phase-space factor dE/E. More re-
cently, the success of the parton model in inter-
preting many of the important features of high-
energy reactions has called attention to 2-dimen-
sional field theories as a means of describing the
parton distribution functions.!” Indeed it was in
this context that the relation (3.70) was first sug-
gested. Finally, recent investigations of dual
resonance models make essential use of the gen-
eral formalism of 2-dimensional field theories.”
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This collection of facts leads us to exhibit a de-
tailed application of our techniques to 2-dimen-
sional field theories.

IV. TWO-DIMENSIONAL FIELD THEORIES

Field theories in 2 dimensions have been first
introduced as an interesting theoretical laboratory
where explicitly solvable models can be studied.
More recently, however, the interest in such
models has become much less academic, for rea-
sons that were explained at the end of Sec. III.

We apply our formalism to 2-dimensional field
theories and demonstrate that our Lorentz-in-
variant quantization rules in Euclidean space lead
directly to the operator structure present in dual
models.

It has been recently shown that the higher mo-
ments of the energy-momentum tensor, in a large
class of 2-dimensional field theories, obey es-
sentially the Virasoro algebra.”® However, with
a conventional approach, some difficulties persist
in the interpretation of various integrals. With
our formalism, we can obtain a clear, unambigu-

J

1. Free boson field.

|=a

ous derivation of the Virasoro algebra, without
the difficulties previously encountered.

Another point of contact between the present ap-
proach and dual models is seen in the structure of
the R-ordered product appearing in our Euclidean
perturbation theory, Eq. (3.50). This is identical
to that of the operator form for the integrals in
the n -point Veneziano formulas.

A. Two-Dimensional Conformally Invariant
Field Theories in Minkowski Space

We review the quantum properties of conformal-
ly invariant 2-dimensional field theories in Min-
kowski space, with special emphasis on the large
symmetry group which is related to the Virasoro
algebra. We show that there exist inevitable in-
finities in this formalism which are removed by
our Euclidean quantization. Some of these results
are well known; we include them here for com-
pleteness.

Examples of conformally invariant field theories
in 2 dimensions are the following:

L£=30,004 0, OM=0"pa'P —3g % d0. (4.1)
2. Free fermion field.

£=3B,y,  OM =i (Y Y + Py Bk y). 4.2)
3. Gradient coupling model.

£=39,004 + 38,9 APy 98,0,

O =0kpBYD +3i (Y0 Y + Py B ) =3 A (PP P37 + Py pore) —+ g h 0, $0%. (4.3)
4. Thirring model.

L =P AW, OF =5 (3B + Ty ERY) = A g M By et - (4.4)
5. Generally covariant string model.'®

£ =[3(€,,,0"9 4879 %) (€5 0%p 40 8 B)]1/2

= (detg,p 43,0412, (4.5a)

Here ¢"” is the totally antisymmetric tensor, €™ =1. The indices A, B describe some additional degree of
freedom and are summed over. (In applications to the dual model, A, B refer to physical space-time!® —

one may of course allow models I-IV to possess such further degrees of freedom also. It should be em-

phasized that in the field-theoretic string realization of the dual model, the 2-dimensional space does not
correspond directly to physical space-time.) The string model leads to an energy-momentum tensor

eulJ:El[a)\(pAa)\q)B(auq)Aavd)B _%guuao(pAaO(pB)_ 3)‘(1)'48)‘(#‘(3”(1)53”(1)5 _%guuao(bﬂaod)a)]

(4.5b)

which vanishes identically. This is best seen when the uv components are explicitly set equal to + and —.
The reason for this behavior will emerge below; see also Appendix C.
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For all these models, the energy-momentum tensor is traceless and symmetric. This may be verified
with the help of the equations of motion. (For the string Lagrangian the statement is of course vacuous
since 6#Y =0.) We now observe that any current of the form J%(x) =6*’(x) f ,(x) is conserved, provided that
f* satisfies 2°

8, £, 48, £, =8y 0af *=0. 4.6)
The proof is simple.
3,7% =8,0"1,)
=6y, f,
=64 (3, £,+9,f,)
=6“”§guuaaf°‘=0. 4.7)

In deriving (4.7) we used the conservation, symmetry and tracelessness of 6", as well as (4.6).
Since we are in 2 dimensions, Eq. (4.6) possesses a wide class of solutions. To exhibit them, take the

++ component and the — — component of (4.6). (The +- component vanishes identically.)

8, f,=0, 3_f.=0. (4.8a)
The solution clearly is (recall that f, = f¥)

PN, =), (4.8b)
Also it is true that

Of*) =0. (4.8¢c)

We see that in 2 dimensions, thecries with a traceless, symmetric energy-momentum tensor possess a

large symmetry. In Appendix C we show that this symmetry is a consequence of invariance under the co-
ordinate transformation

8, xM = fh(x), (4.92)
where f*" is taken to satisfy (4.6). Under this transformation, the field obeys

8,0() = 7)o, () + 2Ll (g _eum)p (o). (4.9b)

Here d is the scale dimension of the field ¢ and €**Z is the spin matrix associated with ¢. (In 2-dimen-
sions we may set Z%¥=¢%¥Z.) We also derive directly, in Appendix C, the conserved current J¥ with the
help of Noether’s theorem, and exhibit the general conditions which a 2-dimensional Lagrangian must sat-
isfy in order that the symmetry (4.9) be present.

For the string model, the currents J¥ vanish identically since 6#” is zero. Moreover, it will be seen
in Appendix C that this model is invariant under the transformation (4.9), even if f* does not satisfy (4.6).
This is a gauge symmetry which does not lead to any conserved currents. In the following we consider
only theories with nonvanishing ©#V.

The composition law for the transformation (4.9) is

0,0, x4 = fi(x) + ghlx) + f(x)3,8*(x),
gk v (4.10a)
0,0, xt =g H(x) + fh(x) + g"(x)3, f*(x).
It is easy to see that if f* and g satisfy (4.6), so does

h'=g", f¥~ Y8, g¥ (4.10b)
and the transformations form a group. By choosing

fEe fr=0, fT=fx"), (4.11a)

fre Fr=Fe", F-=0 (4.11b)

we recognize the fact that one is dealing with a direct product of two groups of transformation, and it suf-

fices to consider only one of the factors. Henceforth, we make the choice (4.1 1a); identical considerations
apply to the choice (4.11b).
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| =3

The charges can be constructed as follows?:

o= ~axe’,ms

- [ axor) i)
(e
-0 "/—2-
6*-(x) vanishes since the stress tensor is traceless. Also from the conservation of the stress tensor,
3,0 (x)=0=80""(x), we learn that ©"* depends only on x~. Hence the charge is

0 *(x) +07* ()] f (x7). (4.12a)

Q, =f: dx=0" () f (7). (4.12b)

From the composition law (4.10b) one would expect that the charges satisfy the commutation relations
i[Qs,Q)=Qy, h=f'g-8'f. (4.13)

In order to verify (4.13) we consider
f dx=dy~ f(x7)g(y7)O"*(x), 06 *(3)] =J’m dx~dy~ f(x7)g(y )0 (x), " *(M)]l =y (4.14)

where the equality is true simply because ©** does not depend on x*. The form of the local commutator
of two energy-momentum tensors which will ensure the validity of (4.13) is

[0 "), 8 (M)l xr=y+ =i[O7T(X) +©T*(N)]0 0 (x™ = y7) (4.15)

and canonical evaluation in simple models yields this result.

However from general principles one can show that the commutator of the stress tensor with itself can-
not be of the form given in (4.15). That the term proportional to the first derivative of the 6 function is as
indicated ensures Poincaré invariance of the theory: Indeed (4.15) is the analog of the Dirac-Schwinger
commutator for the present problem. In addition positivity and Lorentz covariance ensure that a triple
derivative is necessarily present. This is the analog of the usual Schwinger term in current commutators,
and the failure of canonical manipulations to expose it is of course familiar,?!22

To see how such a Schwinger term arises, we consider the vacuum expectation value of the commutator.
The most general expression for this object consistent with the symmetry, tracelessness, and conserva-
tion of OM is

(0[[6*(x), ©*2(y)]|0) = ad* 8" 8°8°A (x - y), (4.16)
where ¢ is a constant which cannot vanish by positivity and a (x —3) is the free boson field commutator

Al —y)=-2li€(x°—y°)6((x -39). .17
Hence we find that

(0][0"*(x), 8" *(]|0) ] +oy# = ~37ad 36 (x~ = y~) (4.18)
and (4.15) must be replaced by

[0 *(x), 0 * (W]l x#=y+=i[0"*(x) +O** ()]0 6 (x™ = y~) —3iad 35 (x~ - y7), 4.19)

where we have assumed that the anomaly is given entirely by the ¢ number. The commutator of the charges
therefore is

i1Q, Q) =Qu-ta [ dx 1" ()g(x") 4.20)
and for arbitrary f and g the charges do not satisfy the “classical” algebra.

The additional ¢ number poses also the problem of convergence of the integral. If f(x) or g(x) are powers
of x, as they are for the Virasoro algebra,

[ axgerre)
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does not converge. Furthermore, one may question the convergence of the formulas (4.12) for the charges,
when f is a positive or negative power.

B. Two-Dimensional Conformally Invariant Field Theories in Euclidean Space

The energy-momentum tensor in Euclidean space remains of course conserved, symmetric, and trace-
less. Hence if we can find a function f*(x) satisfying

BMfU+BVfE—BWD, f*=0, 4.21)
we can construct a family of conserved currents
JE=QWf, . 4.22)

The most general solution of (4.21) is
f1l) +if,(x) = f*(re'®),
J10) =if,(6) = f~(re™*?), (4.23)
xy=7rcosf, x,=vsinb.

The charges are given by

Q=i 21r ae x,J¥(x)
(]
=i [ " 40 et ret0) 301 () - i032(x)] 4 J. " d67e~10 f-(re~19 {01 (x) 4107 (v)] . 4.24)
o o

In deriving (4.24) we have used the tracelessness and symmetry of ©*Y, As before we may set f~ to zero
and confine our attention to Q; .

Q, =if2"d9re‘ef(re‘e)e”(x), 0**(x) =3[0 () —i02(x)] . (4.25a)
o
It is easy to show that 6 *(x) is only a function of x* +ix*=7e’®. Hence Q, is also given by
Q=¢dz /(2007 (2), (4.25b)
where the integration contour is over the circle of radius . Clearly Q; is independent of 7, if f(z)0**(z)

is analytic for 0<|z| <,
We inquire whether the composition law (4.10) is realized by the Q, in Euclidean space, i.e., whether

i[Q, Q) =Q4 » h=f'g-g'f. (4.26)
This would be the case if the commutator of the relevant components of 6*” were of the following form:
i[6** k), 01 ()], = :—z[e'z“’e”(x) +e~20'g* ¥ (x")] 8066 -6'). 4.27)

This term is also required by the Poincaré algebra; it is the analog of the Dirac-Schwinger commutator in
the present context.

However just as in Minkowski space, (4.27) is not correct; an additional triple derivative of the 6 func-
tion is present. To expose this object in Euclidean space, we cannot proceed as before by considering the
vacuum matrix element of the commutator of ©#(x) with ©%8(y) for x #y, since that object is not defined —
only R products exist. However, the commutator can be extracted from the R product of two energy-mo-
mentum tensors. The details are given in Appendix C. The result is

i[6** k), 0% (x")]|,o = %[e-z'ee”(x) +e~299 " (x')]a,6(6 - 0”) + ﬁ; e~ OO 5 5(0~6")+043( —6")],

(4.28)
where a is defined to be the necessarily nonvanishing coefficient of the tensor
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| =3

1
pgvgoagB | —-v)2
89k3va% [4"1n(x y)],
occurring in the vacuum matrix element of the R product of two energy -momentum tensors.
(O|RE**(x)O°B (¥)|0) =ad+ 8" 8 %35 [-11; In(x -y)’] +local terms. (4.29)
The commutator of two charges can now be correctly evaluated from (4.28).
3 ia d [} 16 111 i6 a 10
10, @) =@y=5 [ d07e%gre'®) 1 re'®) =@y -5 § dzg(2)f" (2). (#.30)

When f and g are analytic for 0<|z|<w«, the integral is independent of contour. In contrast to the Min-
kowski space formula (4.20), the present result (4.30) is free from divergences. Also the expression for
the charge, (4.25), involves finite-range integrals and no question about convergence need be raised.

To obtain the discrete Virasoro algebra, set

f(z)=iz'"", g(z)=iz' ™. (4.31)
Then from (4.30) one gets

[Qn) @nl=(m =n)Q,,, -mad,,, ,(n®-n). (4.32)

The presence of the ¢ number indicates that @, cannot annihilate the vacuum for all #, as is well known.

C. Explicit Example

As an explicit example of the general consideration in Sec. IV B above, we shall here quantize by our
method a 2-dimensional theory in Euclidean space.

One may consider boson fields or fermion fields. However in 2-dimensions, a scale-invariant, massless
boson field is beset by infrared singularities.? There are methods for handling these; in order not to
complicate the discussion, we defer the treatment of 2-dimensional boson fields to a future publication.!®
Here we shall discuss only the fermion field.

The analog of (4.2) in Euclidean space is

£ =%$Y“.§u ¢,

- (4.33)
oW =1 Gra’y +§y BHy).
The symmetry (4.9) is present. With the special Virasoro choice
J160) +if,(x) =i (e y-" (4.34)
fi&) =if,(x) =0
the transformation law (4.9) becomes
8,0= %r -"e-*"e[( dﬁw 4%) o+ -n)G -iE)zp], (4.35)
where 2 is the spin matrix
Z=5€, 7Y (4.36)

and the scale dimensiond, occurring in (4.9b), has been set to %, as is appropriate for a fermion field
in 2 dimensions. We have introduced 2-dimensional “spherical” coordinates
xy,=7rcosd, x,=rsinf, at=xt/r. 4.37)

It is convenient to dispense with the compact spinor notation and to exhibit everything explicitly. The
fermion field is a two-component object

- %)

i (wz

which satisfies the free-field equation. The ¥ matrices in 2 dimensions have a realization in terms of the
Pauli matrices.
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{y*, y*} =204, (4.38a) where the fields £ and £ are dimensionless
V=T =<(1) é) P =72 =<0 5) : (4.38D) 0=, E0,0)=r) . (4.42)
’ [

L The expansions of the various fields are
Hence the equation of motion is e
r

(8, +19,)p, =0, (3, =23,)¥,=0. (4.3%) £, 0)= 2_3[ ai?zt 40727,
The conjugate field § =y*y* satisfies A2 =
7, 0) = e 20 [ALD () + B (24)7 1
(8, +83,)9F =0, (9, =18,)y5 =0. (4.39b) fa e 2 14 ' b
N 1/2 o0
The propaga.tor 18 gik(r 9) =T 2 [a'(-)z—l—l +b‘(+)zl] s (4'43)

- (2.")172

S(x, ¥) = (0| Ry (x)§ (y)|0)

(=) -1-1 (+) 1
—y+ 0, o Infx =y (4.402) 50, 0)= _T§[A’ ()™ B Y
T
z=rel0 zx=ye~i®,
and satisfies

The anticommutation relations for the various

72,56, 9) =07 ). (4.40b) operators which reproduce (4.41) are
As discussed in Sec. II, we may conclude that the o o
+ + -
fields obey the following anticommutationrelations: {a , af i =0, {b, , 00 }-6,,, y |
(4.44
{60r,6), 50,6 )= y5(6 -96"), (4.41) {af, A7 =6,,0, {B", B{7}=5,,. .
—

All other anticommutators are zero. When the a*, etc. are interpreted as creation operators; and the

af~’, etc. as annihilation operators, one reproduces the propagator (4.40a). Hermitian conjugation is de-

fined by [a{"]T=a’, etc.
The generators of the conformal group can be computed as in (3.18) to (3.21). We find, with n*=(})

D==i),(1+3)@Mal +6/76{ +APA) + B BT), (4.45)
1

Ph= —iz f@Pafz) +dM62 0t + APALZ)+ BB, (4.46)

b= i D el +b {20 M A A BB (4.47)

M= D D@4 10 - ARALY - BOB). (4.48)

Since we are in two dimensions, we have set M¥W =€"’M. It is easy to verify the conformal algebra with

the help of (4.44). Also the generators (4.45) satisfy the proper commutation relations with the fields.
Notice that

©)' =-D, M'=M, P")'=-K¢, (KM)T=-p+. (4.49)

The “single-particle” states are of four kinds: a;|0), b;|0), A;|0), B;j|0)y. It is clear from (4.44) and
(4.45) that they are all eigenstates of A =iD with eigenvalue ! +3. Hence the “single-particle” degeneracy
is 4-fold. The level density can be computed as in Sec. IIE. We define

F(B)=Trexp(-Ba). (4.50)
An analysis completely analogous to that given in Appendix B shows that
InF(B) =43 In[1+e-80+1/2)
=0

2 (=1)" 1
=4n=l w  oPE_gBAE - (4.51)

(The principal d1fference between the fermion and boson case is that in the former the Pauli principle dic-
tates that Trx*'9=1 +x. ) For small 8 (4.51) becomes
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4gn (1 _1?
IF(B)=52 S~ =35 -

I3

(4.52)

Since this is identical with the 2-dimensional bosonresult, Eqs. (3.62) and(3.64), we conclude that the level
density g (N) corresponding to dy, a fixed eigenvalue of A, is for large N

27
g(N)-—exp(\/-.—g.dN) . (4.53)
The Virasoro charges @, are given by

Q"=§ dzi@E'"")e*"(z),
Q,= i (+5)@Pal™ +bb ),

e et (4.54)
Qu=2 +3n+3)@0,a +b),01) + 3 (=40 +3)0PaP, ), n>1

1=0 1=0
Q_,=@,)’, n=1.

The well-known phenomenon on which we commented before is exhibited explicitly: For [z|>1, @, does
not annihilate the vacuum. One may verify that the charges generate the transformation (4.35)

i@,y (0)] =0,y (x).

The commutator of the charges can be computed explicitly from (4.44) and (4.54). We prefer, however,
to compute it by the general method described in Sec. IV B and in Appendix C.
Consider the covariant vacuum expectation value of the ordered product of two energy-momentum ten-

sors
(O|R*6""(x)6*8(y)|0) .
By Wick’s theorem this is

(4.55a)

(O|R*O"(x)0%8(¥)|0) =¢ Tr[¥*S(x, y)¥*8r05S(x, v) + y°S(x, Y8 8BS (x, y)

- 13YS(x, )y %3BS(x, y) ~*0BS (x, y)y %0 S(x, y)]

+[(uvaB) = (LB a), vuag), vusa))

1 1
HgvgagB 2:\ .
= iom 94 ava —-—In(x ~y)?| + local terms

By inspection, we see that a defined by (4.29) is
a=1/12rm.

Consequently the ¢ number in the Virasoro algebra
is =8, 0(n* —=n)/12,

This number of course also emerges if the com-
putation is performed directly from (4.54). How-
ever the advantage of the present method is that
it allows the computation of the ¢ number in an
“interacting” field theory, the Thirring model.
The calculation has been performed by Georgi, 2*
who finds

a=_o— 4.57)

1
127 °

(4.55b)

V. CONCLUSION

The aspects of this investigation that we find
most interesting are the following: The develop-
ment of a manifestly covariant quantization pro-
cedure which can replace the conventional nonco-
variant method provides a wealth of covariant
canonical commutators. It will be interesting to
examine current commutators in this context and
to see whether previous successes of equal-time
and lightlike current algebra can be extended.

We have given an operator basis for Euclidean
quantum field theory. The quantization procedure
follows closely the method of solving partial dif-
ferential equations of the Laplacian type in Euclid-
ean space, where the initial-value data are speci-
fied on a sphere, rather than on a plane. Our ap-
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proach gives special prominence to the dilatation
operator. It makes contact with the explicitly
conformally covariant formalism of Johnson and
Adler.!? Furthermore it offers the intriguing pos-
sibility of studying anomalies of scale invariance
as modifications of the dilatation propagator.

A covariant thermodynamics has put us closer
to the goal of deriving the Hagedorn spectrum
from first principles. What still is missing is an
a priovi justification of the use of 2-dimensional
field theory and of the identification of mass
squared with the dilatation eigenvalue. Neverthe-
less our approach to field theory in Euclidean
space offers an attractive alternative to the con-
ventional field-theoretic formulations of the dual
resonance model.
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APPENDIX A

In this appendix we discuss in detail some of the
formulas and manipulations occurring in 4-dimen-
sional polar coordinates. These coordinates are
defined by

r2=x2 +x,2 + %% +%,2, (Ala)
at=xt/r, (Alb)
al=cosb,

a?=sinfcosy,

Ale)
a8 =sinf sing coso,
o*=ginf siny sing.

The 4-dimensional phase space is

J’d‘*x =[ radrj da

0 Lg T 2T
=j rsdrj s'mzedef singdy [ do.
0 0 0 0

A2)
Notice that the angular volume is 272,

The d’Alembert and Dirac differential operators
in Euclidean space can be transformed into a form
appropriate to polar coordinates. To this end, we
introduce the four-dimensional angular derivative
operator

W=7 (xk 8Y — xV0H) (A3a)
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and its norm
L? =§lu,,l“” . (A3b)

This operator depends only on the angles (4, ¥, ¢)
and not on 7.

9
L2=—1’2D+<x“-a—x—u +2) (x"s%,) . (A4)

Using now the fact that the dilatation derivative
operator

x“— =Y — (A5)
depends only on 7, we can write

1/ d\?
2 _ (12 2(, &
Y’ O==(L +1)+r(rdr>r

1/ d ¥
=_(L2+1)+;(El_n;) r. (A6)

Let us now define

X, @)=rp ). @Aan)
Consequently the d’Alembert equation

O¢(x)=0 (A8)
becomes

1 d \?

L [(m> - @ +1)|utr, @) =0. (a9)

It will be useful to have the above formulas in

an arbitrary number of dimensions . The analog
of (A4) is

] 9
2_ _y2 (T - V—
L r[]+(x 5 0 2) (x ax"> . (A10)
Equation (A10) may be rewritten as
_9\2
?’2D=—|:L2+<622> ]

+ 1 a )2,',(6-2)/2 (All)
@272 \ dlnr ‘

r

We define the dimensionless field x (r, @) in 6 di-
mensions by

X(’r, a)=,r(6-z)/2¢ «). (A12)
Hence the d’Alembert equation becomes

«75*127’5 %77)2'[1‘2*(6 ;2)2]})((7’ @)=0.

Aa13)

Now we devote our attention to the Dirac opera-
tor (in 4 dimensions). In analogy to (A3), we intro-
duce the spin operator

oW =zi[#, "] . a14)
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The Dirac matrices are Euclidean, i.e.,
{r*, v =20m, (A15)
From (A3) we have

S, =k (y“xu)('y”aiu> : (416)
The Dirac field is redefined by

E@r, @) =r""% (x) Aa17)
and the Dirac equation

Y- 0Y(x) =0 (A18)
is equivalent to

(ry - 2-t0ms,) 60, -0, @19)

Let us use the previous formulas to deduce the
field (anti) commutators from the ordered prod-

| =3

ucts. For the scalar field we have

1

OIRS ()6 5,)10) = g7 s - (a20)

Applying the d’Alembert operator, we find
O, (0|R® (x,) (x,)|0) = =5%(x, ~ x,) . (A21a)

Reexpressing the left-hand side in terms of x(», )
and (A6), we deduce

[(71:7)2 L2+ 1)} ORX (ry, a,)x (v, @,)|0)

= =7, 0% (x, = x,)
==8(nr, = 1n7,)6%(e, - @,) . (A21Db)

With (A9) and the definition of an R-ordered
product, (A21b) implies

©l[x try, @), x (5, @,)]|0)8’ (In7, —1n7,) +(0|[X (", , @,), X ("5, @;)]|0)6 (In7, - In7,) = =5 (n7, — Inr,)8%(a, - @,),

X(r, @)= x(r, @),

d
dlnr
The conclusion is

Ollx o, &), x @, @,)]|0)=0,
Ollx r, &), x r, ,)]|0) = =8%(e, - ),
Ol[x r, &), x @, @,)]|0) =0,

(A21c)

(A22a)
(A22b)
(A22c)

where the last equation above follows from the previous two by differentiation of (A22b) with respect to Inv.

For the spin-; field, the Green’s function is

OIRY 07 (52)[0) ==y 03 oy

Again we find

7+ 8,01 Ry (x,)P (x,)|0) = 6% (x, —x,) .

(A23)

(A24a)

Upon multiplication by y-x, and use of (A16), the above is reexpressed as

a_ ’ _
(ailnr1 -20u 0 )(OIRzp(xl)zp(szO) =y x,0%(x, —x,)

Y

‘o
= 7—1316 (n7, —1n7,)63(a, — @) .

(A24b)

With (A17) and the equation of motion (A18), as well as the definition of the R product, (A24b) implies

<Ol{§ (r9 al)y 2(1’, az)}|0> =y alés(al - a2) *

(A25)

Next we discuss the separation of variables for the boson case. The differential operator L? has eigen-

function Y, (@)

LY (@) =11 +2)Y,, (@).

(A26)

The harmonics are defined as follows in terms of Gegenbauer polynomials

Ytnm (a) =Ylnm (9, ¢’ d))

=N,,me'"®(sind)"C}* ! (cosh) (siny)"Cr 12 (cosy) .

n-m

(A27a)
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The normalization constant N,,,, is chosen to be

(Nypm) 2=21E ((,n)E,(n, m),

E,(,n)= T8~ T (l+n =k +2) (A27b)
WO I 2RI -n)[T(n +1-2R)]
With this normalization the following completeness and orthonormality relations are true:
LI l+1 ,
L/ Z; anm(a)Ylmn(a')zzﬂ,z C}(a.a )’ (A28a.)
n=0 m=-n
0 1 n
E Z/ E Y?(mn(a)Ylmn(a’) =63(a"’ (!’)
1=0 n=0 m==n
_8(6-000@p =y' )5 (¢ ~9")
N sin?6 siny ’ (A28b)
m L 27
f d6 sin% f dy siny f AV E,, (Q)Y 4 (@) =8,308 118, - (429)
0 0 o
Also our phase convention is such that
Y?‘nm(a) = (—1 )mYln-m(a) . (A30)
The general solution to (A9) is written as
X (ry a) = E glnm (r)Ylnm(a) ’
inm (A31)
E1nm @) =f daY¥,(a) (@, a).
Thus g;,,(r) satisfies
d \? 2
<7lin—r> Eiam @)= (+1) g, (V). (A32a)

This has the solutions
Ein @) = £ 4 g G700 (a32b)

Equation (A31) may now be written as
X, @) =33 gimmr UV (1Y E (@) + g Y (a) (A33)
Inm

This is equivalent to (3.13) in the text.

The 6-dimensional analog of (A26) to (A33) is the following. The eigenvalues of L? are I(l+6 —2). De-
noting the eigenfunctions of L? by ¥, () where u stands for the ensemble of “magnetic” quantum numbers,
we have

LY, (a) =10 +6 -2)Y, (). (A34)
The harmonics may be chosen orthonormal,

[ dayi @)Y @=6,0, . (A35)

The field x (, @), defined in (A12), can be expanded as

X, @)=3 5 g,,0)7,,() (A36)
=0 g

=0

and according to (A13), (A34), and (A35), g,,(r) satisfies

(77 )= (1552 g1, as7)
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Hence (A36) becomes, for 6>2
X (,',, a) - Z[g;;),r-[n(ﬁ-z)/z] + g,(:),rn(é—z)m] Ylu(a) . (A38)
Ty
The explicit form of the harmonics may be found in the literature.?® For 6=2, the /=0 part of (A37) has
a constant and logarithmic solution. These cause infrared singularities ?® which shall be discussed in a
separate publication.!®
-
APPENDIX B serving that each 6 —1 representation with I'<1
appears only once.
We present some details of the calculations of To solve (B3), define
the level degeneracy in Sec. III E, and derive for- .
mula (3.67) by an analytic method. Agx)=); az)x!
1=0
1. - ;
- 1 ’
That the dilatation generator has the form (3.52) - ,Z=;ox ,,Z=>° sy ()
for 6>2
. = ag (1)) «*
A =iD Zj 6-1 ,_Z_DI,
-y 5 =2\ ) ) - N
- ;};(u ; >a,ua,u (B1) = 5 a7
is established as follows. It is obvious from 1 A () (B4)
(A38) that the scale dimension of a(*’ is {1
+[1+ (6 ~2)/2] where the a/¥ are the creation and -
annihilation operators relevant to the expansion ence
of the dimensionless scale field x (v, a). Ayx)= (1 -x)* A, (x). (B5)
6=-2
i[D, a;] =+ (l +— >a(ﬁf . (B2) For 6=3, we have the well-known result
Since we assume that a,* satisfy conventional ag(l)=21+1, (B6)
commutation relations, We are led to (B1) as the © ;
form for A. Agl)=2; @L+1)x
=0
For 2 dimensions, the constant and logarithmic
solutio: to the equation ¢ =0 gives rise to ad- = .1_“?"_2
ditional contributions to A at Z=0. These terms -
cause well-known infrared difficulties *® and will and A 4(x) is determined for 5 >3
be discussed in a future paper.!® For present
purposes we shall ignore this, and use A as given Agx)=1+x)(1=x)*"% . (BT)

by (B1) even for 6 =2. This means that we are
counting only states of the form a, see a, |0),
[;>0. For 2-dimensional spin-; fields thlS prob-
lem does not exist.

2.

Next we derive the expression (3.53) for a(l),
the number of independent creation operators cor-
responding to a single value /. This is of course
equal to the number of independent spherical func-
tions Y;, corresponding to a fixed value of . One
can derive the following recurrence relation for

agl):
ag(l) = Z} as (). (B3)

This follows from decomposing the 6 -dimensional
harmonics in terms of & —1 harmonics, and ob-

When this is expanded in powers of x we find from
(B4)

20+6 -2 (I+6-=2)!
1+6-2 11(6-2)!

ag(l) = (B8a)
For 6 =2, the degeneracy for />0 is 2. The case
1=0 is singular. We can accept (B8a) for 6 =2,
provided o,(0) is set equal to 1. For large [,
a4(l) asymptotically becomes

&=2

3.

The formula (3.57) for F(B) is deduced from
(3.52) and (3.55) by a familiar argument. Insert-
ing the expression for A into the definition of F(B)
gives
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F(B)=Trexp [—BZ (l 40 2_2>a,‘;’a,‘;’]
1w

=TrHexp[—B<l+62—2> Pafy jl (B9a)
1

Since the operator a;’a;’ does not connect states
with different Ip quantum numbers (B9a) is equal
to

#(@)=I] e em[ -6 (1455 2apaiy’]. (o)

"
Using the identity
ata__1
Trx®'%= 1%
and the fact that states with the same [ and differ-
ent u are ag(l)-fold degenerate, we obtain (3.57).

F(B)= H (1 —e-BlI+=2)/2])- a5(t)
=0

. (B10)
InF(B) == ayl)In(l —e-BLI*(e=22]) |
1=0
(For 6 =2, the series begins with /=1,)
Equation (B10) may be cast into another more
convenient form (3.58). We expand the logarithm
in (B10)

.;11'6-6"(5-2)/2 E o (l -Bnl .

n=1 =0

InF(B) = (Bl1a)

From (B4) and (B7) the sum in / may be evaluated

)

1 _ 1+e Bn
1nF(ﬁ)=Z ; e~ Bn(s-2)/2 (1 - ") =
n=1

=1 eﬂn/2+e-8n/2 }
"2 [(T"-—W—)r (B11b)
(When 6 =2, the term in the square brackets is de
creased by 1, since the sum in / begins with /=1,

rather than /=0.)

4.

Finally we compute the asymptotic formula for
gs(N). From (3.56)

F(B)=3 gs(N)e~8ax (B12)
N=0
it is seen that
1 d 5
#5N) =507 § s F-In), (B13)

where the contour is a circle about the origin with
radius |z|<1. We will show that the estimate of
the asymptotic form for g ;(N) is obtained by
choosing the radius to be arbitrarily close to

|z| =1, and that the leading contribution comes
from the point z -1, i.e., ~Inz -0. Thus we may
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use the limiting form for F(B) near =0, derived
in the text

InF(8)~C(6)B*"¢,

(B14)

-6

s

c@)=2>n

n

[
-

Let us change variables in the integral (B13) by
setting 8= -Inz. Defining the radius of the circle as
|z|=e~Bo, and using (B14), we get

Botim
g =5 )7, e el o @1
Notice that 8, is free to be any positive number -

we shall use this freedom later. Making another
change of variable,

B [C(a)]!/é (B16)
B - dN 3
we transform (B15) to
(_,(6) 1/6fy0+lu agh(s)
gs(N)~ Zm[d,, _J - dye , (B17)

where y, is an arbitrary positive number given
by ¥, =Bdy/C(6)]*® and

- [g%)]ua’

aN=[C(5)]1/6 le-llé ,
h(y)=y +y*-%.

Notice that as d, -, v, and a, approach infinity,
and (B17) may be evaluated by the saddle-point
method.

The location of the saddle point of %(y) is given
by

ye= (0 =-1)V° (B18)

and we chose the arbitrary constant y, to be equal
to y,, so that the contour passes through the
saddle point. Since only the region of y near
V¢ =1, contributes significantly to (B17) we see
from (B16) that 8 does go to zero as dy— »; thus
our use of the approximate formula for F(B),
(B14), is justified. Moreover the only way that
¥, can remain constant and equal to y, as dy -« is
if 8, goes to zero.

We may expand % (y) about y,.

h(3) =h(35) +2h"" (3) (v =o)?,
h(y)=6(6 —1)"1% (B19)
B (39 =56 = 1)V,
Introducing yet another new variable ¢
y =y,=it (B20)
(B17) becomes
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(N)___[C(G)] . J“' dte-an'"6)fr2
-

(B21)
Finally setting v to ©, we get
g4(N)~ [C(G)] aNh50 [2ma, b’ ()] Y2 .
o (B22)
Thus
Ings(N)=ayh(y,). (B23)

Only the first, dominant term is significant. The
remaining terms are unreliable since the errors

made in replacing the exact expression (B10) for
F(B) by the approximation (B14) are of the same

magnitude, The final result is

Ing (N)=08( =1)"12[C(0)]%d)'"1"% .  (B24)

This is precisely the expression obtained by the
thermodynamical method, (3.67).

The above analysis is patterned after the clas-
sical paper of Hardy and Ramanujan,?® where the
asymptotic formula for the partitions of an integer
is obtained. The reader desiring greater mathe-
matical rigor than in our analysis is referred to
that work. For 6 =2, our formula is in agreement
with these authors. Specifically we find Ing,(N)
= 2n/V3 )d,'’? while Hardy and Ramanujan obtain
the factor 2r/V6 . The discrepancy of V2 arises
from the fact that for us F(~Inx) with 6=2 is
given by I1,., (1 - %)%, while Hardy and Ramanu-
jan consxderh o =xh)t,

APPENDIX C

Computations relevant to the discussion of 2-
dimensional fields in Sec. IV are given in detail
here.

1.

We investigate under what conditions a Lagran-
gian £ leads to a theory which is invariant under

the transformation
oxt = fH(x) . (c1)

For generality the problem will be solved in &
space-time dimensions. It is required that

2
fuu=auf"+avfu_'5-guuaafa

=0. (C2)

We shall assume that the theory is invariant under
the conformal group. This places the following
constraints on £.°

A. J. HANSON,

AND R. JACKIW

|3

(1) translation invariance
8,8 =110, 3,0 +113, 6. (C3a)
(2) Lorentz invariance
MISH8 ¢ +TIZHG =T1%kp —TTHave (C3b)

(3) dilatation invariance

£=11%d +1)246 +31d9, (C3c)

(4) conformal invariance
V=M [g%*d -2 %H]¢

= aao""‘ . (C3d)

Here

0L 0L
B = ==
I 50,6 ° n=s e
V¥ is called the field virial, d is the field scale
dimension and Z*’ is the spin matrix. The mean-
ing of (C3d) is that for conformal invariance the
field virial must be a total divergence.
Before attacking our problem it must be decided
how the field transforms. We postulate
0 =170, 43, fu(g ™5 459 . (c4)
This formula reduces to the conventional trans-
formation law when f* corresponds to the con-
formal group. We are now in a position to study
the change in the Lagrangian

5,£ =I1%0,8,0 +116,0 . (C5)

Substituting (C4) into (C5) and repeatedly using
the properties (C3) we get

5,8 =0 (f“.ﬁ sXomp o7 >--1-cu"a 8,0.f°

+311H0Y0 £, = 3TIFZ V03 f,, .

When f* satisfies (C2), that is f*” vanishes,
(C6) becomes

(c8)

6,£=0 (fmﬂm% 0o f )-10""3 3,8,/ %. (CT)

The condition that the transformation (C1) and
(C4) be a symmetry operation is

0k 8,0, f *=0. (C8)

Equation (C8) may be achieved in two ways.
For 6>2, the only f* satisfying (C2) is the quad-
ratic polynomial corresponding to the conformal
group?’; see Eq. (2.10) and (2.11).

- 2
fhx) =a* + axt = 2whx, + 2xPcVx, - cHx?

Clearly (C8) is satisfied since 9,8,9,f “=0.
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In 2 dimensions a wider class of functions sat-
isfies (C2), and 89,9,/ “ need not be zero. Ex-
panding the components we see that (C8) requires

0**8,3/*(x") +07"8_3f~(x7) =0,

where we have used the fact that the solution to
(C2) has the property that f* (f~) depends only on
x* (x7). Hence we have a symmetry for arbitrary
f*and f~ in two dimensions if

okV= gHlg +€HVT (C9)

For the models I-IV considered in the text, (C9)
is trivially satisfied since V*, hence ¢*’, van-
ishes identically.

For the model V of the text, the generally co-
variant string model of Eq. (4.5), the transforma-
tion (C1) is a symmetry operation even if f#¥ does

not vanish, i.e., f* can be arbitrary. This is
J
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seen as follows, Consider 6,£ for arbitrary f*,
Eq. (C6). Since the string model involves spin-
less, dimensionless fields, Z#”, d, and the field
virial V* are all zero. Thus (C6) reduces to

6,L£=0,(f*L) +311#370f,, . (C10)

From its definition f*¥ is traceless, i.e., the only
nonvanishing components are f*"and f~~. On the
other hand, direct evaluation in the string Lagran-
gian gives [1"3%p =0 =I1"3"¢. Consequently x* may
be changed into any function of x, without affect-
ing the dynamics of the string model —indeed it
was the desire to have this freedom to repara-
metrize x* that led to the development of this
model.!®

When the symmetry is present, the conserved
canonical current in 6 dimensions is given by

7= %0 g we)f, 4150 —55%9) 0, 7, ~Lama,p,r2

6

=@k f, +H“(g“36£ -éz"‘ﬂ)wﬂfa —%ou“aaasfﬁ .

(C11)

We have introduced the canonical energy-momentum tensor ©*”. It is useful to reexpress (C11) in terms

of the symmetric Belinfante tensor ©f".
Of* =OK* +33 X1,
XBre =TIBZHp ~TIFEB% —T1°Z Bke.,

The formula for J¥ is

d 1
T O +EX 0S4 (55 i LV EE R WEEECNE S AY

(C12)

(C13a)

The last term may be dropped since it is a superpotential (divergence of an antisymmetric tensor). The
second and third terms on the right-hand side combine. Thus we are led to introduce the Belinfante cur-

rent

1 1
JE=05%1, +gaao°‘uaﬂfﬁ -zs-cr“‘"amaaf5

=eg°‘fa+%auof" agfB _%og“aaasfﬁ,

(C13b)

where in the second equality 0" represents the symmetric part of 0#. The antisymmetric part leads to

a superpotential and again has been dropped.

Finally we introduce the new improved energy-momentum tensor ® ©*“ with yet another superpotential

OFI=Qp* + 9,9, X M,

1
6-2

X o*ng HEpgpaght o+xugap — 0P ghX o 1

6-1

(C14)

(ghrgre—ghhg)a?, .

In terms of the new stress tensor, the current (C13) is, apart from superpotentials,

JE =OHf,

(C15)

Note that when ¢}/¥ is simply g0, as it is in 2 dimensions when the symmetry (C1) is present, see (C9),

then a simpler formula is valid
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1 Apuc g AP A _ PO N
T X Mg e -8,
(C16)
6”“=9§“+51 (0" -8k %)a.

2,

The Schwinger term in the equal-» commutator of ©** with itself is derived, and the c-number modifica-
tion to the commutator of the charges @, is found.
We consider the R product of two energy-momentum tensors. According to (4.16), continued to Euclidean
space, this Green’s function is
(O|RE*"(x)6%8 (x")|0) =aa“a"a“ae[—al; In(x —x')z:l (c1m7)
apart from entirely local terms proportional to 62(X ~¥ ) and gradients thereof which do not concern us

here. In Minkowski space a is nonvanishing; it remains nonzero in Euclidean space since the Green’s
function in Euclidean space is a continuation of the Minkowski space quantity. Thus it follows that

(0|RO**(x)0* *(x")|0) = % (0% —i0%)t [_% In(x —x’)z] +plx, x'). (C18)
Here the local terms have been represented by p(x, x’). Since ©**(x) depends only on x! +ix?,

0, +10,00"()=e® (5, +,-3,)0" () 0.
Consequently it is true that

e'® (a, +§ae> (0|RO**(x)0* *(x")[0) =€ ®5 (r —7')(0][©"*(x), ©* *(x")]|0)

a . 1 x s
=18 (8] —493)°0 <_'4_1r In(x —x’)2> + (87 +23%)p(x, x”)
= _% (97 —492)%2(x —x') + (8% +i9%)p(x, x') . (Cc19)

The commutator of the charges can now be evaluated
2m
i[Q,,Q,]=—iJ; dede’'re® f (re'®)re'® glre'?)[0**(x), 0% (x')]|,=,
27T
=—if d()'r’e“"'g(r'e‘e')fdzxf(re‘e)e‘eé (r =)0 *(x), 0" *(x")]
o]
2m
=—z'f de"r’e‘e'g(r’e‘e')f d?x f (re'®)
0
e siogs ~2i0'y+ +(, 2 ’ A ox _ iox\3s2 ’ X,z ’
X -{;[e 0% *(x) +e 0% *(x’)]0,6%(x —x )_ﬁ(al_zaz) 5% (x = x') + (87 +i8%)p(x, x”)
- ia 2"d TS 0’ 0 \3 £ (s 167
—Q,,—ﬁ A 0'r'e’g(re'®)@, —id,)3 f (r'e'®’)
L4 X ,
_if do'r'e'¥gr'et® )j dzx f (re'®) (% +id%)p(x, x’). (C20a)
0

The last term in (C20a) is zero. This is seen as follows: Since p(x, x’) is local, one may integrate by
parts in the x integration, and use

(0, +39,)f (re*®) =0.

Therefore we find



=3

2m
i[Qf,Q,]=Qh—%iaj 6 veiog (re') f" (re'®)
0

NEW APPROACH TO FIELD THEORY 1759

~Q,-taf dzg(2)f""'(2). (C20p)
This establishes (4.30).
Since (C20b) holds for arbitrary f and g, we may also deduce the complete commutator of stress-
tensor components. We obtain
i[6**(x), 0 *(M]],epr = ;1_2 [e~2190**(x) +e‘2“"6”(x’)]396(6 —0) _2_:-1 e-ie(e-ie’ae,)sé ©-6'). (c21)

It is elementary to rearrange the Schwinger term to obtain agreement with (4.28).
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Light-front quantization of spin-one fields coupled to a conserved or nonconserved current
constructed from a Dirac field is studied. It is shown that an operator phase transformation
must be performed on the Dirac field in order to maintain simple canonical commutation
relations and a simple Hamiltonian. In this formulation quantum electrodynamics emerges
as the zero-mass limit of the massive gluon model. Lorentz invariance of the vector-gluon
model is explicitly verified. Vacuum expectation values of operator products and Green’s
functions are studied and spectral sum rules are derived. The general structure of the cur-
rent commutators on a light front is formally not altered by the interactions. Feynman’s
parton model for deep-inelastic electron scattering is derived from canonical light-front
current commutation relations. The structure function in the Bjorken scaling limit is re-
lated to the p* distribution of the constituents of the hadron target in any frame of reference.

I. INTRODUCTION

In this third of a series of papers devoted to the
study of quantum field theories in an infinite-mo-
mentum frame,! we consider the quantization of
spin-one fields coupled to a Dirac field. Interact-
ing spin-one fields possess several new features
not shared by scalar and Dirac fields studied ear-
lier.! In particular, the canonical commutation
relations are modified by the presence of interac-
tions. The commonly adopted procedure of impos-
ing the commutation relations obtained from free-
field theories even in the presence of interactions

does not work in this case, although it does in the
cases of coupled scalar and Dirac fields.

If light-front quantization is to be claimed as an
alternative to the conventional equal-time quanti-
zation, it should also be applicable to physical
systems involving spin-one fields. Recently,
Soper? has succeeded in formulating a theory of a
vector field coupled to a conserved current (the
gluon model) in a special gauge with the introduc-
tion of an additional scalar field. In the present
paper a general procedure for quantization of in-
teracting spin-one fields in light-front coordinates
will be described. Schwinger’s action principle®



