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Exact likelihood evaluations and foreground marginalization in low resolution WMAP data
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The large scale anisotropies of Wilkinson Microwave Anisotropy Probe~WMAP! data have attracted a lot of
attention and have been a source of controversy, with many favorite cosmological models being apparently
disfavored by the power spectrum estimates at low,. All the existing analyses of theoretical models are based
on approximations for the likelihood function, which are likely to be inaccurate on large scales. Here we
present exact evaluations of the likelihood of the low multipoles by direct inversion of the theoretical covari-
ance matrix for low resolution WMAP maps. We project out the unwanted galactic contaminants using the
WMAP derived maps of these foregrounds. This improves over the template based foreground subtraction used
in the original analysis, which can remove some of the cosmological signal and may lead to a suppression of
power. As a result we find an increase in power at low multipoles. For the quadrupole the maximum likelihood
values are rather uncertain and vary between 140 and 220mK2. On the other hand, the probability distribution
away from the peak is robust and, assuming a uniform prior between 0 and 2000mK2, the probability of
having the true value above 1200mK2 ~as predicted by the simplest cold dark matter model with a cosmo-
logical constant! is 10%, a factor of 2.5 higher than predicted by the WMAP likelihood code. We do not find
the correlation function to be unusual beyond the low quadrupole value. We develop a fast likelihood evalu-
ation routine that can be used instead of WMAP routines for low, values. We apply it to the Markov chain
Monte Carlo analysis to compare the cosmological parameters between the two cases. The new analysis of
WMAP either alone or jointly with the Sloan Digital Sky Survey~SDSS! and the Very Small Array~VSA! data
reduces the evidence for running to less than 1s, giving as520.02260.033 for the combined case. The new
analysis prefers about a 1s lower value ofVm , a consequence of an increased integrated Sachs-Wolfe~ISW!
effect contribution required by the increase in the spectrum at low,. These results suggest that the details of
foreground removal and full likelihood analysis are important for parameter estimation from the WMAP data.
They are robust in the sense that they do not change significantly with frequency, mask, or details of fore-
ground template marginalization. The marginalization approach presented here is the most conservative
method to remove the foregrounds and should be particularly useful in the analysis of polarization, where
foreground contamination may be much more severe.

DOI: 10.1103/PhysRevD.69.123003 PACS number~s!: 98.70.Vc
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I. INTRODUCTION

Data analysis of cosmic microwave background maps
challenging numerical problem. The question that we wan
answer is the probability~or likelihood! of a theoretical
model given the data. In order to evaluate the exact lik
hood of a theoretical power spectrum of cosmic microwa
background~CMB! fluctuations given a sky map of thes
fluctuations, it is necessary to invert the theoretical cov
ance matrix. This operation scales asO(N3), whereN is the
length of the data vector and is currently limited by prac
cally available computer technology toN&104. One is
hence forced to use approximate estimators when infer
the power spectrum from data such as those of the Wilkin
Microwave Anisotropy Probe~WMAP! satellite @1#, which
have 1–2 orders of magnitude more independent meas
ments. The most popular methods are the pseudo-Cl~PCL!
method~see, e.g.,@2#! and the quadratic maximum likelihoo
~QML! estimator~see, e.g.,@3#!. Both of these methods pro
duce as an intermediate step estimates of multipole mom
C, , and approximate methods have been developed to
scribe their probability distributions as accurately as poss
0556-2821/2004/69~12!/123003~14!/$22.50 69 1230
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@4,5#. These perform satisfactorily for high, values, where
the central limit theorem guarantees that a Gaussian distr
tion ~in offset lognormal transformed variables! will be a
good approximation. Unfortunately, these methods are m
less reliable at low multipoles, where the distributions a
not Gaussian. The situation is complicated further by
masks applied to the data to remove the galactic foregro
contamination and by the marginalization of unwanted co
ponents, all of which makes analytic approach unreliable
@6# it was suggested to use a hybrid approach using QML
degraded maps at low, and PCL at higher multipoles.

The issue of the exact values of multipole moments
WMAP data has attracted much attention since the orig
analysis by the WMAP team@7#. Several unusual feature
have already been pointed out in the original analysis. On
these was the correlation function, which appears to alm
vanish above 60°. Another was the low value of the quad
pole. With the PCL analysis the value of the quadrupole w
found to be;123 mK2, compared to the expected value
;1200mK2 for the simplest cold dark matter model with
cosmological constant (LCDM model!. The probability for
this low value was estimated to be below 1%, depending
the parameter space of the models. The discussion of

statistical significance of the low values of the quadrupole
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SLOSAR, SELJAK, AND MAKAROV PHYSICAL REVIEW D69, 123003 ~2004!
and octopole in the WMAP data@8–11# has sparked a re
newed interest in the so called estimator induced varia
@12#—the error in the likelihood evaluation arising due to t
use of an estimator rather than the exact expression. In@12# it
was argued that the QML estimator performs significan
better than the PCL estimator and that the true value of
quadrupole probably lies in the range around 170–250mK2.
However, only the maximum likelihood value was comput
and not the full likelihood distributions, so the statistical s
nificance of this result and its effect on the parameter e
mation remained unclear. In addition, the role of foregroun
and monopole/dipole removal has not been explored in
tail.

In this paper we take a different approach. We argue
the actual value of the best fitted quadrupole~and other mul-
tipoles! is not of major interest, since it can be quite sensit
to the details of the foreground subtraction procedure, t
of mask used, and numerical details of the analysis~in fact,
the various values proposed so far may even be statistic
indistinguishable if the likelihood function at the peak is ve
broad!. What is more important is the probability or likel
hood of a model given the data, compared to another mo
that may, for example, fit the data better. This is encapsula
in the likelihood ratio between models, and within the Bay
sian context is the only information we really need to ass
the viability of cosmological models that belong to a certa
class. In this paper we perform the exact likelihood calcu
tion by a direct inversion of the covariance matrix for t
low resolution maps, thus eliminating all the uncertaint
related to estimator variance approximations. Since we
low resolution maps with less than 3000 pixels we can do
inversions with brute force linear algebra routines. T
means we cannot do the analysis on all of the multip
moments, so we analyze low multipoles with the ex
method and use PCL analysis for the higher multipol
where the two methods agree with each other and where
approximate variance estimates developed for PCL ana
are likely to be valid.

The second issue we wish to address in this paper is
question of foreground subtraction. This is done in two ste
First, pixels with a high degree of contamination are co
pletely removed from the data. This results in the so ca
KP2 ~less aggressive, 85% of the sky! and KP0~more ag-
gressive, 75% of the sky! masks@13#. There remains con
tamination even outside these masks in individual freque
channels. This contamination can be further reduced u
templates and/or frequency information@13#. In the WMAP
analysis the templates were fitted for and subtracted ou
the WMAP data. Even with a perfect template there is
danger that this procedure can oversubtract the foregrou
since one is essentially subtracting out the maximum am
tude consistent with the template, which could include so
of the signal. Instead, here we do not subtract out the t
plates, but marginalize over them by not using any inform
tion in the data that correlates with a given template. T
procedure has not been applied to the WMAP data in pr
ous analyses. It guarantees that there is no statistical
caused by the foreground removal.

Some of the templates that were subtracted in the WM
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analysis, particularly the 408 MHz Haslam synchrotron
diation map@14#, are of poor quality. WMAP produced
better set of templates by applying the maximum entro
method~MEM! to WMAP maps in several frequency cha
nels using templates as priors only@13#. In addition to the
Haslam synchrotron map, they used@15# the H-a map as a
tracer of free-free emission and the Schlegel-Finkbein
Davis ~SFD! dust template based on@16#. This process re-
sulted in three MEM derived foreground maps. These, ho
ever, were not used to infer the power spectrum. Instead,
official power spectrum was determined from the integra
single frequency maps and the same templates that were
as priors for the MEM map making procedure, ignoring t
MEM derived maps.

The MEM derived maps are likely to be the most faithf
representation of the foregrounds. When used in power s
trum inference, however, they must be used with care du
the complicated nature of their signal and noise correlati
@13#. Nevertheless, on the largest scales, where rece
noise is negligible, they are probably the best available
tion. We therefore use the integrated single channel maps
the MEM derived foreground templates as a basis for
work. Note that in the foreground marginalization procedu
no template is actually removed from the data and there is
danger of introducing noise correlations that could sign
cantly affect the power spectrum estimates. We perform
process on foreground unsubtracted maps of the V and
channels of the WMAP satellite. We use both KP2 and K
masks and project out the remaining galactic contamina
using MEM inferred maps of dust, synchrotron, and free-f
foregrounds. We use the likelihood evaluated in this way
asses the statistical significance of departure from the c
cordant model at low multipoles and to perform a statisti
analysis of cosmological models given the data.

The WMAP team also produced the so called inter
linear combination~ILC! map of the CMB emission, by us
ing internal maps at various frequencies to decompose t
into CMB and foreground components. This approach is
based on any templates and so uses less information th
available in principle. While visually these maps appear to
relatively free of contamination outside the galactic plan
there are still artifacts within the plane. This means that o
must be careful when projecting out monopoles and dipo
one should not simply remove them from the all-sky ma
since they could be contaminated by galactic emission at
center and this would leave a residual offset outside the
lactic plane, which could contaminate all the low multipole
One must again apply marginalization over monopoles
quadrupoles on the masked map to eliminate any contam
tion in the final result. A similar approach has been taken
@17# and @18#, who produced their own versions of ILC
maps. Since we argue that the best method is to use si
frequency maps together with correct templates and we
the ILC map for illustration and cross-check purposes on
we do not consider these alternative ILC solutions furthe

II. METHOD

A. Likelihood evaluation

Given noiseless and independent measurements of
CMB sky d, the theoretical covariance matrix for these me
surements is given by@19#
3-2
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EXACT LIKELIHOOD EVALUATIONS AND FOREGROUND . . . PHYSICAL REVIEW D 69, 123003 ~2004!
Ci , j5 (
,52

`
2,11

4p
C,P,~cosu i , j !, ~1!

whereC, is the power spectrum,P, is the Legendre poly-
nomial of order,, andu i , j is the angle between thei th and
j th points on the sky. We also define

C,5
C,,~,11!

2p
, ~2!

which is the quantity that is conventionally plotted~and often
referred to! as the power spectrum.

In addition to the covariance matrix in Eq.~1! we want to
project out linear components of the data vector that co
spond to known contaminants in our data. Fortunately, th
exists a standard procedure for this@20#: the covariance ma
trix of the contaminant is calculated and added to the th
retical covariance matrix with a very large variance. Here
covariance matrix of the template is given by C5^LL †&,
where L is the template vector. Using this method, w
project out the map’s monopole and dipole and the kno
galactic contaminants, namely, dust, synchrotron, and f
free emission. For completeness we add the diagonal n
componentNii 5s i

2 , although this is not strictly required fo
this analysis, because the noise power spectrum is be
10 mK2 on the scales of our interest.

Hence, the total covariance matrix can be written as

Ctotal5C1N1l~Cdust1Csynch1Cfree-freeC,501C,51!.
~3!

The value ofl in the above equation must be large enou
so that unwanted components are projected out. If it is
large, however, the numerical errors start to affect the res

The logarithm of the likelihood of givenC,’s can then be
written as

logL52
1

2
dT

„Ctotal)21d2
1

2
~ loguCu1N log 2p!, ~4!

whered is the data vector. To evaluate the likelihood of
given theoretical model we simply evaluate this express
computing the covariance matrix using the theoretical mo
spectrumC, in Eq. ~1!.

B. Choice and preparation of maps

As mentioned in the Introduction, the procedure describ
above can realistically be performed only on modestly si
maps. We decrease the resolution of a given map using
following procedure. First, the full resolution source map
multiplied by the mask, whereby every masked pixel is
roed, while unmasked pixels remain the same. The ma
then smoothed by the 5° full width at half maximum Gau
ian beam and resampled at a lowerHEALPIX @21# resolution
~NSIDE516!, giving 3072 roughly independent pixels on
full-sky map. The mask itself is smoothed in the same m
ner, and this tells us by how much the smoothed pixels
were affected by the mask need to be upscaled. We do
use pixels whose smoothed mask value drops below 0.7
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use this information to reduce the effective scale of
smoothing beam~by the square root of this correction! in the
calculation of the covariance matrix, although we verifi
that this does not affect any of the final results.

We have also attempted an exact calculation of the w
dow function by treating each subpixel of a low resoluti
HEALPIX map separately. Unfortunately, this is computatio
ally prohibitively expensive. Instead, we performed weight
averaging within each low resolutionHEALPIX pixel using
the effectiveHEALPIX window function provided with the
package and get compatible results. We chose not to a
this approach for the main analysis since the individ
HEALPIX pixel windows are anisotropic, depend on the ma
and are very slowly decreasing with increasing,. For our
resolution level the effective windows~which are valid only
for full sky coverage! are given only up to,564, and there
is still a lot of power beyond that.

The Gaussian smoothing procedure was used on WM
integrated maps for the V and W channels and for the ME
maps for the three major foregrounds: dust, synchrotron,
free-free emission. In all cases, the low resolution maps w
produced for the KP2 mask and for the more conserva
KP0 mask. We also applied the same procedure to the
map, except that in this case we smoothed over the wh
map and so did not need to upscale the pixel values by
effect of the mask. By changing various parameters of
inversion process we got consistent likelihoods, and we e
mate the uncertainty in likelihood evaluation to be about
in logarithm of the likelihood.

III. MULTIPOLE MOMENTS AND THEIR STATISTICAL
SIGNIFICANCE

In Fig. 1 we show the maximum likelihood~ML ! values
of the multipoles up to,518 for several of our basic case
One can see from this figure that most of the estimates u
,;10 are above the PCL values given by the WMAP tea
while at higher multipoles the two agree well (,511 appears
anomalous and PCL gives a much higher value than the
act likelihood analysis!. Some of the differences are due
random fluctuations: KP2 mask contains 85% of the s
compared to 75% for KP0 and this can lead to difference
the two estimates. Similarly, projecting out the foregrou
templates reduces the amount of information, so there ca
statistical differences between our analysis and one with
marginalization. While the differences between KP0 a
KP2 masks are likely to be within the allowed range of s
tistical fluctuations, this is less likely for the differences b
tween WMAP PCL and our analysis of V with the KP
mask, since the same mask and channel were used
WMAP. The difference is partly due to the use of the exa
likelihood analysis and partly due to the foreground marg
alization. While the WMAP team marginalized over mon
poles and dipoles, they subtracted out the foregrounds w
the maximal amplitude, which may have removed some
the true cosmological signal and pushed the values lower
eliminate the bias that can arise from this procedure, it is b
3-3
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FIG. 1. This figure shows the
maximum likelihood power spec
trum for several combinations o
frequencies and masks. Note th
all spectra agree reasonably we
beyond,511.
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to exclude the information in the signal that correlates w
templates and with monopoles or dipoles. This reduces
statistical power but is guaranteed to be unbiased.

To investigate further the robustness of our results, Fig
shows the most likely values of power spectra~up to multi-
pole ,510) for various combinations of template choice f
the W channel data and for the ILC map. This realistica
indicates potential systematic differences arising due to
choice of templates. On the same graphs we also show
reduction performed withHEALPIX window functions~where
12300
e
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pixels of the low resolution map were only weighted ave
ages of all corresponding pixels in the high resolution ma!,
indicating that our results are robust with respect to
choice of window function and smoothing procedure. T
differences between the various cases are small compare
the difference between exact evaluations and WMAP valu
We emphasize that the ML values are the least robust pa
the analysis, and it is much more important that the proba
ity distributions away from the peak are consistent. For
quadrupole we discuss this below, while the overall imp
-

e
-

t
-

FIG. 2. This figure shows the
maximum likelihood power spec
trum up to,510 for several test
cases. The derived features in th
most likely values of power spec
trum are robust with respect to
choice of window function
~Gaussian versusHEALPIX!, tem-
plates~MEM versus external, dus
only versus standard three tem
plates in W!, and maps~W versus
ILC!.
3-4
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FIG. 3. This figure shows the
probability distributions for the
value of C2 as inferred for the
various combinations of the
monopole and dipole and the fore
ground marginalization. Also
shown is the official WMAP like-
lihood code output. Note thatC2

in V without the monopole and di-
pole or the foreground marginal
ization is heavily contaminated
and gives very high ML values
while all the other cases have ver
similar probability distributions
~except the WMAP code!.
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on the cosmological parameter estimation is discussed in
next section.

The marginalization procedure is guaranteed to give
biased results independent of the form of the template o
non-Gaussian properties. The only assumption is that
template is not correlated with the true CMB, which cou
happen if the templates were produced from the CMB d
themselves and were affected by noise, calibration, or b
uncertainties. It is unlikely that this would happen on lar
scales. We have tested this hypothesis by using the exte
templates instead of the MEM templates, without findi
much difference in the result~Fig. 2!.

Figure 3 shows the probability distribution for the valu
of C2 for several cases, assuming the best fitLCDM model
for otherC,’s. The particular choice of otherC,’s affects the
inferred curves, although at a level below the variance
tween various curves. It has several interesting featu
First, when all marginalizations are used, the V channel
~not shown!, and ILC give very consistent results. In th
absence of marginalization and foreground subtraction th
and W channel maps are very affected by the foregrou
and the ML values reach up to 500mK2. The ILC map could
be affected by the foreground marginalization; its va
drops from;220 mK2 ~consistent with@12#! to ;170 mK2

when projection is included in the analysis. The ILC m
may suffer even more from the residual monopole/dip
contamination, which pushes the quadrupole value up.

While our procedure of marginalizing over three tem
plates is the most conservative, one may worry that i
unnecessary. Some of the channels are not really stro
contaminated by all three components and if frequency s
ing is known then multifrequency information can be used
constrain a given component in a given channel. While th
is nothing wrong with our procedure one could argue tha
reduces the amount of information. The number of elim
nated modes is roughly given by the number of templa
12300
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used, but since the templates are correlated~being all domi-
nated by our galaxy! the information loss from large scal
modes is likely to be less than three. It is also not clear h
the templates couple to different multipoles. To test the
effects we perform the analysis in the W channel, wh
foreground contamination is dominated by dust. We use m
ginalization only over the SFD dust template~subtracting out
the free-free component and doing nothing for the synch
tron!. We find that this has very little effect on the maximu
likelihood values of multipoles, as shown in Fig. 2. For,
52 we find the ML value at 220mK2, slightly higher than
in other cases~Fig. 4!, but the overall probability distribution
is very similar to other cases. The effect of this procedure
the parameter estimation is explored in the next section.

It is interesting to assess the statistical significance of
departure of the lowest multipoles from the concorda
model. Our focus is not on the actual statistical procedure
assessing this departure~see, e.g.,@8#!, but on the effect of
estimator induced variance. We consider five cases: all p
sible combinations of the choice of mask~KP2 or KP0! and
frequency~V channel or W channel! and the official WMAP
likelihood code @5,22#. The inferred maximum likelihood
values~Fig. 4! lie in the range 140mK2–220mK2, but the
likelihood function is broad at the peak and the exact va
of the maximum likelihood estimate is driven by small d
tails in the analysis: in all of our basic cases the likelihood
within 10–20 % of the peak value over the ran
120–250mK2. Thus our results are consistent with both t
original WMAP value (123mK2) and the values in@12# and
there is no ‘‘correct’’ value given the level of foregroun
contamination.

As we argued in the Introduction, the precise value of
maximum likelihood estimator is not of primary interes
given that it can be strongly affected by the details of t
analysis. Much more important for the question of parame
estimation is the shape of the likelihood function. Figures
3-5
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FIG. 4. This figure shows the probability distributions for the value ofC2 as inferred for the various combinations of the selected chan
and mask and the official WMAP likelihood code. The upper panel shows the normalized probability distribution, while the lowe
shows the probability relative to the most likely point. Note that the lower panel’s vertical axis is logarithmic. Values of otherC,’s were set
to those of the best fitLCDM model.
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and 4 show that, while the maximum likelihood value of t
quadrupole is quite uncertain, all our cases give very sim
shapes of the likelihood function. This likelihood distributio
is not consistent with the likelihood provided by the WMA
team, which appears to underestimate the errors assoc
with the galactic cut and marginalizations. The WMAP lik
12300
r
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lihood of the concordant modelC2 (;1200mK2) is roughly
2.5 times too low with respect to the most likely point whe
compared to our likelihood values. This change in the sh
of the likelihood function affects the parameter estimatio
particularly the running of the spectral index, as shown
Sec. IV. We note here that not performing the marginali
3-6
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FIG. 5. Cumulative probability
as a function of the true value o
the quadrupole~integrated from
large values downward assumin
0,C2,2000mK2).
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tion over foregrounds and/or the monopole and dipole wo
lead to an even higher probability of the concordance mo
compared to lowC2 models~see the corresponding probab
ity distributions in Fig. 3!, but these are more likely to b
contaminated and should not be used in the likelihood an
sis.

Figure 5 shows the integrated probability as a function
the true value of the quadrupole~integrated from large value
downward!, under the assumption that the prior distributi
of quadrupole values is uniform between 0 and 2000mK2.
This prior is adopted due to the fact that the concorda
value of the quadrupole is;1000mK2 ~see, e.g.,@8#!. This
gives the probability of the true value exceedingC2 assum-
ing this prior. We find that this probability is around 10%,
opposed to 4% by the WMAP likelihood analysis. Thus w
a uniform prior on values ofC2 the probability of the true
quadrupole to be above that predicted by the concorda
model is not particularly small. It becomes even larger if t
upper limit at 2000mK2 is removed, in which case we fin
18% probability of the true value exceeding the concorda
value.

Note that the WMAP team chose to give the statisti
significance of the low quadrupole in terms of the number
random realizations of theoretical models in Monte Ca
Markov chains~MCMCs! for which the extracted quadru
pole is lower than the observed value of 123mK2. This is a
frequentist statistic which cannot be directly compared to
one we defined here in the context of Bayesian statistics.
frequentist approach leads to lower numbers~less than 1%,
compared to 4% above! for the specific value of the quadru
pole obtained by WMAP, but the probability is likely to b
higher if our analysis procedure is applied to the data, gi
our broader likelihoods and higher values of the best fit
quadrupole. The WMAP analysis does not include the un
tainties in the foreground subtractions, which should have
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important effect given the skewed nature of the probabi
distributions: if an error estimate of 50mK2 on C2 were
added to the measured value, it would lead to an increa
probability of the concordance model. In order to truly d
couple the cosmic variance uncertainty for the errors aris
from the galactic cut and foregrounds one would need
infer the probability distribution for a particular realizatio
of a,m8 ’s. For a full-sky CMB observation with no galacti
contamination, this would be a delta function; the galac
cut and large scale contamination would spread the proba
ity over a finite region. This distribution, marginalized
producep(^a2m

2 &m), would be the correct quantity that mu
be compared to the concordant value and the correspon
cosmic variance. Work on this front is currently in progre

While the frequentist approach does allow one to tes
model~or a class of models! independent of other models,
is still not free of assumptions. Testing the quadrupole on
own makes sense only if we believe that there is someth
special about it, for example, because it is sensitive to
physics on the largest scales, which may not be probed
lower multipoles. If it is not viewed as special, but only on
of the many estimated multipoles, then the probability of o
of them being this low is significantly higher. This is teste
in the frequentist approach with the goodness of fit (x2),
which for the WMAP data does not reveal any particu
anomalies. Unfortunately, there is no hope of resolving th
statistical questions completely with only one observed s

In Fig. 6 we plot the contour plots of parameters on t
C2-C3 plane for the considered models. This shows that
likelihoods betweenC2 and C3 are only weakly correlated
both for the exact likelihood evaluation as well as for t
PCL approximation. In the original analysis there was so
evidence for bothC2 and C3 being low, so that the overal
significance was between 2s and 3s ~Fig. 6!. The evidence
3-7
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FIG. 6. In this figure we show
the probability distribution func-
tion on the C2-C3 plane for all
considered possibilities and th
original WMAP likelihood code.
Contours correspond to the 1s,
2s, 3s, and 4s assuming
top-hat priors on the plotted lim-
its (0,C2,1500mK2, 300,C2

,1800mK2). The dashed circles
correspond to the approximat
values of the concordant model.
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for discrepancy weakens below 2s with our analysis and is
consistent among the four cases.

The WMAP team presented further evidence of the
usual nature of large scale correlations using the correla
function, which appears to vanish at angles above 60°@7#.
Correlation functions are notoriously difficult to interpret d
12300
-
n

to the correlated nature of the values at different angles
one must be careful not to overinterpret such results. In F
7 we show the correlation function analysis for these cas
compared to the original WMAP analysis and to theoreti
predictions of theLCDM model. We also show the result fo
the LCDM model whereC2 has been lowered to 150mK2,
3-8
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FIG. 7. This figure shows the
autocorrelation function for all
considered cases, theLCDM
model favored by the WMAP
data, and the same model withC2

set to 150mK2.
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keeping the other multipoles unchanged. Several features
apparent from this figure. First, theoretical predictions for
large scale correlation function are largely driven by t
quadrupole, and lowering its value to 150mK2 brings the
correlation function into a significantly better agreement w
the observations than the unmodifiedLCDM model. Second,
our results significantly modify the predicted correlati
function and the deviations from zero at large angles are n
much more evident, both in the positive direction and in
negative direction at very large angles. To investigate it f
ther the WMAP team introduced a statisticS
5*21

0.5@C(u)#2d cosu. This is a posterior statistic that wa
designed to maximize the effect, so its statistical significa
is difficult to evaluate. We find that its value increases fro
1691 for WMAP analysis to 4197~W KP0!, 5423~V KP0!,
9086~V KP2!, 7698~W KP2!, and 5832~W KP2, dust mar-
ginalization only!. While its value for the standardLCDM
model is 49625, reducing the quadrupole to 150mK2

changes this to 8178, below the value we find in the cas
V KP2. We conclude that there is no obvious anomaly in
correlation function beyond the fact that the quadrupole
low, and there is no evidence of the correlation function v
ishing at large angles.

IV. PARAMETER ESTIMATION

In order to assess the effect of the exact likelihood eva
ations on the inferred cosmological parameters we have
the Markov chain Monte Carlo parameter estimations us
the original WMAP likelihood code and the code modified
use the exact calculations at lowest multipoles. The to
likelihood was calculated by evaluating the likelihood for t
,<12 multipoles using the exact matrix inversion and ad
ing the likelihood evaluated from the remaining multipol
using the WMAP likelihood code. The power spectrum v
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ues for the multipoles,.12 in the exact likelihood code
were kept at the WMAP PCL most likely model when ca
culating the covariance matrix: this ensures that the lik
hood is not ‘‘accounted for’’ twice. We also neglect the a
ticorrelation between the,512 and ,513 modes at the
boundary. The evaluation of the exact likelihood typica
takes around a few seconds on a modern workstation,
this is less than the time it takes to evaluate a theoret
CMB power spectrum withCMBFAST @23#. Therefore, using
the exact likelihood code does not slow down the MCM
parameter estimation significantly. Each of the chains
scribed below contains 100000–200000 chain elements,
success rate was of order 30–60 %, correlation length
30, and effective chain length of order 5000–15000. We
8–24 chains and in terms of Gelman and RubinR̂ statistics
@24# we find the chains are sufficiently converged and mix
with R̂,1.01, compared to the recommended valueR̂,1.2
or the more conservative valueR̂,1.1 adopted by the
WMAP team@5#.

The likelihood also uses the information contained in t
temperature-polarization~TE! cross-correlation power spec
trum using the official WMAP likelihood code, which use
similar approximations as the temperature power spect
and completely ignores correlations between the TT and
power spectra. We cannot yet use the exact evaluations s
the polarization maps are not publicly available at this tim

We ran several MCMCs using a custom developed s
ware described in@25#. We consider only flat models. W
begin with the simplest five-parameter models

p5~t,vb ,vCDM ,R,Vm!, ~5!

wheret is the optical depth,vb5Vbh2 is proportional to the
baryon to photon density ratio,vCDM5VCDMh2 is propor-
3-9
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TABLE I. Median value and 1s and 2s constraints on cosmological parameters for various MCM
based on WMAP data alone. ‘‘5p’’ denotes varying five basic cosmological parameters in MCMCs,
‘‘8p’’ stands for eight-parameter chains. ‘‘Old’’ stands for the evaluation of the WMAP likelihood using
current WMAP provided software, VKP2 is our new exact likelihood evaluation analysis of V maps
KP2 mask, and VKP0 is the same for KP0 mask.

5p old 5p VKP2 5p VKP0 8p old 8p VKP2

102vb 2.4020.06
10.06

20.13
10.12 2.3820.07

10.06
20.13
10.13 2.3920.06

10.06
20.13
10.13 2.3720.16

10.17
20.32
10.35 2.4920.17

10.19
20.34
10.39

Vm 0.2920.06
10.08

20.11
10.16 0.2420.05

10.07
20.10
10.15 0.2620.06

10.07
20.11
10.16 0.2020.06

10.07
20.10
10.16 0.1520.04

10.06
20.07
10.13

vCDM 0.1220.017
10.017

20.03
10.03 0.1120.016

10.016
20.03
10.03 0.1120.016

10.017
20.03
10.03 0.1020.017

10.017
20.03
10.03 0.0920.015

10.016
20.03
10.03

t 0.1720.04
10.04

20.09
10.08 0.2120.04

10.04
20.08
10.07 0.1920.04

10.04
20.08
10.08 0.2320.08

10.05
20.16
10.07 0.2420.08

10.05
20.17
10.06

s8 0.9420.08
10.07

20.17
10.13 0.9020.09

10.08
20.19
10.15 0.9220.09

10.08
20.19
10.15 0.8120.13

10.12
20.26
10.25 0.7520.13

10.13
20.25
10.24

h 0.7220.05
10.05

20.08
10.10 0.7520.05

10.05
20.09
10.11 0.7320.05

10.05
20.09
10.11 0.7820.07

10.08
20.13
10.19 0.8720.08

10.09
20.15
10.19

T/S 0 0 0 ,0.76 ~95%! ,0.81 ~95%!

ns 1 1 1 0.9520.07
10.07

20.15
10.14 1.0220.07

10.07
20.15
10.15

as 0 0 0 20.0820.06
10.05

20.13
10.10 20.0420.06

10.05
20.13
10.10
-
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tional to the cold dark matter to photon density ratio,Vm

5VCDM1Vb512Vl is the matter density today, andR is
the amplitude of curvature perturbations atk50.05/Mpc~we
replace this parameter withs8 in Table I!. To reduce the
degeneracies we usevb , vCDM , the angular diameter dis
tanceQs , lnR and lnR2t20.5 log(vb1vCDM) instead of
the parameters in Eq.~5!, adopting broad flat priors on them
Most of these priors are not important because the par
eters are well determined. The exception is optical depth,
which we additionally applyt,0.3 on some of the MCMCs
following the WMAP team.

The simple five-parameter model is sufficient to obtain
good fit to the WMAP data. We add CBI1ACBAR to the
WMAP data@26,27# and follow the WMAP team in denoting
this data set as WMAPext. The second set of MCMCs we
was also based on the WMAPext data, but with an expan
set of parameters which include the primordial slopens , its
running as5dns /d ln k, and tensors~parametrized withr
5T/S), adopting flat priors on these parameters. Add
these three parameters improvesx2 only by 5, so they are no
really needed to improve the fit to the data. Because of
we find significant degeneracies among many of the par
eters. The best fitted values are not necessarily very m
ingful and they could be significantly influenced by the a
sumed priors, but we can still compare the changes betw
the new and original analysis. A third set of MCMCs w
based on the combined WMAPext1SDSS analysis@28#,
which breaks some of these degeneracies. The last s
MCMCs was based on WMAP1VSA @29#, both with and
without SDSS. We remove thet,0.3 constraint for this
case. The results are shown in Tables I and II.
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A. Matter density

In five-parameter chainsVm is the parameter that change
most by the new analysis. Its probability distribution fro
various MCMCs is shown in Fig. 8. This parameter is n
well determined from the CMB data, since it only weak
affects the positions of acoustic peaks in a flat universe. T
leaves the integrated Sachs-Wolfe effect on large scales a
important way to constrainVm : reducing Vm leads to a
decay in the gravitational potential, which increases the c
tribution to the large scale anisotropies from the line of sig
integration of the time derivative of gravitational potentia
The increase of the low multipoles by our analysis~Fig. 8!
thus requires a lower value ofVm to fit the data. This is more
prominent for KP2, where the best fit value isVm
50.2420.05

10.07, than for KP0 which givesVm50.2620.06
10.07, but

the latter contains less area and its error distribution
slightly broader. LowerVm values are also preferred in th
joint WMAPext1SDSS analysis, but here the SDSS da
tend to push the overall value up toVm50.2720.03

10.05. In these
eight-parameter chains the WMAPx2 is higher by about 5
compared to the WMAP without SDSS. Thus there is a bit
a tension between the SDSS data, favoring highVm and the
WMAP data favoring low values of this parameter, althou
the statistical significance of this tension is low. For lo
Vm50.24 the Hubble parameter ish50.75, still in agree-
ment with the Hubble Space Telescope~HST! key project
value of h50.7260.08 @30#. If we eliminate tensors from
the analysis then we findVm50.3020.05

10.06 for a WMAP
1SDSS1VSA combination of the data. The overall conclu
sion is that values ofVm between 0.2 and 0.4 remain accep
able by the data and that the actual value depends strong
the choice of parameter space.
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TABLE II. Same as Table I for WMAP1SDSS@eight-parameter MCMCs with regular~old! or corrected~exact likelihood! analysis#. The
new analysis uses V KP2 with full marginalization and W KP2 with dust marginalization only. We also give WMAP1SDSS1VSA
~seven-parameters!. For the latter case we do not imposet,0.3.

8p SDSS1old 8p SDSS1VKP2 8p SDSS1WKP2 7p SDSS1VSA1VKP2

102vb 2.4020.16
10.16

20.30
10.32 2.4820.16

10.16
20.31
10.30 2.4720.16

10.16
20.30
10.31 2.3420.15

10.18
20.28
10.52

Vm 0.3120.05
10.06

20.08
10.13 0.2720.03

10.05
20.06
10.11 0.2820.04

10.05
20.07
10.11 0.3020.05

10.06
20.10
10.12

vCDM 0.12820.008
10.009

20.016
10.019 0.12120.007

10.008
20.014
10.017 0.12320.007

10.008
20.014
10.017 0.12320.008

10.008
20.018
10.017

t 0.2020.08
10.07

20.14
10.09 0.2020.08

10.07
20.14
10.09 0.2020.08

10.07
20.14
10.09 0.1920.08

10.11
20.13
10.26

s8 0.9820.09
10.08

20.16
10.16 0.9720.09

10.09
20.16
10.16 0.9720.09

10.09
20.16
10.16 0.9320.08

10.12
20.13
10.29

h 0.7020.05
10.05

20.09
10.09 0.7320.04

10.04
20.09
10.08 0.7320.04

10.04
20.09
10.08 0.7020.05

10.05
20.08
10.14

T/S ,0.46 ~95%! ,0.46 ~95%! ,0.47 ~95%! 0

ns 0.9720.06
10.06

20.12
10.11 1.0120.06

10.05
20.11
10.10 1.0220.06

10.05
20.11
10.10 0.9720.06

10.06
20.11
10.16

as 20.06020.039
10.038

20.083
10.074 20.01520.037

10.036
20.080
10.072 20.03220.038

10.036
20.080
10.072 20.02220.032

10.034
20.062
10.069
th
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B. Running

Running has attracted a lot of attention ever since
WMAP team argued for a 2s evidence of negative running
When analyzing the CMB data alone one finds that runn
is strongly correlated with the optical deptht. Figure 10
shows an example of this in WMAP1VSA MCMCs. We see
that this particular combination of data preferst.0.3 and
that such a high value of optical depth requires large nega
running. A similar effect has been noticed in WMAP1CBI
analysis@31# and WMAP1VSA analysis@32#. We find that
the statistical significance of running is strongly affected
12300
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the adopted prior ont. In fact, when the prior ont is re-
laxed, the one-dimensional marginalized probability distrib
tion seems to prefer models with high values oft and large
negative running. However, we note that this is the resul
the large posterior probability volume in this region, rath
than a better fit to the data. Moreover, such high values
optical depth are difficult to reconcile with the hierarchic
models of structure formation and would require a lot
small scale power, contrary to the effect of a negative r
ning. Even more importantly, a high optical depth would le
to a large signal in the WMAPEE polarization spectrum. To
d

r

-

FIG. 8. Probability distribution
p(Vm) and its cumulative value
*

2`
Vmp(Vm8 )dVm8 for five-

parameter MCMCs of WMAPext
data ~bottom! and for eight-
parameter MCMCs of WMAPext
1SDSS data~top!. We present V
frequency map and both KP0 an
KP2 mask results for the full like-
lihood analysis of five-paramete
MCMCs of WMAPext data and V
KP2 for full likelihood analysis of
eight-parameter MCMCs of
WMAPext1SDSS data. Also
shown for comparison are the re
sults using the regular~old!
WMAP analysis routine.
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FIG. 9. Probability distribution
p(as) and its cumulative value
*

2`
as p(as8)das8 for old and new

MCMCs using WMAPext
1SDSS data. We use V frequenc
map and KP2 mask in the ful
likelihood analysis.
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eliminate this region of parameter space the WMAP te
adopted a priort,0.3 and we follow that for most of ou
MCMCs. However, one can also eliminate this region
parameter space by adding the SDSS data, which do
favor the high optical depth values~Fig. 10!, and we give an
example of this in Table II.

In this paper we are more interested in how runn
changes if we use the exact likelihood routine as oppose
the approximate one. The resulting values of the running
various cases are given in Tables I and II. They are sign
cantly affected by the exact likelihood calculations. This
expected from the analysis presented in the previous sec
where we showed that the exact likelihood analysis w
foreground marginalization leads to an enhancement of
, multipoles and broadens the shape of the likelihood dis
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bution for quadrupoles to allow a higher likelihood for mo
els with less negative running. Figure 9 shows the MCM
generated probability distributions for runningas using
WMAPext1SDSS in eight-parameter models. Note th
there is a strong correlation between running and tensor
such a way that for no tensors there is less evidence
running @25#. So some of the evidence for running in th
eight-parameter analysis~and in@33#! is driven simply by the
large parameter space ofr .0 models and should not b
taken as evidence of running on its own. Even so we find t
the evidence for running, marginally suggested by the
analysis, largely goes away in the new analysis and the v
of running changes from20.060 to20.015 ~V KP2, full
marginalization! or 20.032 ~W KP2, dust marginalization
only!, with an error of 0.035. This confirms that the su
-

FIG. 10. Two-dimensional

contours of 68% and 95% prob
ability in (as ,t) and (as ,zri)
planes from WMAP1VSA and
WMAP1VSA1SDSS data.
3-12



-

n

EXACT LIKELIHOOD EVALUATIONS AND FOREGROUND . . . PHYSICAL REVIEW D 69, 123003 ~2004!
FIG. 11. Two-dimensional
contours of 68% and 95% prob
ability in (as ,ns) plane for old
and new MCMCs using
WMAPext1SDSS data. We use V
frequency map and KP2 mask i
the full likelihood analysis.
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gested evidence for running relies crucially on a low qu
rupole and octupole@34#, for which the statistical analysi
and foreground removal are least reliable.

This point was also noted in the recent analysis
WMAP1VSA data@32#, where the WMAP likelihood code
was used and evidence in excess of 2s for running was
found, while removing,,10 information reduced this evi
dence to less than 1s. While one should not simply remov
the entire,,10 information one should use the exact calc
lations instead of approximate ones if the answer depend
it. Our results for a WMAP1SDSS1VSA analysis for
seven-parameter models without tensors given in Tabl
show that running is strongly suppressed with the new an
sis, as520.02220.032

10.034, even without adopting any prior o
the optical depth.

As shown in Table I the best fitted value of the primord
slope ns increases appreciably as well, although this
mostly a consequence of the change in running. This is c
fied in Fig. 11, which shows old and new contours in t
(ns ,as) plane. There is some degeneracy between the
parameters, so that models with low values of running a
require low slope. Since low values of running are exclud
by the new analysis, this implies that low values of the p
mordial slope are also excluded, pushing the average s
up.

V. CONCLUSIONS

In this paper we have developed routines to calculate
exact likelihood of the low resolution WMAP data. We ha
projected out unwanted foreground components by add
the foreground templates to our covariance matrix with la
variance. Neither of these methods has been applied
WMAP data before and should improve upon the exist
analyses. We have tested the robustness of our result
applying the method to many different combinations of o
serving frequency, mask, smoothing, and templates
found consistent results among these various cases. In
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ticular, we find consistent results if we marginalize only ov
dust in the W channel as opposed to all three foregro
templates, if we use templates external to WMAP instead
the WMAP MEM templates, if we use the KP0 instead of t
KP2 mask, if we use ILC maps instead of individual V or
frequencies, or if we useHEALPIX windows instead of Gauss
ian smoothing. The two most important features of our p
cedure are thus marginalization over dust and exact lik
hood analysis.

Important differences exist between our results and pre
ous work. We find higher values of the lowest multipole
which is partly a consequence of the template subtrac
method used in the WMAP analysis. This procedure wo
certainly remove some of the real power, although it is d
ficult to estimate how much, and the differences could a
be just a statistical fluctuation. For the maximum likeliho
value of the quadrupole we find values between the orig
WMAP analysis and subsequent reanalysis by@12#. The dif-
ferences are within the estimated error of the foregrou
contamination, and we argue that the actual value is not v
reliable given how broad the likelihood is at the peak. Mo
important is the shape of the likelihood function, which w
find to be broader than in the likelihood evaluation, provid
by the WMAP team which underestimates the errors co
pared to our analysis. This lowers the statistical significa
of the departure of the data from the concordant mod
Within a Bayesian context and assuming a flat prior on
distribution of quadrupoles, we find the probability that
model exceeds the concordance model predicted quadru
to be 10%. We also do not find anything particularly unus
in the correlation function and in the joint quadrupol
octopole analysis.

We combine the full likelihood calculation with fore
ground marginalization at low, with the original WMAP
PCL analysis at high, to generate Monte Carlo Marko
chains, whose distribution converges to the probability d
tribution of theoretical models given the data and assum
3-13
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priors. The main effect of the new analysis is on the runn
of the spectral index, for which the marginal 2s evidence for
as,0 present in the original analysis and in the rec
analysis of WMAP1VSA @32# ~see also@31#! is reduced to
below 1s. Using the exact WMAP likelihood analysis wi
be essential for attempts to determine the running of
spectral index by combining WMAP with either the sma
scale CMB data or the upcoming Ly-a forest analysis from
SDSS. In all of these cases the exact method increase
value of the running by pushing up the CMB spectrum
large scales. Another parameter that is significantly affec
is the matter densityVm or, equivalently, the dark energ
densityVL . We findVm to be reduced by the new analys
because of the added power at low multipoles, which is m
easily accounted for by an increase in the ISW contributi

We have shown that the effects of the improved likeliho
analysis presented here can be significant for the determ
tion of cosmological parameters. We expect the methods
plied here will be equally important for the analysis of p
larization data in WMAP, where the foregrounds play a mu
more important role and where a full likelihood analysis
joint temperature and polarization data is necessary to ex
,
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the maximum amount of information. The current analysis
temperature-polarization data is rather unsatisfactory, sinc
is based on the cross-spectrum information alone. With
having access to the full polarization maps we cannot
prove upon it here. Thus the results shown in Tables I an
should still be viewed as preliminary regarding the optic
depth, which is essentially determined by the polarizat
data. The upcoming WMAP two-year analysis and release
polarization data should elucidate the current situation. T
code developed here will be made available to the comm
nity at cosmas.org.
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