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Influence of shower fluctuations and primary composition on studies
of the shower longitudinal development

Jaime Alvarez-Mun˜iz,* Ralph Engel,† T. K. Gaisser, Jeferson A. Ortiz,‡ and Todor Stanev
Bartol Research Institute, University of Delaware, Newark, Delaware 19716, USA

~Received 23 December 2003; published 14 May 2004!

We study the influence of shower fluctuations, and the possible presence of different nuclear species in the
primary cosmic ray spectrum, on the experimental determination of both shower energy and the proton air
inelastic cross section from studies of the longitudinal development of atmospheric showers in fluorescence
experiments. We investigate the potential of the track length integral and shower size at maximum as estima-
tors of shower energy. We find that at very high energy (;101921020 eV) the error of the total energy
assignment is dominated by the dependence on the hadronic interaction model, and is of the order of 5%. At
lower energy (;101721018 eV), the uncertainty of the energy determination due to the limited knowledge of
the primary cosmic ray composition is more important. The distribution of the shower maximumXmax is
discussed as a measure of the proton-air cross section. Uncertainties in a possible experimental measurement of
this cross section introduced by intrinsic shower fluctuations, the model of hadronic interactions, and the
unknown mixture of primary nuclei in the cosmic radiation are numerically evaluated.
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I. INTRODUCTION

The fluorescence technique of ultrahigh energy cos
ray ~UHECR! detection was first explored in the pioneerin
Fly’s Eye detector@1#, and is currently being used in it
successor, the high resolution Fly’s Eye~HiRes! @2#, as well
as in the Pierre Auger Observatory@3# that is currently under
construction. The underlying idea is the detection of atm
spheric nitrogen fluorescence light induced by the passag
charged particles through the atmosphere. The numbe
charged particles at depthX in the atmosphere,N(X), i.e.,
the longitudinal shower profile, can be extracted from d
becauseN(X) is to a good approximation proportional to th
amount of emitted fluorescence light. In this approximati
the total energy that goes into electrons and positrons~the
electromagnetic energyEem from now on! is obtained by
integration of the shower longitudinal profile@4#

Eem5aeffE
0

`

N~X!dX ~1!

where aeff is the average~effective! ionization loss rate
which is usually taken as a constant over the entire sho
and is given by;2.19 MeV/g cm22 @4,5#.

The integral on the right-hand side of Eq.~1! represents
the total track length of all charged particles in the show
projected onto the shower axis. Electrons and positrons c
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stitute the bulk of the charged particles in a shower and c
tribute most to the production of fluorescence light. In t
following we neglect the contribution of muons and oth
charged particles to the production of fluorescence lig
which is of the order of 2%~see discussion in@6#!.

It is generally assumed that the fluorescence rate is
portional to the ionization energy loss ratedE/dX, although
this has been experimentally proved only to some ext
@7,8#. Consequently in order to estimate shower energy, th
is in principle no need to convert the measured fluoresce
intensity first to a particle number, and then relate the to
track length to the energy of the shower through Eq.~1!. The
total ionization energy deposit can instead be obtained fr
the fluorescence intensity and can be used directly as an
ergy estimate@9,10#. However, as long as the lateral spre
of shower particles is correctly accounted for@11#, the con-
version of fluorescence light intensity to number of partic
and then to energy through Eq.~1! does not lead in principle
to observable errors mainly for two reasons: First, the io
ization energy deposit depends only weakly on the part
energy, and second, the shape of the energy spectrum
particles in an air shower changes only slowly with the t
versed depth. Only in the very early evolution stage o
shower is the particle energy spectrum significantly har
than that at the shower maximum. The corresponding ene
deposit is higher by up to a factor of 1.5, but due to the sm
number of particles, the resulting error in the energy estim
tion is negligible@12#.

There are several additional factors, such as air press
density and humidity, that influence the relation of the flu
rescence intensity to energy deposit and particle numb
The discussion of these aspects, including the conversio
the observed light curve to a longitudinal shower profile a
beyond the scope of this work.

In this article we investigate the longitudinal shower pr
file as an experiment-independent quantity and study its
lation to the energy and mass of the primary particle. In S
II the track length integral and the particle number at show

ı
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maximum are compared as energy estimators under the
sumption of an unknown cosmic ray composition abo
1017 eV. The model and mass dependence of the invis
energy carried by neutrinos and energetic muons is ca
lated for theQGSJET@13# andSIBYLL @14,15# models of had-
ronic interactions. The mean position of the shower ma
mum,Xmax, and its distribution is discussed as a measure
the primary cosmic ray composition and proton-air cross s
tion in Sec. III. A summary and conclusions are giv
in Sec. IV.

II. SHOWER TRACK LENGTH AND ENERGY
RECONSTRUCTION

Using the particle number as primary observable, an
curate Monte Carlo calculation of the electromagnetic ene
in a shower requires that all the contributions to the tra
length due to electrons and positrons are properly accou
for. This implies computing the track length of electrons o
very wide energy range, including very small energies, si
electrons with kinetic energy below 0.1 MeV typically a
count for;10% of the electromagnetic energy@4#. A part of
the energy of the primary particle is not converted to el
tromagnetic particles and hence not deposited as ioniza
energy in the atmosphere. High-energy muons deposit on
small fraction of their energy in the atmosphere and neu
nos escape detection completely. Therefore experiments
to correct for the ‘‘unseen’’ energy to estimate the prima
particle energy. In a Monte Carlo simulation, onceEem is
determined, the ‘‘unseen’’ energy can be calculated o
shower-by-shower basis as the difference to the primary
ticle energy.

In this section we calculate the fraction of shower ene
that is not detected by a fluorescence experiment and
study its dependence on shower energy, on the prim
nucleus that initiates the shower, and on the hadronic in
action model needed to extrapolate to unmeasured region
the phase space of the primary nucleus-air collision.
compare the resolution achieved with two different estim
tors of shower energy, namely the track length integral a
the number of particles at shower maximum. For this p
pose we simulate large samples of showers and extract
longitudinal profile.

We use a fast hybrid simulation program@16# that allows
the simulation of longitudinal shower profiles of electro
and muons. The hybrid method consists of calculat
shower observables by a direct simulation of the initial p
of the shower, tracking all particles of energy aboveEthr
50.01E. Parametrizations of presimulated showers for
subthreshold particles are then superimposed after their
interaction point is sampled. The sub-showers are descr
with parametrizations that give the correct average behav
and at the same time describe the fluctuations in shower
velopment of both electrons and muons.

Electromagnetic cascades are simulated with a f
screening electromagnetic Monte Carlo at high energy an
low energy the longitudinal development of electromagne
sub-showers is calculated using Greisen’s parametriza
@17#. The numerical approximation as given in@18# is ap-
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plied with electron-induced showers being shifted by 0.8
diation lengths@19#. Greisen’s formula is a good approxima
tion to the numerical solution of the cascade equations w
vanishing low-energy cutoff.

In order to apply Eq.~1! to estimate shower energy from
the number of particles given by our hybrid approach,
factoraeff in Eq. ~1! must be determined for our approxima
tion of electromagnetic showers. We normalize the tra
length predicted by our hybrid method to the electromagn
energy in photon initiated showers of energyEem, turning
photoproduction interactions artificially off to avoid that
fraction of Eem goes into a muonic and neutrino compone

aeff5
Eem

E N~X!dX

. ~2!

We obtain the numerical valueaeff52.32 MeV/g cm22,
which we will use throughout this paper. It is important
realize thataeff depends on the treatment of low energy p
ticles due to the different kinetic energy thresholds of t
Monte Carlo simulations, and therefore our result cannot
directly compared to the numerical value obtained by So
et al. (aeff52.19 MeV/g cm22) @4# who performed a COR-
SIKA @20# simulation with the threshold of 100 keV. Song
al. estimated that about 10% of the electromagnetic energ
carried by particles of kinetic energy less than 100 ke
which are neither included in the track length simulation n
in the calculation ofaeff . The value of 2.42 MeV/g cm22

found by Risse and Heck~Fig. 7 in @12#! is not in contradic-
tion with our result as it refers to a simulation threshold
250 keV. In contrast to@4# the analysis in@12# definesaeff as
the proportionality constant between the projected tra
length of all particles above simulation threshold and
total calorimetric energy, including the expected energy
posit of the particles falling below the simulation thresho

A. Unseen energy in hadron-induced atmospheric showers

We turn now to the study of the unseen energy in nucle
induced showers. Using the hybrid method we have sim
lated showers initiated by protons, helium, carbon, and i
at zenith angleu545°, down to the approximate observatio
level of the HiRes and Auger experiments corresponding
vertical depth ofXv5870 g cm2. We have performed the
simulations using two hadronic interaction modelsSIBYLL

2.1 @21# andQGSJET01 @13#, with the aim to study the influ-
ence of the model predictions on the amount of unseen
ergy in the shower.

We calculate the total track length by performing the
tegral in depth of the longitudinal profile generated by t
hybrid method. Similar to the method applied by a
fluorescence experiments the simulated curve is fit by
Gaisser-Hillas function@22#

NGH~X!5NmaxS X2X0

Xmax2X0
D (Xmax2X0)/l

expF2
~X2Xmax!

l G ,
~3!
3-2
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INFLUENCE OF SHOWER FLUCTUATIONS AND . . . PHYSICAL REVIEW D69, 103003 ~2004!
where X0 is the depth of the first interaction,Xmax is the
depth at which the number of electrons in the shower
maximal, andNmax is the number of electrons at maximum
First the position of the shower maximum and the parti
number at maximum are found by a polynomial fit to t
shower profile near its maximum. In a subsequent fit
parametersl andX0 are determined. The unseen energyEu
in a shower of energyE then follows from

Eu5E2Eem5E2aeffE
0

`

NGH~X!dX. ~4!

In Fig. 1 we plot the mean unseen energy as obtaine
showers initiated by different nuclei and compare the pred
tions of the interaction modelsSIBYLL 2.1 andQGSJET01. The
energy that is transferred to muons and neutrinos decre
with shower energy for all nuclei in both models. The ma
reason for this behavior is that as shower energy incre
the average energy of charged pions increases as well, a
turn their probability of decaying into muons and neutrin
diminishes. At fixed energy the unseen energy is large
showers initiated by heavy nuclei than in those induced
light nuclei. This can be understood on the basis of the
perposition model in which a shower induced by a nucleus
A nucleons and energyE is considered asA independent
proton showers of energyE/A, in each of which the fraction
of unseen energy is larger than in a proton shower of ene
E ~Fig. 1!. In fact, the muon number in a proton show
scales asNm;Ea with a50.86 . . .0.92 @16#, and applying

FIG. 1. Fraction of the total shower energy that is not seen b
fluorescence detector in showers initiated by proton, helium,
bon, and iron as a function of shower energyE. 5000 showers at
zenith angleu545° were simulated for each hadronic interacti
model:SIBYLL 2.1 ~bold circles! andQGSJET01 ~open circles!.
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the superposition model it can be easily seen that an
shower has about 1.5 times more muons than a pro
shower of the same energy.

The unseen energy reaches almost a constant valu
shower energy above 1019–1020 eV, and is fairly insensitive
to composition in this energy region, the relative differen
between the unseen energy fractions among the different
clei being;10%. Interestingly the difference between th
two model predictions is much bigger and essentially st
the same. At ultrahigh energy the uncertainty in the miss
energy assignment is dominated by the model depende
and not by an unknown primary composition.

The unseen energy predicted byQGSJET01 is consistently
larger than the corresponding energy predicted bySIBYLL

2.1, the reason being that the muon multiplicity (Em
.0.3 GeV) in QGSJET01 is larger than inSIBYLL 2.1. For
example, QGSJET predicts about 35% more muons tha
SIBYLL 2.1 in proton-induced showers at 1020 eV @16#. This
difference arises mainly due to the different multiplicities
secondaries predicted by the two models. The relative dif
ence between the saturation values of the unseen energy
dicted bySIBYLL andQGSJETis ;50%. This translates to a
5% uncertainty for the total energy estimate.

Our results for the unseen energy fraction are similar
those obtained in@4# and recently in@23#. For example, Song
et al. find a fraction of unseen energy of about 7%~10%! at
E51020 eV for proton ~iron! showers andQGSJET98 @4#.
Barbosa et al. have also usedSIBYLL 2.1 in their simulations.
They obtain an unseen energy fraction of about 5% and
for proton and iron showers at 1020 eV simulated with the
SIBYLL model @23#. There are differences of the order o
1–3 % between these calculations and our results which
attribute to the different low-energy interaction models us
for the simulations, the approximative character of Greise
parametrization for low-energy electromagnetic su
showers, and different methods of calculating the tra
length integral. The latter involves extrapolating the elect
magnetic shower component to larger atmospheric depth

B. Shower energy reconstruction from
the longitudinal shower profile

There are several methods to reconstruct the primary
ergy of an observed air shower profile experimentally. N
only the total shower track length in the atmosphere in E
~1! but also the number of particles at shower maximum c
serve as an estimator of the shower energy. The latter on
of particular interest for nearly vertical showers where on
the first part of the shower can be observed and the un
tainty in the calculation of the total track length could b
dominated by the extrapolation of the shower profile into
unobserved region. In this section we study the energy re
lution that is achieved with these two methods.

As previously discussed, shower energy can be calcula
from the measured track length. The procedure is to fi
Gaisser-Hillas or other function to the observed longitudi
profile @24#, integrate it to obtain the total track length, e
tract the energy that goes into the electromagnetic com
nent and correct it for the unseen energy that is estimate
Monte Carlo simulations.

a
r-
3-3
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ALVAREZ-MUÑ IZ et al. PHYSICAL REVIEW D 69, 103003 ~2004!
The procedure above is subject to uncertainties beca
usually, a previously calculated mean value of the miss
energy, averaged over many simulated showers, is use
determine the energy of each individual event. Moreov
due to fluctuations in the shower longitudinal profile the e
periments are unable to determine the type of prim
nucleus that initiated the shower on an event-by-event ba
In consequence a correction for missing energy avera
over different primaries must be used. In addition the corr
tion for unseen energy depends on the hadronic interac
model used to perform the simulations.

We estimate the energy of the shower (Et) from the track
length obtained as indicated above in the following way,

Et5^ f u&Eem5^ f u&aeffE
0

`

NGH~X!dX ~5!

where ^ f u& is the average value of the correction for t
energy not seen. The value of^ f u& depends onEem and is for
simplicity taken as the arithmetic mean over a uniform fo
component mass composition, i.e.,^ f u&5(( i f u

i )/4 wheref u
i

5E/Eem are the corrections for unseen energy in show
initiated by different primary nuclei. The indexi corresponds
to proton, helium, carbon, and iron induced showers.
fixed primary particle type,f u

i was obtained as the averag
value ofE/Eem in 5000 simulated showers.

Alternatively, shower energy can also be estimated fr
the size of the electron distribution at shower maximu
Nmax. The relation betweenNmax and energy can be ex
pressed asE5gNmax whereg must be obtained by Monte
Carlo simulations. As before, the determination of show
energy is subject to uncertainties becauseg has to be aver-
aged over many showers and different primaries, and is
model dependent. Then the estimated energy of a sho
(EN) follows from Nmax through the equation

EN5^g&Nmax, ~6!

where ^g&5(( igi)/4 and the indexi corresponds again to
protons, helium, carbon, and iron. Thegi values were ob-
tained as the average ofE/Nmax in 5000 simulated shower
fixing the type of primary particle.

Figure 2 shows the average shower size at maximum
function of energy in showers initiated by different nucle
Each point represents an average over 5000 showers.
results ofSIBYLL 2.1 andQGSJET01 are presented. It is inter
esting to see how the dependence ofNmax on composition
changes with shower energy. In the energy region of 1019 to
1020 eV the value ofNmax is rather composition-independen
making it a good energy estimator. However, the mass
pendence is of the order of 10% in the energy range betw
1017 and 1018 eV. The hadronic interaction model depe
dence for fixed energy and type of primary is remarka
small ;1 –2 %.

For an experiment measuring showers with a steep en
spectrum the knowledge of the event-by-event correlat
i.e., the energy resolution, is of great importance. In Fig
we show the resolution in energy achieved withEt in Eq. ~5!,
and EN in Eq. ~6!, for SIBYLL 2.1 at two representative
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shower energies. We plot the relative difference in perce
age between the estimated energy (Et or EN) and the actual
shower energy. Figure 4 shows the corresponding ene
resolution forQGSJET01. The mean values and standard d
viations of the proton and iron distributions shown in Figs
and 4 are given in Tables I and II.

At energies above 1019 eV, the energy resolution
achieved withNmax is similar to the one obtained when th
track length is used as energy estimator. However the erro
E with Nmax is more asymmetric than the corresponding o
for the track length, due to the intrinsic asymmetry of t
distribution of Nmax at E51019–1020 eV ~see for instance
Fig. 11 in Ref.@16#!. The asymmetry is less pronounced
the case of heavy nuclei.

Both energy estimators produce an energy resolu
which is not strongly dependent on composition aboveE
51019 eV. This can be easily understood from Figs. 1 and
in which it can be seen that atE.1019 eV both the fraction
of unseen energy in the shower andNmax are weakly depen-
dent on the type of primary nucleus. The dependence
composition is more pronounced in the energy ran

FIG. 2. Average shower size at maximum normalized to sho
energy in GeV in showers initiated by proton~bold circles!, helium
~open circles!, carbon~bold triangles!, and iron~open triangles! as a
function of shower energyE. 5000 showers at zenith angleu
545° were simulated for each hadronic interaction model:SIBYLL

2.1 ~bottom panel! andQGSJET01 ~top panel!.
3-4
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INFLUENCE OF SHOWER FLUCTUATIONS AND . . . PHYSICAL REVIEW D69, 103003 ~2004!
1017–1018 eV, on averagea;5 –7 % uncertainty in the en
ergy determination with both methods is introduced if t
nature of the primary is unknown. It is interesting to noti
that both methods tend to underestimate the energy for
ton primaries and overestimate it for iron primaries due
the assumption of a uniform four-component composition
all the energy range above 1017 eV. The systematic uncer
tainty introduced by the hadronic interaction model wh
usingNmax as estimator is about 1%, comparable to the o
in the case of the track length integral method.

In summary,Nmax is a remarkably good energy estimat
that may replace the total track length at energies ab
1019 eV if care is taken for the asymmetric errors in t
distributions. AnNmax-based energy determination may
superior to the track length method when only a small p
tion of the shower around the maximum is detected, for
stance due to the limited sensitivity or acceptance of
fluorescence detector.

III. SHOWER LONGITUDINAL DEVELOPMENT
AND P-AIR CROSS SECTION DETERMINATION

The most obvious, experiment-independent observa
characterizing the longitudinal shower profile is the depth
maximum,Xmax. The mean depth of maximum is a goo
measure of the composition in units of the mean logarithm
mass. Indeed, within the superposition model one expects

FIG. 3. Distributions of the error in shower energy determin
tion for two energy estimators. The results are shown for differ
nuclei and forSIBYLL 2.1. Left panelsE51018 eV; right panelsE
51020 eV. Top panels:Nmax is used as energy estimator. Botto
panels: the energy estimator is the track length integral.
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a primary particle with mass numberA

^Xmax
(A) &5Deln~E/A!5^Xmax

(p) &2Deln A, ~7!

with De being the elongation rate, a weakly energy dep
dent parameter. The elongation rate reflects features of h
energy hadron production, see for example@16,25#, making
the interpretation of measurements model-dependent. H
ever not only the mean depth of maximum carries import
information about both the primary cosmic ray compositi
and the features of the hadronic interactions, but also
distribution. A number of analyses usingXmax distributions to
infer the primary cosmic ray chemical composition are ava
able in literature, for example@26–28#. In the following we
will concentrate on theXmax distribution of showers in re-
spect to the possibility and limitations of determining t
features of the hadronic interactions, in particular of meas
ing the high-energy proton-air inelastic cross section.

The correlation of the first interaction point with the dep
of shower maximum for proton showers was first employ
by the Fly’s Eye Collaboration in@29#. An analysis in the
context of a mixed primary composition was done in@26#,
using the Fly’s Eye data and more recently in@30# using
HiRes data.

The probability of having the first interaction point of
shower,Xint , at a depth greater thanX is

-
t

FIG. 4. Distributions of the error in shower energy determin
tion for two energy estimators. The results are shown for differ
nuclei and forQGSJET01. Left panelsE51018 eV; right panelsE
51020 eV. Top panels:Nmax is used as energy estimator in the to
panels. Bottom panels: the energy estimator is the track length
tegral.
3-5
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TABLE I. Mean value and standard deviation of the distributions of the error corresponding t
histograms for protons in Figs. 3 and 4.

Model SIBYLL 2.1 QGSJET01
log10(E/eV) ^D t& s(D t) ^DN& s(DN) ^D t& s(D t) ^DN& s(DN)

17.0 23.2 6.1 24.4 5.4 23.8 6.8 24.6 5.1
18.0 21.8 2.6 22.4 3.8 23.0 6.7 22.5 3.8
19.0 20.9 1.7 20.3 3.0 22.3 2.0 21.6 3.1
20.0 20.2 2.0 20.1 3.2 20.8 2.2 20.1 3.8
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P~Xint.X!}exp~2X/l int!, ~8!

with the interaction lengthl int5^m&/s. Here ^m& is the
mean mass of the air nuclei ands denotes the inelastic
particle production cross section. In case of a perfect co
lation betweenXmax and Xint , i.e., in case fluctuations in
shower development were nonexistent, one could use
rectly the exponential distribution of showers with largeXmax
to calculateXint and hence the proton-air cross section. Ho
ever, intrinsic shower fluctuations modify the relation b
tween the depth of maximum distribution and the interact
length. This modification is typically expressed by a factok
with

P~Xmax.X!5B exp~2X/L!, L5kl int . ~9!

The factork depends mainly on the pace of energy dis
pation in the early stages of shower evolution. Concern
the modelsQGSJETandSIBYLL we have the interesting situ
ation that, if one considers the mean depth of maximu
^Xmax&, the mean inelasticity compensates to some exten
differences in the cross sections. For example,SIBYLL pre-
dicts the larger proton-air cross section but at the same
a smaller inelasticity thanQGSJET. In contrast, the ratio
L/l int , i.e., thek factor, is sensitive to the inelasticity fluc
tuations. In general, a model with small fluctuations in s
ondary particle multiplicity and inelasticity is characteriz
by a smallerk factor than a model with large fluctuation
Under the assumption of similar fluctuations in multiplici
and inelasticity, a model predicting a large average num
of secondary particles leads to smaller overall fluctuation
the cumulative shower profile of the secondary particles
hence to a smallerk factor. Therefore the parameterL is
very sensitive to the hadronic interaction model and its m
surement would allow one to draw conclusions on gene
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features of high-energy hadron production@31#. Conversely,
knowing thek factor for a given model one can measure t
proton-air cross section.

In Fig. 5 we show the inelasticity distribution in proton
air interactions at 1019 eV simulated withSIBYLL 2.1 and
QGSJET01. Here inelasticity K is defined as K5(E
2Elead)/E with Elead being the energy of the fastest baryo
(p, n, or L) andE the projectile energy. Although the mea
inelasticities predicted byQGSJET and SIBYLL are similar
~0.77 and 0.72 respectively!, the pronounced peaks at sma
and large inelasticities inQGSJET events induce somewha
larger shower-to-shower fluctuations~see below!. The large
difference in the predicted mean charged particle multipl
ties ~QGSJET: 540, SIBYLL: 315 at E51019 eV @16#! is of
lesser importance since most of the secondary particles
very slow.

Figure 6 shows theXmax distributions for proton showers
at fixed energies as predicted byQGSJET01 andSIBYLL 2.1.
The different slopes of the tails of the distributions stem fro
the different slopes of the exponential first interaction pro
ability @Eq. ~8!#, and the different intrinsic shower fluctua
tions predicted by the models. In Table III we give the n
merical values of the slope of theXmax distribution, L,
obtained by doing an exponential fit to the tail of theSIBYLL

andQGSJETdistributions using Eq.~9!.
In the absence of internal fluctuations, all showers wo

develop through the same amount of matter,DX, between
the first interaction point and maximum. As a consequenc
perfect correlation betweenXmax and Xint would exist, and
their distributions would have exactly the same sha
shifted by a constantDX5Xmax2Xint . In that case the slope
of theXmax distributionL would be equal to the mean inte
action lengthl int . Table III compares the predictions o
SIBYLL 2.1 and QGSJET01 on these three quantities. Als
shown in the table is the standard deviation of the distri
tion in DX, which gives an idea of the size of the fluctuatio
o the
TABLE II. Mean value and standard deviation of the distributions of the error corresponding t
histograms for iron in Figs. 3 and 4.

Model SIBYLL 2.1 QGSJET01
log10(E/eV) ^D t& s(D t) ^DN& s(DN) ^D t& s(D t) ^DN& s(DN)

17.0 4.1 1.6 4.3 2.2 4.1 2.3 4.3 2.5
18.0 2.4 0.7 2.3 1.7 3.4 2.5 2.6 2.2
19.0 1.4 0.3 1.1 1.4 3.1 3.2 1.0 2.2
20.0 0.6 0.2 21.4 1.1 1.1 2.7 20.3 2.0
3-6
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in the shower longitudinal profile.
The effect of fluctuations inDX is to broaden the corre

lation of Xmax with Xint and to change its slope.SIBYLL 2.1
predicts less fluctuations thanQGSJET01, the difference be-
tween the widths of theDX distributions is however fairly
small ;6 –7 g cm2. The different fluctuations of the two
models are also reflected in the larger width of theQGSJET01
Xmax distribution compared toSIBYLL 2.1. QGSJET01 also
predicts a smaller p-air cross section~largerl int) thanSIBYLL

2.1. This, added to the fact that the intrinsic fluctuations
shower development are larger inQGSJET01, makes the slope
of theQGSJETdistribution inXmax flatter than theSIBYLL one,
as can be seen in Fig. 6 and in Table III. Interestingly, thk
factors inSIBYLL andQGSJET01 are very similar within their
statistical errors, somewhat larger inQGSJET01 ~Table III!.
This means that the difference in the slopes of theXmax dis-
tributions is dominated by the different p-air interactio
lengths predicted by the models, implying that the larg
intrinsic shower fluctuations ofQGSJET01 play a less impor-
tant role. This conclusion is different when the same analy
is done for the old version ofQGSJET, namely QGSJET98.
QGSJET98 predicts larger fluctuations thanQGSJET01, mainly
due to a larger diffractive cross section, added to the fact
both versions have the same total and inelastic cross se
and hence the same p-air interaction length. The larger m
tiplicity predicted byQGSJET01 further reduces the fluctua
tions. As a consequenceQGSJET98 predicts largerk-factors
than QGSJET01 and SIBYLL 2.1. Numerical values ofk in
QGSJET98 for energiesE51018, 1019, and 1020 eV are k
51.2060.02, 1.2460.02, and 1.1660.02 respectively, the
corresponding reducedx2 arex2/DOF50.56, 0.91, and 1.18
@32#.

Finally, within a single model~QGSJET01 or SIBYLL 2.1!,
the k-factors depend very weakly on primary energy. This
just reflecting the weak energy dependence of the intrin
shower fluctuations as can be demonstrated by looking a
values ofs(DX) in Table III.

A. Influence of fitting range on k-factor determination

There are a number of complications making the meas
ment of the parameterL difficult. First, theXmax distribution

FIG. 5. Inelasticity distribution in p-air collisions atE
51019 eV.
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is not a perfect single exponential. As a consequence
k-factor depends on which part of theXmax distribution is
used for fitting. This is illustrated in Fig. 7 where a nonco
stantk factor as a function of the smallestXmax considered in
the fit (Xmax

cut ), is shown forSIBYLL andQGSJETrespectively.
To test how well a single exponential would describe the
of theXmax distributions in both models, we made fits of th
k factor as function ofXmax

cut , assumingk being constant. The
mean values arek51.1560.01, 1.1660.01, and 1.16
60.01 at E51018, 1019, and 1020 eV, respectively for
SIBYLL 2.1, the correspondingx2 values per degree of free
dom beingx2/DOF50.25, 0.71, and 1.6. ForQGSJET01 the
corresponding values ofk and x2/DOF are: k51.18
60.01, 1.1860.01, 1.1660.01 andx250.65, 0.60, 1.48.

FIG. 6. Distribution of the depth of maximum of proton-induce
showers at energiesE51018, 1019, and 1020 eV ~from top to bottom
panels!. 30 000 showers were simulated withQGSJET01 ~solid his-
togram! andSIBYLL 2.1 ~dotted histogram!.
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TABLE III. p-air interaction length (l int), slope of the fitted tail of theXmax distribution (L), and standard deviation of theXmax and
DX5Xmax2Xint distributions~all in g cm2), whereXmax is the depth of shower maximum, andXint is the depth at which the first p-ai
interaction occurs. These quantities are shown for different shower energies as predicted bySIBYLL 2.1 andQGSJET01. 30 000 proton showers
were simulated to make each of the distributions. The fit to the tail of theXmax distribution in order to obtain the numerical values ofL and
k5L/l int was performed using only the trailing edge of the distribution, 100 g cm2 beyond the peak of the distribution i.e.,Xmax.Xmax

peak

1100 g cm2. Also shown is thex2/DOF of the fit. Errors, where shown, are statistical.

Model SIBYLL 2.1 QGSJET01
E ~eV! l int L s(Xmax) s(DX) k x2/DOF l int L s(Xmax) s(DX) k x2/DOF

1018 43.64 50.6360.70 59.03 39.16 1.1560.03 1.24 48.44 58.3360.87 66.34 44.94 1.1860.03 1.83
1019 39.49 47.1260.68 54.74 37.66 1.1660.02 1.08 44.93 53.5860.85 63.32 44.79 1.1860.02 0.90
1020 35.93 42.4960.73 51.18 37.56 1.1460.03 0.94 41.89 49.2860.69 59.98 44.51 1.1460.02 0.79
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The hypothesis of a flat behavior ofk versusXmax
cut is not as

bad as Fig. 7 might indicate. The large errors of the point
large Xmax

cut , although they deviate most from a consta
value, have the smallest weights in the fit and do not aff
muchx2/DOF. The large errors stem from the lack of stat
tics in the far tail of theXmax distribution @33#. These errors

FIG. 7. Numerical values of thek factor for proton-initiated
showers simulated withSIBYLL 2.1 ~full symbols! and QGSJET01
~empty symbols! in dependence on the considered minimal atm
spheric depth,Xmax

cut , above which the fit to the tail of the distribu
tion in Xmax is performed. 30 000 showers were simulated to ma
the distributions.
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might introduce large uncertainties in the determination
the p-air inelastic cross section, especially if a cut at la
Xmax has to be applied in order to avoid contamination
other nuclear species that might be present in the prim
cosmic ray spectrum. This last issue is the subject of sub
tion C below.

B. Influence of resolution in Xmax on k-factor determination

So far we have assumed an ideal experiment which is a
to measure the depth of maximum with infinite resoluti
i.e., DXmax50. However in the real world the accuracy
not infinite, in fact the HiRes Collaboration has published
value ofDXmax;35 g cm2 for the resolution in the depth o
maximum @28,30#. The purpose of this subsection is to e
plore the effect of the finite resolution on the numerical va
of thek factor. For this purpose we take theXmax distribution
obtained before assuming a perfect resolution, and we sm
it with a Gaussian of standard deviation equal to theXmax
resolution reported by HiRes. An example of the effect
this smearing on the original distribution is shown in Fig.
As expected the smeared distribution is wider than the or
nal one~by about 15 g cm2). However the slope of the dis

-

e

FIG. 8. Distribution of the depth of maximum of proton-induce
showers at energyE51018 eV. 30 000 showers were simulate
with SIBYLL 2.1. The solid histogram is the nonsmeared, perf
Xmax resolution distribution, and the dashed histogram is the s
distribution after smearing it with a Gaussian of standard devia
DXmax535 g cm2.
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TABLE IV. Standard deviation of theDX5Xmax2Xint distribution,k factors and reducedx2 of the fits performed in order to obtaink.
These quantities are shown for a nonsmeared perfectXmax resolution distribution, and for the same distribution after smearing it wit
Gaussian errorDXmax535 g cm2. The results ofSIBYLL 2.1 andQGSJET01 hadronic interaction models are shown. Errors, where shown
statistical. Only the trailing edge of the distribution 100 g cm2 beyond shower maximum is used to make the fits.

Model SIBYLL 2.1 QGSJET01
DXmax 0 g cm2 35 g cm2 0 g cm2 35 g cm2

E ~eV! k x2/DOF k x2/DOF k x2/DOF k x2/DOF

1018 1.1560.03 1.24 1.1860.03 1.80 1.1860.03 1.83 1.1960.02 0.76
1019 1.1660.02 1.08 1.1860.02 1.06 1.1860.02 0.90 1.1760.02 0.75
1020 1.1460.03 0.94 1.2060.03 1.62 1.1460.02 0.79 1.1560.02 0.50
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tribution is not significantly modified, and as a conseque
the change in thek factor is still within its estimated statis
tical error. This is demonstrated in Table IV where thek
factors obtained from the nonsmeared and the smeared
tributions are presented forSIBYLL andQGSJET.

C. Influence of composition onk-factor determination

A second complication in the determination of the inela
tic p-air cross section arises due to the mass compositio
the primary cosmic rays. Contamination of the proton sp
trum by heavier elements may lead to changes in the m
sured parameterL and hence a misinterpretation of the da
in terms of the cross section ork factor. To investigate this
issue we simulated iron showers and contaminated the
ton spectrum assuming the primary cosmic ray composi
reported by the HiRes Collaboration consisting on 70% p
tons and 30% iron@28#. We assumed that the composition
energy-independent in the energy range between 1018 eV and
1020 eV, as indicated by the HiRes data@28#.

Figures 9 and 10 show the distributions ofXmax for the
measured HiRes composition, as predicted by the mo
SIBYLL 2.1 andQGSJET01 respectively. A GaussianXmax reso-
lution of standard deviationDXmax535 g cm2 was folded in
both the proton and the iron distributions. The figures a
show the individual contributions. As is clearly seen, a fra
tion of 30% of iron nuclei does not significantly contribute
the total distribution beyond the peak. In fact the change
slope with respect to a pure protonic composition is v
small, almost negligible in the tail of the distributio
100 g cm2 beyond the peaks of the distributions. This co
clusion applies for bothSIBYLL and QGSJET. As a conse-
quence thek factors do not change with respect to tho
given in Table IV for protons with a resolution inXmax of
35 g cm2.

Clearly if helium, being the nuclear species that produ
the largest averageXmax, is present in the cosmic ray spe
trum in this energy range, the contamination might be m
important and a cut well beyond the peak of the distributi
in the far tail of the total distribution, has to be performed
order to avoid a bias in the cross section determination.
exact position of the cut depends on the fraction of helium
the primary cosmic ray spectrum. To further investigate t
point we also simulated helium-induced showers atE
51018 eV and we plot the distribution inXmax for a compo-
sition with varying fractions of protons and helium and
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constant fraction of 30% iron. This is shown in Fig. 11. T
k-factors obtained when fitting the threeXmax distributions in
Fig. 11 using only the region 100 g cm2 beyond its peak, are
k51.1960.02, 1.1560.02, and 1.0760.02 for fractions of
proton1helium 70%10%, 50%120%, and 30%140% re-
spectively, keeping the fraction of iron constant. Clearly,

FIG. 9. Depth of maximum distributions for a composition co
sistent on 70% protons and 30% iron nuclei. From top to bott
panels the primary energy isE51018, 1019, and 1020 eV. The dis-
tributions were obtained using theSIBYLL 2.1 hadronic generator. A
Xmax Gaussian resolution of 35 g cm2 was folded in.
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no cut is applied atXmax larger than the nominal value o
100 g cm2 beyond the peak of the distribution, an importa
systematic bias is introduced. This will induce an error in
determination of the cross section if there is a relatively la
(.20%) fraction of helium nuclei in the primary cosmic ra
spectrum.

IV. SUMMARY AND CONCLUSIONS

We have used a hybrid simulation scheme@16# for a quan-
titative evaluation of certain systematic uncertainties in
interpretation of fluorescence measurements of giant
showers. The sources of uncertainty we investigate incl
the model of hadronic interactions used for shower simu
tion, the unknown mixture of primary nuclei in the cosm
radiation and intrinsic fluctuations in shower developme
We do not investigate uncertainties in shower reconstruct
detector acceptance or other technical aspects relate
properties of the environment or performance of the de
tors.

As an illustration of uncertainties arising from the need
extrapolate hadronic interaction models outside the kinem
cal region and energies explored by accelerator experime
we compared two specific interaction models,QGSJET @13#

FIG. 10. Same as Fig. 9 forQGSJET01.
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and SIBYLL @14#, both of which agree with each other an
with a range of accelerator data forAs; TeV and below. We
find that the correction for unseen energy~i.e., energy lost to
neutrinos and muons that reach the ground! is consistently
larger for QGSJET than for SIBYLL. The difference is such
that, for a given track length integral, the assigned ene
will be about 5% higher when the same data are interpre
with QGSJETrather than withSIBYLL.

For primary energies below about 1019 eV/nucleus the
fraction of unseen energy depends significantly on the m
of the primary nucleus. For example, at 1017 eV with SIBYLL

about 7% of the primary energy is lost to neutrinos a
muons as compared to 13% for iron.

In view of the steep cosmic-ray energy spectrum, kno
edge of the energy resolution is of great importance. T
track length integral can be used to assign energy whe
sufficient portion of the profile is measured to fix the para
eters needed to complete the integral. It has an intrinsic re

FIG. 11. Depth of maximum distributions for a compositio
consisting of 70% protons and 30% iron nuclei~top panel!, 50%
protons, 20% helium, and 30% iron nuclei~middle panel!, and 30%
protons, 40% helium, and 30% iron nuclei~bottom panel!. The
primary energy isE51018. The distributions were obtained usin
the SIBYLL 2.1 hadronic generator. AXmax Gaussian resolution o
35 g cm2 was folded in.
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INFLUENCE OF SHOWER FLUCTUATIONS AND . . . PHYSICAL REVIEW D69, 103003 ~2004!
lution of 2–4 %, depending somewhat on interaction mo
and energy~narrower at higher energy!. Size of shower at
maximum gives only a marginally broader energy resolut
~3–5 %! and can be used when much of the profile af
maximum is not measured, provided care is taken to cor
for a slightly asymmetric distribution. There is in both met
ods some dependence on primary mass of the relation
tween the measured quantity and the primary energy wh
leads to an;5% systematic uncertainty if the primary ma
is not separately determined.

Intrinsic fluctuations in shower development~after the
first interaction! affect the relation between the interactio
length (l int) and the slopeL that describes the exponenti
tail of the Xmax distribution. The relation is often expresse
with a k factor asL5k3l int . Differences ink factors for the
range of models studied here are at the level of 5–7 %,
plying a similar uncertainty in the p-air cross section th
A
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nd
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ic

bl

3
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may be inferred from measurements of shower profiles. F
ther uncertainties arise to the extent that an unknown frac
of helium and other nuclei contaminate the tail of the me
suredXmax distribution.
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