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Inclusive production oD* = (2010 mesons in deep inelastic scattering has been measured with the ZEUS
detector at DESY HERA using an integrated luminosity of 81.9'pfFhe decay chann@®* *—D%#" with
D°—K~#" and corresponding antiparticle decay were used to ideftiffymesons. DifferentiaD* cross
sections with 1.5:Q?<1000 Ge\ and 0.02y<0.7 in the kinematic region 15p(D*)<15 GeV and
|7(D*)|<1.5 are compared to different QCD calculations incorporating different parametrizations of the
parton densities in the proton. The data show sensitivity to the gluon distribution in the proton and are
reasonably well described by next-to-leading-order QCD with the ZEUS NLO QCD fit used as the input parton
density in the proton. The observed cross section is extrapolated to the full kinematic regigiDify) and
»(D*) in order to determine the open-charm contributiB§%(x,Q?), to the proton structure functioif;, .

Since, at lowQ?, the uncertainties of the data are comparable to those from the QCD fit, the measured
differential cross sections inand Q? should be used in future fits to constrain the gluon density.

DOI: 10.1103/PhysRevD.69.012004 PACS nuni®er13.60.Le, 12.38.Qk

[. INTRODUCTION Single differential cross sections have been measured as a
function of Q? and the Bjorken scaling variable, Cross
%ections have also been measured in Qo ranges as a
function of transverse momenturp;(D*), and pseudora-

i N pidity, »(D*), of the D* meson. The cross sections are
quarks constitutes up to 30% of the total cross sedtoBl.  ;ompared to the predictions of leading-logarithmic Monte

Previous measurements Df cross sectionfl—4] indicate 40 (MC) simulations and to a next-to-leading-order

thatzthe production of charm quarks in DIS in the range 1(NLo) QCD calculation using various parton density func-
<Q7<600 Ge}? is consistent with calculations in quantum tons (PDFg in the proton. In particular, the data are com-
chromodynamics (QCD) in which charm is produced pared to calculations using the recent ZEUS NLO QCD fit
through the boson-gluon-fusidBGF) mechanism. This im- 5] 'in which the parton densities in the proton are param-
plies that the charm cross section is directly sensitive to thgyizeq by performing fits to inclusive DIS measurements

gluon density in the proton. from ZEUS and fixed-target experiments. The cross-section

In this dpa.pﬁr., measu(;emen.ts. of th .crosks_ section areé  measurements are used to extract the charm contribution,
presented with improved precision and in a kinematic region-ce 14 the proton structure functiof,.

extending to highe? than the previous ZEUS resuli].

Charm quarks are produced copiously in deep inelasti
scattering(DIS) at the DESYep collider HERA. At suffi-
ciently high photon virtualitiesQ?, the production of charm

- . . . Il. EXPERIMENTAL SETUP
8Also affiliated with University College London, London, UK. SETU

"On leave of absence at University of Erlangefriherg, Ger- The analysis was performed with data taken from 1998 to
many. 2000, when HERA collided electrons or positrons with en-
‘Retired. ergy E.=27.5 GeV with protons of energ§,=920 GeV.
dSelf-employed. The results are based @ p ande™p samples correspond-
®Now at Dongshin University, Naju, Korea. ing to integrated luminosities of 16:70.3 pb ! and 65.2
fNow at Max-Planck-Institut fuPhysik, Minchen, Germany. +1.5 pb %, respectively.
%Now at Fermilab, Batavia, IL 60510, USA. A detailed description of the ZEUS detector can be found
"Now at DESY group FEB, Hamburg, Germany. elsewhere[6]. A brief outline of the components that are
'On leave of absence at Columbia University, Nevis Laboratoriesmaost relevant for this analysis is given below.

New York, NY 10533, USA. Charged particles are tracked in the central tracking de-
'Now at INFN Perugia, Perugia, ltaly. tector (CTD) [7], which operates in a magnetic field of 1.43
lkNOW at University of Oxford, Oxford, UK. T provided by a thin superconducting solenoid. The CTD
Also at University of Tokyo, Tokyo, Japan. consists of 72 cylindrical drift chamber layers, organized in
"Also at Nara Women'’s University, Nara, Japan. nine superlayers covering the polar-arfglegion 15%< 6
"Now at University of Freiburg, Germany. <164°. The transverse-momentum resolution for full-length
°On leave of absence at The National Science Foundation, Arlingtracks iso(pr)/pr=0.00581®0.00655 0.0014p, with pr

ton, VA 22230, USA. in GeV.

PNow at University of London, Queen Mary College, London,

UK.

9Present address: Tokyo Metropolitan University of Health Sci- ipjereafter, both electrons and positrons are referred to as elec-
ences, Tokyo 116-8551, Japan. trons, unless explicitly stated otherwise.

'Also at Universitadel Piemonte Orientale, Novara, Italy. >The ZEUS coordinate system is a right-handed Cartesian system,
*Also at University of Hamburg, Hamburg, Germany. with the Z axis pointing in the proton beam direction, referred to as
'Also at Ladz University, Poland. the “forward direction,” and theX axis pointing left towards the
“Now at todz University, Poland. center of HERA. The coordinate origin is at the nominal interaction
YOn leave from MSU, Moscow, Russia. point.
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The high-resolution uranium-scintillator calorimeter fore, the results ofivQDIS are expected to be most accurate
(CAL) [8] consists of three parts: the forwa(BCAL), the  at Q*~m and to become less reliable wh@f>m;.
barrel(BCAL) and the reafRCAL) calorimeters. Each part  The following inputs have been used to obtain the predic-
is subdivided transversely into towers and longitudinally intotjons for D* production at NLO using the program
one electromagnetic sectiotEMC) and either one(in  \,yqpis. The recent ZEUS NLO QCD global fif5] to
RCAL) or two (in BCAL and FCAL) hadronic sections  gictyre-function data was used as the parametrization of the
(HAC). The smallest subdivision of the calorimeter is called . +51 PDEs. This fit was repeatdd?] in the FFNS, in
a cell. The CAL energy resolutions, as measured under te vhich the PDF has three active quark flavors in the proton,
beam conditions, arer(E)/E=0.18A\/E for electrons and and A®

- o 4p is set to 0.363 GeV. In this fit, the mass of the

o(E)/E=0.35AE for hadrons, witrE in Qe\/. chaerquark was set to 1.35 GeV; the same mass was there-

PresamplersPRES [9] are mounted in front of FCAL, . ) .
BCAL and RCAL. They consist of scintillator tiles which fore useq m.thGHVQDIS calcglaﬂpn of the predictions. The
detect particles originating from showers in the material be_renormallzatlon and factorization scales were setio
tween the interaction point and the calorimeter. This infor-= VQ?+4m; for charm production both in the fit and in the
mation was used to correct the energy of the scattered eleenQDIs calculation. The charm fragmentation t®4 is car-
tron. The position of electrons scattered close to the electroried out using the Peterson functipb8]. The hadronization
beam direction is determined by a scintillator strip detectoffraction, f(c—D*), taken from combined™e~ measure-
(SRTD) [10]. The SRTD signals resolve single minimum- ments, was set to 0.2389] and the Peterson paramete,
ionizing particles and provide a transverse position resoluwas set to 0.03520]. The production cross section for char-
tion of 3 mm. monium states at HERA is larger than in high-eneegye™

The luminosity was measured from the rate of the bremszjisions. The effect 08/ production on the hadronization

strahlung processp—eyp, where the photon was measured fraction was estimated from dafta1,22 to be about 2% and
in a lead-scintillator calorimetel1] placed in the HERA was neglected.

tunnel atz=—107 m. As an alternative to the Peterson fragmentation function,

A three-level trigger system was used to select events OMorrections were applied to the partons in the NLO calcula-

line [6,12]. At the third level, events with both a recon- .. :
structed D* candidate and a scattered-electron candidatéb%?cﬁiggst?hesiﬁgﬂgS':fi(r:‘ F;:ggﬁ;nn[éﬁ%ﬂ%efn?;ﬁéélgr
were kept for further analysis. The efficiency of the online g rag '

) . . . . heavy quarks according to Bowle25], and leading-
* ]
D. reconstruction, determined relative to an inclusive DISIogarithmic parton showers. This correction was applied on a
trigger, was generally above 95%.

bin-by-bin basis to the NLO calculation for each cross sec-
tion measured, according to the formullar(D*)ynio+mc
Ill. THEORETICAL PREDICTIONS =do(cC)nLoChagWhereCha=do(D*)yc/da(CC)uc - The
shapes of the differential cross sections calculated at the par-
have been constructed, based on many theoretical ideas ton level of thearoma model agreed reasonably well with

' ‘those calculated from thevQpis program. The effect of the

comparison of the data W|_th.these model§ IS complicated bXhoice of hadronization scheme is discussed in Secs. IX and
the need to produce predictions for the limited range of acsx

. . * .
lceptance gf th(ra].detector mr(D*) and 7'7(hDh). The calcdu— To estimate the contribution of beauty production, the
ation used in this paper to compare with the measure CIONLO calculation and hadronization from the MC were com-
sections is based on NLO QCD as described in Sec. Il A, " i . B —
Monte Carlo models also provide calculations in the meaPin€d, usingdo(b—D*)nio+mc=do(bb)noChay Where
sured kinematic region; those used are discussed in Se€nag=do(b—D*)yc/da(bb)yc. The ZEUS NLO QCD fit
Il B. Predictions of other models are briefly discussed inwas used as the proton PDF, so that the mass used in this fit,
Sec. Il C. Most of these models only predict the total crossm,=4.3 GeV, was also used in the/QDIS program andu
sections and cannot therefore be directly compared with thevas set to \/Q2+4m2b. The hadronization fractionf(b
current data. —D*), was set to 0.17826].
An alternate way to describe charm production in QCD is
the variable-flavor-number scheri¢FNS) [27,28. In these
. calculations, an attempt is made to treat the heavy quarks
The NLO predictions forcc cross sections were obtained correctly for allQ?. Therefore, at lowD?, charm is produced
using theHvQpis program[13] based on the so-called fixed- gynamically through the BGF process as in the FFNS,
flavor-number schemeFFNS. In this scheme, only light \whereas, at highe®?, heavy-quark parton densities are in-
quarks(u,d,9 are included in the initial-state proton as par- troduced. The transition between the two extremes is treated
tons whose distributions obey the DGLAP equati¢hé],  in different ways by different author27,28. The ZEUS
and thecc is produced via the BGF mechanidit5] with  NLO QCD fit has been performed in this scheme using the
NLO correctiong 16]. The presence of the two large scales, formalism of Roberts and Thorf@9,30. Predictions from
Q? and mZ, can spoil the convergence of the perturbativesuch calculations are, however, only available for the total
series because the neglected terms of orders higherdahan charm cross section; no calculation DF production in the
contain Ionglmﬁ) factors which can become large. There- measured kinematic range is available.

A variety of models to describe charm production in DIS

A. NLO QCD calculations

012004-5
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2 ' ‘ : ‘ - 1 vy 04 prrrrTTTT T E w0 F 1
%2000 |+ ZEUS 98-00 1500 | S 03 f@ 3 § 03 F (p)
£ ] Wrong-charge S g2 | RUSOBO S 02 |
§ background 1000 oo E - E] RAPGAP E ZE ol 3
1500 [ — Fit £V E e = .
0 Ll ek T E S 11 0
2 225 25 275 3 40 50 60
8, (rad) 3 (GeV)
1000 |-
g 05 prerrr e -y 05 g
Z 04 E(0) = g 04 E(d) 3
500 - > 03 3 Z 03 F 3
T 02 3 'cg 02 F =
i ‘ | 7 01 = Z o1 E s s 3
0.3 013 016 Sl e e SR ey
AM (GeV) 2 04 06 0.
Vi E, (GeV)
FIG. 1. The distribution of the mass differenclM = (M, 1.5 < Q% < 1000 GeV?
—My,), for D* candidategsolid dotg. The AM distribution from q;~°'3 FrT T LN IR I I I
wrong-charge combinations, normalized in the region €.AB/A S 2 - (€) B Z ®
<0.165 GeV, is shown as the histogram. The solid line shows thed : JN ] 02 E
result of the fit described in the text. TiM . distribution for the ZE 0.1 — — Z o1 | =
DO candidates in the range 0.142M<0.148 GeV is shown asan = o E o b3 - o b o M
inset. The fit is the sum of a modified Gaussian to describe the 2 225 25 275 3 40 50 60
signal and a second-order polynomial to describe the background. 0, (rad) 5 (GeV)
. 2 05 prerrr T ro 05 prTT T
B. Monte Carlo models of charm production Z 04 F x % 04 E(h) 3
The MC programsAROMA and CASCADE [31] were also % 02 3 < WE t E
compared with the measured differential cross sections. Ir z z? % 3 ZE 3? 3 E
the AROMA MC program, charm is produced via the BGF £ " ., 1\ (9%, 1., = o Eo N |
process. Higher-order QCD effects are simulated in the 0 02 04 06 08 1 10 15 20E 25(G§{‘,)
leading-logarithmic approximation with initial- and final- Yos ¢
state radiation obeying DGLAP evolution. The mass of the 40 < Q% < 1000 GeV?

charm quark was set to 1.5 GeV and the proton PDF chosen

\(,avr?ts;chgiﬁat?]t.hzheg:s;?% EnMocf: {Egdﬁ;:gkssba Ec;]:;fggs dates(after background subtractipifor data(pointg compared to
hi hpf? K gd " lon ¢ lated | thu fp 'kltpetector-level RAPGAP predictions (shaded histograns (a)—(d)
which heavy-quark production Is simuiated In the Trameworkgy, . the distributions for 15Q%< 1000 GeV, while (e)—(h) are

of th.e semihard okT—factorizatiqn approacii33,34. The the same distributions but for 4002< 1000 Ge\?. All histograms
matrix element used iCASCADE is the off-shell LO BGF ;0 normalized to unit area.

procesq34,35. The CASCADE initial-state radiation is based

on CCFM evolutior{36], which includes In(X) terms inthe  performed forFSS. All models show similar trends, with
perturbative expansion in addition to theQfterms used in ifferences typically less than 20%. Since the differences are
DGLAP evolution. To simulate final-state radiatiobAs-  gmajier than the current precision of tBE* cross-section

CADE USeSPYTHIA 5.7 [37]. The cross section is calculated o4q rements, these models are not considered further.
by convoluting the off-shell BGF matrix element with the

unintegrated gluon density of the proton obtained from the
CCFM fit to the HERAF, data[38] with m.=1.5 GeV. For

FIG. 2. Reconstructed DIS variables for events viith candi-

IV. KINEMATIC RECONSTRUCTION AND EVENT

bothAROMA andCASCADE, the Lund string model is used for SELECTION
the fragmentation into hadrons, arfiic—D*) was set to The kinematic variable€?, x and the fraction of the
0.235. electron energy transferred to the proton in its rest frayne,
can be reconstructed using a variety of methods, whose ac-
C. Other predictions of charm production curacy depends on the variable of interest and its range:

. ™ —— (i) for the electron methotbpecified with the subscrig),

The extraction of3° performed in this papesee Sec. X o measured energy and angle of the scattered lepton are
is model dependent and comparisonsFgf to the predic- ysed:
tions of models other than that used to produce it are not in (ji) the double angleDA) method [40] relies on the
general valid. Thus, only the FFNS model, which was usedingles of the scattered lepton and the hadronic energy flow;
to extractFS$¢, was compared to the data. (iii) the Jacquet-BlondeldB) method[41] is based en-

Several models of charm producti@89] were compared tirely on measurements of the hadronic system;
in thex andQ? range of the measurements in this paper. As (iv) the S-method[42] uses both the scattered-lepton en-
most only predict total cross sections, the comparison wasrgy and measurements of the hadronic system.

012004-6
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The reconstruction of? andx was performed using the
> method, since it has better resolution at IQ% than the
DA method. At highQ?, the> method and the DA method
are similar, and both have better resolution than the electror
method.

The events were selecté¢dl,43] by the following cuts:

—

T
|

-

10

do/dQ? (nb/GeV?)
do/dx (nb)

-
=]
UL B L A

vl vl 1l

(i) the scattered electron was identified using a neural- ' * ig‘éﬁ\fi-o"
network procedur¢44]. Its energyE.,, was required to be 10— cascape
larger than 10 GeV; = ‘ 2
(i) yo=<0.95; IO S 5
(i) y;=0.02; 2 {
(iv) 40< 5<60 GeV, wheres=3 E;(1—cosé) andE; is =1 g 1=
the energy of the calorimeter cell The sum runs over all & Bl —onud & 4
cells: 10 102 10

(v) a primary vertex position determined from the tracks
fitted to the vertex in the rang&,eed <50 cm;

(vi) the impact point(X,Y) of the scattered lepton on the
RCAL must lie outside the region 2614 cn? centered on
X=Y=0.

The angle of the scattered lepton was determined usin
either its impact position on the CAL inner face or a recon-
structed track in the CTD. The SRTD information was used, <10 ™ s
when available. The energy of the scattered lepton was cor i e .
rected using the PRES, with additional corrections for non- I: ——
uniformity due to geometric effects caused by cell and mod-* g
ule boundaries. The quantityy was calculated from a
combination of CAL clusters and tracks measured in the
CTD. The contribution tos from the scattered lepton was
evaluated separately after all corrections were applied as de
scribed above. p(D*) (GeV) n(D*)

The selected kinematic region was 4£.§2<1000 Ge\?
and 0.0Xy<0.7.

do/dn(D#) (nb)

/dp’RD*) (nb/GeV)

I
ml

T
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FIG. 3. DifferentialD* cross sections, foe p ande’p data
combined, as a function ¢& Q?, (b) x, (c) pr(D*) and(d) »(D*)
compared with MC predictions. The inner error bars show the sta-
tistical uncertainties and the outer bars show the statistical and sys-
*

V. SELECTION OF D* CANDIDATES tematic uncertainties added in quadrature. Predictions from the

The D* mesons were identified us|ng the decay Channe{\ROMA (dashed ||n¢ and CASCADE (SOlId I|ne) MC programs are
D** D% with the subsequent dec@o—>K #+ and  shown. The ratios of the cross sections éomp ande*p data are
S

the corresponding antiparticle decay, wherg refers to a also shown beneath each plot.
0

lOWC?:rrgT]]eeg ttL:arT(]:(kzlcr)nV\(/aa)sﬂgg E;iﬂg]%?glggéhfs&gned to tH po_site charge, were also retained. 1;)he same kinemgtic re-

primary event vertex were selected. The transverse momenfLctions were applied as for those” candidates with

tum was required to be greater than 0.12 GeV. Each tracﬁorreCt charge combinations. % .

was required to reach at least the third superlayer of the The*k|nemat|c region fSrD candidates was 1.5

CTD. These restrictions ensured that the track acceptanc p-(D*)<15 GeV and 7’(*D )|<L1.5. Figure 1 shows the

and momentum resolution were high. Tracks in the CTD M distribution for theD™ candidates tqget_her with the

with opposite charges and transverse momera backgroynd_from the wrong-charge combinations. The fit to

>0.4 GeV were combined in pairs to form° candidates. the distribution has the form

The tracks were alternately assigned the masses of a kaon

and a pion and the invariant mass of the pali ., was F=p,exp—0.5x1F UI+050) 1 n (AM —m,_)Ps

found. Each additional track, with charge opposite to that of

the kaon track, was assigned the pion mass and Comb'n%erex—|(AM—p2)/p3|,p1—p5 are free parameters and

with the D°-meson candidate to form@* candidate. m,, is the pion mass. The “modified” Gaussian was used to
The signal regions for the reconstructed massD®)  fit the mass peak since it gave a betjér value than the

and AM = (M, — M), were 1.86<M(D%)<1.92GeV  conventional Gaussian form for a MC sampleof mesons.

and 0.143XAM<0.148 GeV, respectively. To allow the The fit gives a peak at 145.49.02(stat) MeV compared

background to be determine®° candidates with wrong- with the PDG value of 145.4240.010 MeV[45]. The mea-

sign combinations, in which both tracks forming th€ can-  sured peak position differs from the PDG value. However, it

didates have the same charge and the third track has theas not corrected for detector effects and the systematic un-
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TABLE I. Measured differential cross sections as a functioéf x, pr(D*) and »(D*) for 1.5<Q?
<1000 GeV, 0.0x<y<0.7, 1.5<p4(D*)<15 GeV and| 7(D*)|<1.5. The statistical and systematic un-
certainties are shown separately. The ratio of the cross sectiors foande* p data are also given with
statistical and systematic uncertainties shown separately.

Asta’r
Q2 hin (GeV?) do/dQ? (nb/Ge\P) Agyet (e p)lo(etp)
15,5 1.18 +0.05 oo 0.86x0.10°308
5, 10 0.323 +0.017 o058 1.20+0.15913
10, 20 0.130 +0.007 Fo0us 1.10+0.13° 011
20, 40 0.044 +0.002 BRS 1.20+0.16"392
40, 80 0.012 +0.001 oo 1.66+0.26" 312
80, 200 0.0022 +0.0003 o 1.66+0.417932
200, 1000 0.00018 +0.00004 oo 1.53+0.64°938
x bin do/dx Agiat Agyt o(e p)/k(e'p)

(nb)

0.00008, 0.0004 11035 +524 tar0 1.06+0.12°008
0.0004, 0.0016 2193 +81.8 tiaa 1.11+0.10" 957
0.0016, 0.005 335 +15.0 Ty 1.19+0.12°008

0.005, 0.01 54.9 +4.9 3 1.51+0.2709
0.01,0.1 1.34 +0.26 0% 2.69+0.99°078
pr(D*) bin (GeV) do/dpr(D*) Astat Agyst a(e p)lo(e’p)

(nb/GeV)

15,2.4 3.76 +0.24 057 1.26+0.18 9%
24,31 2.64 +0.13 013 1.13+0.12' 903
3.1,4.0 1.60 +0.07 “on 1.11+0.11° 933
4.0,6.0 0.59 +0.02 ‘003 1.05£0.10°9.08

6.0, 15 0.050 +0.003 1000 1.14+0.16' 90
7(D*) bin do/dn(D*) Astat Asyst o(e p)la(e’p)

(nb)
-1.5,-0.8 2.12 +0.12 oo 1.42£0.17°311
-0.8,-0.35 2.92 +0.14 018 1.26+0.13"9%
-0.35, 0.0 2.71 +0.17 o1 0.89+0.15'3%7
0.0, 0.4 3.09 +0.17 35 0.92+0.14"3%4
0.4,0.8 3.17 +0.18 o5 1.19+0.16" 311
08,15 3.06 +0.19 BT 1.16+0.17°913
certainty was not determined. The fitted width of 0.61 VI. ACCEPTANCE CORRECTIONS

+0.02 MeV is consistent with the experimental resolution. The acceptances were calculated usingRheGAP 2.08
Consistent results were also found for tigp ande™ p data [46] and HERWIG 6.1 [47] MC models. TherAPGAP MC
sgparately.o For the range 0.14AM<0.148 GeV, a clear mde| was interfaced withERACLES 4.6.1[48] in order to
signal of D™ candidates is also shown in Fig. 1. ~incorporate first-order electroweak corrections. The gener-
The number oD* candidates determined in the two sig- ated events were then passed through a full simulation of the
nal regions and after subtracting the background estimategletector, separately f@ p ande*p running, usingGEANT
from the wrong-charge sample was 534529. The normal-  3,13[49] and processed and selected with the same programs
ization factor of the wrong-charge sample was determined ags used for the data.
the ratio of events with correct-charge combinations to The MC models were used to produce charm by the BGF
wrong-charge combinations in the region *58M process only. The GRV94-L{60] PDF for the proton was
<165 MeV. This factor is compatible with unity for both used, and the charm-quark mass was set to 1.5 GeV. The
e p and e’ p data. The normalization factors were deter-HERWIG MC contains leading-logarithmic parton showers
mined for each bin in order to calculate the differential crosswhereas forrRapGaP MC, the color-dipole mode[51] as
sections using the background-subtraction method. implemented inARIADNE 4.03 [51] was used to simulate

012004-8



MEASUREMENT OFD** PRODUCTION IN DEEP INELASTC . . . PHYSICAL REVIEW D 69, 012004 (2004

< 1 M 2 The cross sections for a given observalflevere deter-
c 1< mined using
210 L 1=
=10 E ) =
I = < E do N
2F 3 el ——————
S’k . ? dY A-L-B-AY’
.g | ® zrusosoo i F E
lo P BR[| . whereN is the number oD* events in a bin of sizaY, A
; HYQDIS m_ - 135 Gev 1 F ] is the acceptancevhich takes into account migrations, effi-
g}“’ E, .‘.ZE‘PS*.“T ; | i ciencies and QED radiative effects for that)bamd £ is the
Sis | 3 §1-2 integrated luminosity. The producB, of the appropriate
£ F 1€ q branching ratios for theD* and D° was set to (2.57
° = Eos +0.06)%[45].
b Lol i O
2 3 -4 3 2 1
10 10 10 10 10 10 10 VII. D* RATES IN e"p AND e*p INTERACTIONS
Q* (GeV?) x
_ — I — — The D* production ratey =N/L, in thee™ p data set is
E €35 | = systematically higher than that in tle€ p data set. This dif-
2 g N ference increases witQ?; for example, the ratio of the rates,
=1 Z re P/re'P is equal to 1.120.06 for 1.5<Q2
e Cha <1000 GeV, while for 40<Q?<1000 GeV it is 1.67
£ 2 +0.21 (only statistical errors are giveérSuch a difference in
S0 production cross sections is not expected from known phys-
L5 ics processes.
_ 1 A detailed study was performed to understand whether
£12 £, any instrumental effects could account for the difference be-
P D . . .
£ 4 s, tween the two data sets. No such effect was seen in inclusive
2 2 oo, g 2 DIS where the ratio ok~ p to e*p rates is consistent with
©0s8 08 bl livebel e el e il unity. The rate for the wrong-charge background under the
As A 0o 0 0 L 15 D* mass peak ire”p data agreed well with the wrong-
p;(D*) (GeV) n(D*) charge rate ine*p data. For example, foQ2>40 Ge\?,

. _ . where the largest difference exists, the ratio of the rates for
FIG. 4. DifferentialD* cross sections, foe p and e*p data Wrong-charge track combinations m_p and e+p data is

combined, as a function ¢8) Q?, (b) x, (¢) pr(D*) and(d) 7(D*) .95+ 0.09. For bothe p ande* p interactions, the number
compared to the NLO QCD calculation BfQpis. The inner error ¢ p* + mesons was consistent with the numbebdf- for
bars show the statistical uncertainties and the outer bars show tf{ﬁe entireQ?

statistical and systematic uncertainties added in quadrature Predi8 range studied. Different reconstruction meth-
fions from the ZEUS NLO QCD fit are shown fan,— 135 GeV ds, cuts, background-subtraction methods and the time de-

(solid line) with its associated uncertaintishaded bandas dis- pendence of the dlffer_en(_:e were also investigated. None of
. S . these checks gave an indication of the source of the observed
cussed in the text. Predictions using the CTEQ5F3 R@¥shed- . * - n 2
dotted ling and an alternative hadronization schefdetted line difference between the _rates ine"p ande”p for Q
are displayed. The ratios of the cross sections to the centas ~ — 40 Ge\’z;r The cross sections were measured separately for
prediction are also shown beneath each plot. e p ande™p data and are discussed in Sec. IX. The differ-
ence in observed rate is assumed to be a statistical fluctuation
QCD radiation. Charm fragmentation is implemented usinggnd the two sets of data were combined for the final results.
either the Lund string fragmentatidRAPGAP) or a cluster
fragmentatior{52] model (HERWIG). VIIl. EXPERIMENTAL AND THEORETICAL
Figure 2 shows distributions of DIS variables for* UNCERTAINTIES
events(after background subtractiprior data compared to
detector-levelRAPGAP predictions. The distributions, which
are normalized to unit area, are shown separately for@fo The systematic uncertainties of the measured cross sec-
intervals: 1.5<Q?<1000 GeV and 406<Q?<1000 Ge\’. tions were determined by changing the selection cuts or the
The RAPGAP predictions are in good agreement with the dataanalysis procedure in turn and repeating the extraction of the
distributions for both the scattered-lepton and hadronic varicross section$53]. The following systematic studies have
ables. The description is similarly good for the tv@? been carried oufthe resulting uncertainty on the total cross
ranges. This good description gives confidence in the use @fection is given in parentheges
the RAPGAP MC to correct the data for detector effects. The (i) Event reconstruction and selectioh{@%). The follow-
HERWIG MC gives a similarly good representation of the dataing systematic checks were performed for this category: the
(not shown and is used to estimate the systematic uncereut ony, was changed tg/<0.90; the cut ony,;z was
tainty, arising from the model in the correction procedure, axhanged toy;z=0.03; the cut ons was changed to 426
described in Sec. VIII. <57 GeV; the cut on théZ, .y Was changed t0Z e e,

A. Experimental uncertainties
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TABLE Il. Measured differential cross sections as a functiorQdf x, pr(D*) and 5(D*) for 40<Q?
<1000 GeV, 0.0x<y<0.7, 1.5<p4(D*)<15 GeV and| 7(D*)|<1.5. The statistical and systematic un-
certainties are shown separately.

pr(D*) bin (GeV) Astar
(ZEUS Collaboration do/dpr(D*) (nb/GeV) Agyst o(e p)lo(e’p)
15,24 0.117 +0.055 o082 3.29+2.97" 1%
24,31 0.190 +0.040 o0z 2.75-1.10°352
3.1, 4.0 0.188 +0.024 005 1.72+0.44°037
4.0, 6.0 0.110 +0.011 Foota 1.25+0.30°0%3
6.0, 15 0.024 +0.002 oot 1.25+0.23" 397
7(D*) bin do/dn(D*) Astar Agyst o(e"p)lo(e’p)
(nb)
-15,-0.8 0.161 +0.032 B 1.25+0.62°055
-0.8,-0.35 0.317 +0.043 o0 1.29+0.40°928
-0.35, 0.0 0.349 +0.046 oo 1.26+0.39°93;
0.0, 0.4 0.298 +0.048 o0 1.41+0.45°03¢
0.4,0.8 0.338 +0.051 Bt 2.12+0.65°333
08,15 0.310 +0.047 oo 2.13+0.60° 38

<45 cm; the cut orE,, was changed t&, >11 GeV; the branching ratios of 2.5%#45], were not included in the sys-
cut on the position of the scattered lepton in the RCAL wadematic uncertainties for the differential cross sections.
increased by 1 cm; the electron method was used, except for
cases when the scattered-lepton track was reconstructed by B. Theoretical uncertainties
the CTD. In the latter case, the DA method, which has the - .

The NLO QCD predictions foD* production are af-

best resolution at higp?, was used; the energy of the scat-

tered electron was raised and lowered by 1% in the MC Only{ected by the systematic uncertainties listed below. Typical

to account for the uncertainty in the CAL energy scale; thevalues for the systematic uncertainty are quoted for the total

energy of the hadronic system was raised and lowered by 3#/0SS section:
in the MC only, to account for the uncertainty in the hadronic () The proton PDF. The CTEQSF3 and GRV98-HtX]
CAL energy scale; the reconstructed SRTD hit position wad’DFs were used to check the sensitivity of the predictions to

shifted by +2 mm to account for the uncertainty in the different parametrizations of the gluon density in the proton.
SRTD-RCAL alignment. The appropriate masses used in the fit to determine the PDF

(i) Uncertainties related to theD* reconstruction Were also used imvQois, i.e., 1.3 GeV for CTEQSF3 and
+29¢4) The following systematic checks were performed1-4 GeV for GRV98-HO. The change in the cross section

-16 . .
for this category: tracks were required to havg<1.75, in  Was+2.0% using CTEQSF3 anet16% using GRV98-HO.

addition to the requirement on the number of superlayers; the (i) The mass of the charm quarK&I%)-_The charm
cut on the minimum transverse momentum for theandk ~ Mass was changed consistently in the PDF fit andvioDIs
candidates was raised and lowered by 0.1 GeV; the cut on tHe/ +0.15 GeV. The largest effect was at Iqw(D™).
minimum transverse momentum for the was raised and (ili) The renormalization and factorization scalg,
lowered by 0.02 GeV: the signal region for tM(D°) was  (-1%). The scale was changed by a factor of 0.5 and 2;
widened and narrowed symmetrically around the center bjnother scale, 1., was also used13]. The maximum of
0.01 GeV; the signal region for theM was widened sym- Q%/4+ mc2 and 2n, as a function ofQ? was taken as the

metrically around the center by 0.003 GeV. scale to estimate the upward uncertainty.

(iii ) The acceptance was determined usiegwIG instead (iv) The ZEUS PDF uncertainties propagated from the
of RAPGAP (—2.7%). experimental uncertainties of the fitted data5%). The

(iv) The uncertainty in the luminosity measurementchange in the cross section was independent of the kinematic
(2.2%). region.

The cross section obtained using the fit was in good (v) Uncertainty in the fragmentationfﬁ%). The param-
agreement with that obtained by subtracting the backgroundtere in the Peterson fragmentation function was changed by
using the wrong-charge candidates. These estimations were0.015.
also made in each bin in which the differential cross sections The first source of systematic uncertainty is shown sepa-
were measured. The overall systematic uncertainty was deately in the figures. The last four were added in quadrature
termined by adding the above uncertainties in quadratureand displayed as a band in the figures. An additional normal-
The normalization uncertainties due to the luminosity-ization uncertainty of 3%19] on the hadronization fraction
measurement error, and those due to BfeandD® decay  f(c—D*) is not shown.
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% [ % tainty (shaded bandas discussed
<~ 4k 1< L | ] in the text. Predictions using the
= ® a CTEQ5F3 PDF (dashed-dotted
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© 2r I ) 3 1% tion scheme(dotted ling are dis-

I 1 played. The ratios of the cross sec-

0 7] tions fore p ande'p data and

= 1= I for e p ande’p data combined
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IX. CROSS-SECTION MEASUREMENTS for e™p data is consistent with the previously published re-

sult [1] obtained at a proton beam energy of 820 GeV. Ac-
cording toHvVQDIS, a 5% increase in thB* cross section is

The overall acceptance after applying the selection criteexpected when the proton energy increases from 820 to 920
ria described in Secs. IV and V for k82<1000 Ge\, GeV.

A. Visible cross sections

0.02<y<0.7, 1.5<py(D*)<15GeV and |7(D*)|<1.5 The cross section obtained from the combined sample is
calculated withrRAPGAPIs 31%, both fore” p ande*p data.
The total cross sections in the same region are o(e*p—e*D*X)=8.44+0.20 stay "3 sysp
o(e p—e D*X)=9.37+0.44stah * 2] sysh +0.21(BR) nb.
+0.23BR) nb, 1.09

The prediction from thetvQpis program is 8.41 ;g2 nb, in

et e"D*X)=8.20+ 0.2 stah * %3 svs good_ a_greement with the data. The ur)certamty_mrthems
olep— ) Astad -’36 Syt prediction arises from the sources discussed in Sec. VIIIB
+0.20BR) nb, (excluding that from using a different proton PD&nd is
about 2.5 times the size of the uncertainty in the measure-

where the final uncertainty arises from the uncertainty on thénent. A contribution to the total cross sections arises from
branching ratios for th®* andD°. The D* cross section D* mesons produced ibb events. TheD* cross section
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TABLE lIl. Measured cross sections in each of 98 andy bins for 1.5<Q?<1000 GeV, 0.0y
<0.7, 1.5<py(D*)<15GeV and|n(D*)|<1.5. The statistical and systematic uncertainties are shown
separately. The prediction for thx%%c(D*) contribution fromHvQbis, which was subtracted from the data in
the extraction of5°, is also shown.

Q? bin (GeV?) y bin o At Ayt (nb) Thad D*) (ND)

15,35 0.70, 0.33 0.655  *0.073 T 0.010
0.33, 0.18 0.842 +0.070 o 0.008

0.18, 0.09 0.974 +0.064 r90%8 0.006

0.09, 0.02 0.648 +0.048 oo 0.002

35,6.5 0.70, 0.33 0.340  *0.041 o0 0.007
0.33, 0.18 0.379 +0.034 B 0.006

0.18, 0.08 0.527 +0.034 o0 0.004

0.08, 0.02 0.365 +0.025 IR 0.001

6.5, 9.0 0.70, 0.25 0.301  *0.031 o0 0.005
0.25, 0.08 0.384 +0.025 o0 0.004

0.08, 0.02 0.156 +0.014 300e 0.001

9.0, 14 0.70, 0.35 0.225  *0.031 o0 0.005
0.35, 0.20 0.240 +0.023 o0 0.004

0.20, 0.08 0.314 +0.022 9002 0.003

0.08, 0.02 0.180 +0.015 300t 0.001

14, 22 0.70, 0.35 0.130 +0.022 Foon 0.004
0.35, 0.20 0.155 +0.017 3% 0.003

0.20, 0.08 0.263 +0.016 005 0.003

0.08, 0.02 0.150 +0.013 IR 0.001

22, 44 0.70, 0.35 0.226  *+0.026 o0 0.006
0.35, 0.22 0.193 +0.015 oo 0.004

0.22, 0.08 0.261 +0.018 oo 0.004

0.08, 0.02 0.182 +0.013 0 0.002

44, 90 0.70, 0.28 0.141 +0.020 oo 0.006
0.28, 0.14 0.133 +0.013 B 0.004

0.14, 0.02 0.130 +0.013 3008 0.003

90, 200 0.70, 0.28 0.060  *0.014 IR 0.005
0.28, 0.14 0.076 +0.011 3o 0.003

0.14, 0.02 0.044 +0.008 052 0.001

200, 1000 0.70, 0.23 0.087  +0.016 300 0.004
0.23, 0.02 0.050 +0.011 oo 0.001

arising frombb production was estimated, as described increasingz(D*). The ratio of thee”p ande’p cross sec-
Sec. Ill, to be 0.17 nb folQ?>1.5 Ge\?. The measured tions, also shown in Fig. 3 and given in Table |, tends to
differential cross sections include a component from beautjcrease with increasinQ“ andx. Neither the NLO calcula-

. - . — ions nor the MCs based on LO matrix elements and parton
production. Therefore, all NLO predictions includélcon- . = depend on the charge of the leptorefininterac-

tribution calculated in each bin. For the extractionF8f°,  {igns.
the predicted value dib production was subtracted from the  The data in Fig. 3 are compared with predictions from the
data. MC generatorssROMA and CASCADE. The prediction from

AROMA is generally below the data, particularly at 10@#

and medium to higlp+(D*). In contrast, the prediction from

CASCADE, agrees at lowQ?, but generally lies above the
The differentialD* cross sections as a function @f, x, data. Both MC predictions describe the shapes of the cross

pr(D*) and 5(D*) for the combinede p ande*p data  sectionsdo/dx anddo/d7(D*) reasonably well. The un-

samples are shown in Fig. 3 and given in Table I. The crosgertainties in these MC predictions are difficult to estimate

sections inQ? andx both fall by about four orders of mag- and may be large.

nitude in the measured region. The cross section In Fig. 4, the same data are compared with the NLO cal-

do/dpr(D*) falls by two orders of magnitude with increas- culation implemented in theivQbis program. The predic-

ing pr(D*). The cross sectionlo/d7(D*) rises with in-  tions used the default parameter settings as discussed in Sec.

B. Differential cross-section measurements
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TABLE IV. The extracted values dtS° at eachQ? andx value. The statistical, systematic and theoretical
uncertainties are shown separately. The values of the extrapolation factor used to correciptH@fu)land
n(D*) phase space are also shown. The value of the proton structure furigfiofrom the ZEUS NLO
QCD fit used to extract the ratiB5%/F,, is also given.

Q? (GeV?) X Fg? Agtat Agyst Atheo Extrapolation factor Fs

2 0.00003  0.124 =*0.014 1995  +0009 4.17 0.983
0.00007  0.110 *0.009  *9%%°  +0.00 3.02 0.817

0.00018  0.094 +0.006  "99% 0003 3.07 0.672

0.00035  0.046 +0.003  *9%7  +0.009 4.72 0.591

4 0.00007  0.163 +0.020 3%z +oou 3.84 1.140
0.00018  0.117 +0.011 3%z  *0o0 2.68 0.930

0.00035  0.110 *0.007  *5%e  *0.003 2.67 0.808

0.00100  0.062 +0.004  *99%  *o0i° 3.93 0.652

7 0.00018  0.257 +0.027 %96  +oou 3.18 1.195
0.00060  0.159 +0.011  29%%  *0004 2.34 0.907

0.00150  0.077 *0.007  *9%%8  *002 3.31 0.737

1 0.00018  0.384 +0.054  '99%  *+0.028 3.29 1.447
0.00035  0.271 *0.027  *9%4 0009 2.21 1.229

0.00100  0.164 *0.012  *5%1  +0.003 2.11 0.948

0.00300  0.080 *0.007  *99%  +0024 2.95 0.724

18 0.00035  0.293 +0.051 ‘9391 0019 2.96 1.476
0.00060  0.234 +0.027  *99%  *0009 1.94 1.280

0.00150  0.196 +0.012  *5%7  *0.008 1.90 1.001

0.00300  0.115 +0.010  *29%  *oose 2.69 0.831

30 0.00060  0.487 +0.058 19059  *+0.028 2.47 1.510
0.00100  0.352 +0.027 9%  rooul 1.70 1.303

0.00150  0.267 +0.019  *5%%0  *0007 1.69 1.160

0.00600  0.111 +0.008 995 002 2.44 0.772

60 0.00150  0.303 +0.046  *9%8% 0012 1.84 1.384
0.00300  0.259 +0.026  *3%5 3% 1.54 1.107

0.01200  0.109 =+0.011  f9%%°  +0018 2.24 0.710

130 0.00300  0.214 +0.054 3972 +0009 1.60 1.290
0.00600  0.287 *0.041  f9%2  +0012 1.51 1.005

0.03000  0.065 +0.012  *5%0  *0.008 2.51 0.575

500 0.01200  0.338 +0.065 002  +002 1.57 0.905
0.03000  0.180 *0.041  *592  *0012 2.42 0.624

[ll, with the uncertainties described in Sec. VIII B. Predic- function, give better agreement with the data for the cross
tions using an alternate PDF, CTEQ5F3, and an alternatsectiondo/dx.

hadronization scheme, fromromMA, are also shown. The The cross sections as a function f(D*) and 5»(D*)
differences between the predictions, which are comparable tare also reasonably well described by the NLO calculation.
the uncertainties in the data, demonstrate the sensitivity ofhe prediction using the ZEUS NLO QCD fit gives a better
this measurement to the gluon distribution in the proton. Thealescription than that using CTEQ5Kand also better than
ratio of data to theory is displayed for each variable. For thehe prediction using GRV98-HO, not showrespecially for
cross sections as a function@f andx, the NLO predictions the cross sectionda/d7(D*). A better description of
give a reasonable description of the data over four orders alo/d7(D*) is also achieved55] by usingAROMA for the
magnitude in the cross section. Febw/dQ?, the description  hadronization, although, in this casky/dp;(D*) is not so

of the data is similar over the whole range @7, even well described. It should be noted that previous publications
though HvQDIs is expected to be most accurate wh@A  [1,2] revealed discrepancies in the forway@D*) direction.
~m2. The NLO calculation does, however, exhibit a some-This region can now be reasonably well described by a re-
what different shape, particularly folo/dx, where the NLO  cent fit to the proton PDF as shown in Figd# The data

is below the data at low and above the data at highThe  presented here are practically independent of the data used in
predictions using CTEQ5F3 instead of the ZEUS NLO fit, orthe ZEUS NLO PDF fit to inclusive DIS data. Further refine-
using AROMA for the hadronization instead of the Petersonment of NLO QCD fits and even the use of these data in
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future fits may achieve a better description. T o e e I i B A B e e
Cross sections as a function gf{D*) andp(D*) were [ Q=2Gev’| 4GeVy 7 GeV
also measured fo?>40 Ge\?. The combinede p and Lo %gUS 98-00 |
e’ p data samples are given in Table Il and shown in Fig. 5 04} ° US9607 1 T ]
. . == ZEUS NLO }
compared with theivQpis predictions. Although theivQpis L QCD |

calculation is not thought to be applicable at high, the
data are well described. The higd? region is also where the
difference ine p and e™p data is most pronounced; the
ratios of the cross sections are given in Table Il.

X. EXTRACTION OF F$°

The open-charm contribution,FCE, to the proton
structure-functiori-, can be defined in terms of the inclusive
double-differentialcc cross section ix and Q? by

d2 ccy 2 2
- ZZ {[1+(1-y)2IFE(x,Q)

, , 60 GeV*{ 130 GeV> 1 500 GeV*
-y FEC(X,Q )} (1) T i 1

In this paper, thecc cross section is obtained by measuring
the D* production cross section and employing the hadroni- I 1
zation fractionf(c—D*) to derive the total charm cross 02l 1
section. Since only a limited kinematic region is accessible i T
for the measurement dd* mesons, a prescription for ex- | 1
trapolating to the full kinematic phase space is needed. Sinct O Lesd vl vl v il vl ol ol cl ol o
the structure function varies only slowly, it is assumed to be 10° 10° 10°
constant within a giverQ? andy bin. Thus, the measured

5°in a bini is given by FIG. 6. The measure&S¢ at Q2 values between 2 and 500
Ge\? as a function of. The current datasolid point$ are com-
i,meagep—>D*X) pared with the previous ZEUS measurem@nten points The data
2, meagx' 'Q )= T thed €p—D*X) 2the<£ i 'Q ), (2 are shown with statistical uncertaintiéaner bar$ and statistical
e and systematic uncertainties added in quadrafouger bars The
where o; are the cross sections in binin the measured lower anq upper curves _sh_ow the fit _uncertainty propagated from
region ofp(D*) and (D*). The value ofF S5, ., was cal- the experimental uncertainties of the fitted data.
culated from the NLO coefficient functior{$]. The func-

tional form of F3%,e,was used to quote the results f§° at  correspond to th€? andx values given in Table IV, where

convenient values of; andQf close to the center-of-gravity the FS© measurements are given. Typical extrapolation fac-
of the bin. In this calculatlon the same parton densitiesigrs are between 4.7 at lo®@? and 1.5 at highQ?, as in
charm massfi.=1.35 GeV), and factorization and renor- Taple V. The following uncertainties of the extrapolation
malization scales \(4m2+Q ) have been used as for the were evaluated.
HvQDIs calculation of the differential cross sections. The Using theAROMA fragmentation correction instead of the
hadronization was performed using the Peterson fragment#@eterson fragmentation yielded changes of typically less than
tion function. 10% and not more than 20%. Although these values are not
The beauty contribution was subtracted from the data usvery significant compared to the uncertainties in the data, the
ing the theoretical prediction as described in Sec. Ill. At lowtwo corrections do produce a noticeable change in the shape
Q? and highx, this fraction is small but it increases with of the cross section as a function xfThe most significant
increasingQ? and decreasing. For the lowerx point at  effects are in the highestbins for a givenQ?Z.
highestQ?, the contribution from beauty production is about ~ Changing the charm mass by0.15 GeV consistently in
7% of that due to charm production. The contribution to thethe HvQpIS calculation and in the calculation &5° leads to
total cross section frorf{© calculated using the ZEUS NLO differences in the extrapolation of 5% at lowy the value
fit is, on average, 1.3% and at most 4.7% and is taken intdecreases rapidly to highgr
account in the extraction ¢¥5°. The size of the contribution Using the upper and lower predictions given by the un-
from F__ is similar to that in other PDFs. certainty in the ZEUS NLO PDF fit, propagated from the
Cross sections in the measur®d region and in theQ?  experimental uncertainties of the fitted data, to perform the
andy kinematic bins of Table Ill were extrapolated to the full extraction ofF5° gives similar values to the central measure-
pr(D*) and »(D*) phase space usingvQDIS. These bins ment, with deviations typically less than 1%.

0.4} +

012004-14



MEASUREMENT OFD** PRODUCTION IN DEEP INELASTC . . . PHYSICAL REVIEW D 69, 012004 (2004

T

T T r — - « zmm‘ T, xuinﬁumuu T Hn%7\|mm T T —TT T \HI%
=t 0 ] - [ Q7 =2GeV?| 4 GeV?| 7 GeV?|
1051 }/ x = 0.00003 (x 4% 1 7 04
- L7 E « 04 T - .
d - x = 0.00007 (x 4°) ] €3 | * ZEUS 98-00 | |
; N ] [ © ZEUS 96-97 | ]
8 x = 0.00018 (x 4%) ] w22 ZEUS NLO
e D | |

E 0.2 N

E x = 0.00035 (x 47) ] [ 5

: x = 0.0006 (x 4°) | ﬁ
10°} / E i

g x = 0.001 (x 4%) ] [
" "?;{ =005 (4

i x = 0.003 (x 4%)
10 £ : E

g ¢ .er"“"é"‘ x=0.006 (x4%) ] [ \
L E / x = 0.012 04 i
§ (x4" | i 1

10 '1; p ZEUS 98 00 '?_,.,.._-—-i—- x =0.03 ; 0.2 ;
g gy 4" i
[ == ZEUS NLO QCD sl [
2| i i
10 | [ | | L el i i g il 7 ; 0 :umu\ PRRTITT AT AMRMRUTIT MMRTITT MR :Hmu‘ Lo l.mm\ A :umu\
1 10 10 10° 107 2 ST SRS T Sl

Q* (GeV?) _
_ FIG. 8. The measured rat®$%/F, at Q2 values between 2 and

FIG. 7. The measurel5°® atx values between 0.00003 and 0.03 500 Ge\ as a function ofx. The current datdsolid point§ are
as a function ofQ?. The data are shown with statistical uncertain- compared with the previous ZEUS measurentepen points The
ties (inner barg and statistical and systematic uncertainties added irdata are shown with statistical uncertaintigser barg and statis-
quadrature(outer bars The lower and upper curves show the fit tical and systematic uncertainties added in quadrafoueer bars
uncertainty propagated from the experimental uncertainties of th&he lower and upper curves show the fit uncertainty propagated
fitted data. from the experimental uncertainties of the fitted data.

d'nental uncertainties of the fitted data. At the low@$t the
uncertainty in the data is comparable to the PDF uncertainty
shown. This implies that the double-differential cross sec-

These uncertainties were added in quadrature with the e}'-?rg?n?gf?h'g Tlit())lr? cljlér?soigldinb'?hgsi?)tgi an additional con-
perimental systematic uncertainties when displayed in thé 9 e y P ' )
figures and are given separately in Table IV. Extrapolating '€ values ofF3" are presented as a function @f at .
the cross sections to the fuD* phase space using the !xed values okand compared with the ZEUS.NLO QCD fit
CTEQ5F3 proton PDF yielded differences compared to thd? Fig- 7. The data rise with increasirQ®, with the rise
ZEUS NLO QCD fit of less than 5% fo®?>11 Ge\? and becoming steeper at lower demonstrating the property of
less than 10% fof)2< 11 Ge\2. scaling violation in charm production. The data are well de-

The data are compared in Fig. 6 with the previous meaSCriPed by the prediction. - _ _
suremenf1] and with the ZEUS NLO QCD fit. The two sets ~ Figure 825h0WS the ratib;/F as a function ok at fixed
of data are consisteAfThe prediction describes the data well values ofQ<. The values of, used to determine the ratio
for all Q2 andx except for the lowes?, where some dif- Were taken from the ZEUS NLO QCD fit at the same values
ference is observed. The uncertainty on the theoretical presf Q? andx at whichF5¢ is quoted, and are given in Table
diction is that from the PDF fit propagated from the experi-|\v. The ratio FSC/F, rises from 10% to 30% aQ? increases

andx decreases.

Changing the contribution of beauty events subtracte
from the data by i3% gave an uncertainty of typically

1-2 % and up to 8% at low and highQ?.

3The first three points of the previous data were measur&f at XI. CONCLUSIONS
=1.8 Ge\? and not at 2 Ge¥ so they have been shifted to 2 GeV
using the ZEUS NLO QCD fit. All other points were measured at  The production oD* mesons has been measured in deep
the sameQ? values. inelastic scattering at HERA in the kinematic region 1.5
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