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Measurement of theL/E distributions of atmospheric » in Soudan 2
and their interpretation as neutrino oscillations
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A deficit of atmospheria’,, events, consistent with the hypothesis of neutrino oscillations, is observed in the
5.90 kiloton-year fiducial exposure of the Soudan 2 detector. An unbinned maximum likelihood analysis of the
neutrinoL/E distribution has been carried out using the Feldman-Cousins prescription. The probability of the
no oscillation hypothesis is 5810 . The 90% confidence allowed region in the?8#An? plane is pre-
sented. The region includes the 90% confidence allowed region of the Super-K experiment.
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I. INTRODUCTION be 5.8<10 4. The 90% confidence allowed region in the
sirf26,An? plane is obtained and is consistent with that pub-
The discovery of neutrino oscillations in both atmosphericlished by Super-K.
and solar neutrinos and thus the establishment of neutrino
mass has been one of the major advances in particle physics II. DETECTOR AND DATA EXPOSURE

in the past decade. The evidence generally regarded as estab- , ) L
Soudan 2 is a 963 metric tgi@70 ton fiducial iron track-

lishing neutrino oscillations was the observation by the, lori th a h b hich
Super-Kamiokande Collaboration of a variation of the atmo-"9 ¢& orimeter with a honeycomb geometry which operates

. : : : as a time projection chamber. The detector is located at a
heric neutrino event rate with the zenith an lar .
spheric eut_ 0 eve t rate with the € th anglé Sola depth of 2070 mwémeters of water equivalenbn the 27th
neutrino oscillations have been confirmed by the SNO ex; . .
. , level of the Soudan Underground Mine State Park in north-
periment’s measurement of the neutral current event[&dte

and the detection of the disappearance of reagtor neutrin 0i?rn Minnesota. The calorimeter started data collection in
. . ril 1989 and ceased operation in June 2001 by which time
by KamLAND [3]. The K2K experiment has provided sup- P P y

) ) N E a total exposure of 7.36 kt-y, corresponding to a fiducial
porting evidence fow,, oscillations[4] but there has been no exposure of 5.90 kt-y, had been obtained.

detailed confirmation of the Super-K effect in atmospheric The calorimeter’s active elementseat m long, 1.5 cm
neutrinos. Observations of a deficit of atmospherichave  gigmeter hytrel plastic drift tubes filled with an argon-CO
been published by this experiméi®], and by IMB[6], Ka-  gas mixture. The tubes are encased in a honeycomb matrix of
miokande{ 7] and MACRO[8]. The analysis reported here is 1.6 mm thick corrugated steel plates. Electrons deposited in
the first independent confirmation of atmospheric neutrinahe gas by the passage of charged particles drifted to the tube
oscillations using fully reconstructed neutrino interactionsends under the influence of an electric field. At the tube ends
and covering the complete range of zenith angles. the electrons were amplified by vertical anode wires which
The data used are from the 5.90 ktkiloton-yea)y fidu-  read out a column of tubes. A horizontal cathode strip read
cial exposure of the Soudan 2 detector. Soudan 2 was origéut the induced charge and the third coordinate was provided
nally designed to study proton decay and thus has excellety the drift time. The ionization deposited was measured by
resolution and pattern recognition properties in the visiblethe anode pulse height. The steel sheets are stacked to form
energy region around 1 GeV where the peak in the atmolx1x2.5 n¥, 4.3 ton modules from which the calorimeter
spheric neutrino event rate occurs. Although the exposure oflas assembled in building-block fashion. More details of the
the experiment is less than that of Super-K, the full eventonstruction of the detector and its properties can be found in
reconstruction, and thus good energy and direction resolutioRef. [10].
for the incident neutrino, compensates to some extent for the Surrounding the tracking calorimeter on all sides but
smaller number of events. mounted on the cavern walls, well separated from the outer
The data are analyzed using an unbinned likelihoodsurfaces of the calorimeter, is a 1708 active shield array
method based on the Feldman-Cousins prescrig8dniThe  of two or three layers of proportional tubgkl]. The shield
probability of the no oscillation hypothesis is determined totagged the presence of cosmic ray muons in time with events

0556-2821/2003/681)/11300414)/$20.00 68 113004-1 ©2003 The American Physical Society



SANCHEZ et al.

Soudon2 Date

PHYSICAL REVIEW D 68, 113004 (2003

Soudenz Dota

Top View L1597 1315054 Top View 12 e 1598 153767 38
463 442
i
s .
Aﬁ Py = "
- 4
3 45.%
-~ 4ol . —_ At
g g 4 5 4"'&;
= i 1 =
>< n “ At >< 7
L T
— . A....:AJ“ 1
El ( . L7 e
| i | 4 A f—“:“' +
: [
.A":
—‘r .‘J
a #
it a *
365 ‘ 212 . \ T
937.5 Z (cm) 1035.5 754 Z (cm) 974

FIG. 1. Two neutrino interactions in Soudan 2. The event on the left is a quasielastieraction producing a proton and an electron.
The electron travels about one radiation length before showering. The proton is easily recognizable by its heavy idagatisymbols
and its lack of Coulomb scattering. The event on the right has a long noninteracting muon track, which shows typical Coulomb scattering,
and a hadronic shower at the vertex. The shower contains a charged pion and at least two electromagnetic showers.

in the main calorimeter and thus identified backgroundtion. The long noninteracting muon track is accompanied by
events, either produced directly by the muons or initiated bya hadronic shower, including a charged pion and at least two
secondary particles coming from muon interactions in thegamma showers.
rock walls of the cavern. The excellent imaging and particle identification offer
Calibration of the calorimeter response was carried out agood determination of the energy and direction of the inci-
the Rutherford Laboratory ISIS spallation neutron facility dent neutrino and thus the path length from its production
using test beams of pions, electrons, muons, and protoroint in the atmosphere. Especially advantageous is the re-
[12]. Spatial resolutions for track reconstruction and for ver-construction of quasielastic reactions, where the recoil pro-
tex placement in anode, cathode, and drift time coordinateton is observed with approximately 40% efficiency, and com-
are of the same scale as the drift tube ragi).7 cm. plicated multiprong topologies. The correlation of the
Soudan 2 has several advantages over water Cherenkowutgoing lepton direction and energy with the incident neu-
detectors. Very detailed images of events are obtained. Evetrino direction and energy is poor at low energies. Improve-
vertices are determined with centimeter resolution and indiments in the resolution of neutrino path length divided by
vidual particle tracks are well separated. lonizing particlesenergy,L/E, by factors of 2 and 3 are readily obtained by
having nonrelativistic as well as relativistic momenta are deveconstructing both the lepton and the hadronic final state.
tected via their energy loss in the gas. Protons are readily
distinguished fromr™ andu™ tracks by their ionization and
lack of multiple Coulomb scattering. Muons from,
charged currentCC) reactions are prompt tracks without

secondary scatters. Pronmgst showers fromv, CC reactions Events are divided into two containment classes.

are distinguished from photon showers on the basis of their (1) Events that are fully contained within the detector

proximity to the primary vertex. Since Soudan 2 has no mag(FCE). Containment is defined by the requirement that no

Eetic field and thus Only limited Charge |dent|flcat|0nand portion of the event approaches closer than 20 cm to the

v reactions are not separated. exterior of the detector and that no particle in the event could
Two examples of the event definition provided by the de-enter or escape the detector through the space between mod-

tector are shown in Fig. 1. The event on the left is a quasiules. The containment criterion limits high energy events

elastic v, interaction producing a short proton and an elec-to those with a muon of energy less than around 1 GeV.

tron which travels approximately one radiation length before (2) Events that are partially contained, in which only the

showering. The event on the right is an inelastjcinterac-  produced lepton exits the detector (PCEhese events re-

Ill. EVENT CLASSES AND PROCESSING

A. Containment classes
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cover a fraction of the high energy, events rejected by the vor is assigned according to whether the highest energy sec-
containment criterion. As the muon does not stop in the deendary is a nonscattering track (flavor) or shower ¢ fla-
tector, its energy from range cannot be measured. Instead aor). A small fraction of multiprongs have no muon or
estimate of the energy was obtained from the observed rangelectron candidate and are defined as neutral current, “NC.”
with a small added correction based on the amount of mulA further small sample had no obvious flavor and is defined
tiple scattering on the track. Monte Carl®IC) studies as ambiguous. The NC events are too few to provide con-
showed that the effect of the poorer energy measurement gsiraints on the oscillation analysis but they and the ambigu-
the L/E resolution was small. Since the timing resolution of ous events are added into the event total, contributing to the
Soudan 2 is insufficient to determine tpedirection, a stop-  flux normalization. Through the rest of the paper, unless oth-
ping, downward-going, cosmic ray muon could mimic anerwise specified, NC includes both neutral current and am-
upward-going PCE having little or no hadronic vertex activ-biguous events.

ity. Up-down asymmetric cuts on the exiting track and the

event vertex properties are required to reduce this contami- D. High resolution sample

nation to negligible proportionl3]. At low neutrino energies the correlation between the di-

rection of the outgoing lepton and the incoming neutrino is

poor. The ability of Soudan 2 to reconstruct the recoil proton
Two classes of events are defined on the basis of the preffom quasielastic interactions and the low energy particles

ence or absence of hits in the veto shield. from inelastic reactions gives a major improvement in the
(1) Quiet shield eventsThese events have no in-time hits neutrino pointing and energy resolution. To take advantage

in the veto shield except for those associated with the leavingf this, the events are finally divided into two samples de-

lepton in PCEs. They are candidates for neutrino interactionpending on the./E resolution.

but also contain a small background of events produced by (1) A high resolution “HiRes” sample

cosmic ray muons. They will be calledys-datd events. (a) events with a single lepton of kinetic energy600
(2) Shield tagged event&vents initiated by the passage MeV,

of a cosmic ray muon generally have in-time hits in the veto (b) events with a single lepton of kinetic energyl50

shield. The hits may be caused by the muon itself or byMeV with a reconstructed recoil proton,

secondary charged particles from the interaction of the muon (c) multiprong events with lepton kinetic energy250

in the rock surrounding the detector. Secondary neutral paMeV, total visible momentum>450 MeVk and total visible

ticles can enter the detector and interact, mimicking neutrin@nergy>700 MeV,

interactions. Events flagged with in-time veto shield hits will  (d) partially contained events.

be called ‘fock’ events. The mean neutrino pointing error for events in this sample
The average shield efficiency for detection of a minimumis 33° forv,, FCE, 21° forv, FCE and 14° fow, PCE. This

ionizing particle was measured to be 94%. Study of eventyields a mean error in lqgL/E of approximately 0.2.

with a single shield hit showed that the contamination of (2) A low resolution “LoRes” samplecomprising all other

gs-data events by cosmic ray muons which pass through thevents.

shield and enter the detector is negligible. It was however

possible for neutrons and gamma rays to enter the detector E. Monte Carlo neutrino events

with no identifying shield hit when all of the charged par- N . . .

ticles associagd \?vith the production event in the rogck pgssed To avoid biases due to the scanning described in Sec. Ill F

outside the shield or were not detected due to shield ineffi@"d t0 provide a blind analysis, Monte Carlo events were
ciency. These quiet shield rock everslled “gs-rock ) are inserted into the data stream as the data were taken. A Monte

a background to the neutrino sample. They may be statist|(—:arlo sample 6.1 times the expected data sample in this ex-

cally distinguished from neutrino events by the depth distri-POSU'€, assuming no oscillations, was mcluded.. The Monte
bution of the interaction vertices, as described in Sec. IV. Carlo and data events were then processed simultaneously

and identically through the analysis chain. The Monte Carlo
representation of the detector and background noise was of
sufficient quality that a human scanner could not distinguish
The background from gs-rock events is significantly dif- between data and Monte Carlo events. The event generation
ferent in low and high multiplicity events and in low multi- was carried out using theEUGEN package 14] and the par-
plicity electron and muon samples. The FCE data are thuticle transport usinGHEISHA [15] andeGsS[16]. The incident
further divided into topology classes. neutrino flux used in the generation of events was that pro-
(1) Events with a single track-like particle with or without vided by the Bartol group at the start of the experin{dm.
a recoil proton, called “tracks.”These are mostly quasielas- Later calculations of the neutrino flux were accommodated
tic v, interactions and are assigneg ‘flavor.” by weighting the generated events. The main analysis de-
(2) Events with a single showering particle with or with- scribed below used the Bartol 96 fl(ix8]. A recent three-
out a recoil proton called “showers."These are mostly dimensional calculation of Battistoni et §1.9] has also been
quasielasticv, interactions and are assigned flavor.” used. The variation in the flux during the solar cycle was
(3) Events with multiple outgoing tracks and/or showerstaken into account using measured neutron monitor data for
called “multiprongs.” These can be of either flavor. The fla- normalization[20]. The Monte Carlo events were superim-

B. Veto shield classes

C. Topology classes
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posed on random triggers which represent the backgrounc

noise in the detector, mostly low energy gammas from radio-g 40 e-flavor

active decays or electronic noise. This simulated the effect o1§

random noise on the event recognition and reconstructior® * — Shower (FCE)
and the random vetoing of ever{&8% due to noise in the e e R

veto shield. 2

10
F. Data processing

_.
=
=
w
>
=
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=
h

The detector trigger rate was approximately 0.5 Hz. About
half of the triggered events were cosmic ray muons and hall
electronic noise or the sum of random low energy gamma__ 40

radiation. The trigger required 7 anodes or 8 cathodes tcg u-flavor
have signals in any contiguous set of 16 multiplexed chan-% 30 — Track (FCE)
nels. The 50% efficiency thresholds are approximately 200 f  r— | -~ Multiprong (FCE)

MeV for single electrons and 150 MeV kinetic energy for 20
single muons.

The data, including the Monte Carlo events, were pro- .
cessed through the standard Soudan 2 reconstruction code — g , T
select possible contained and partially contained events. Ap 0.5 1.0 L5
proximately 0.1% of events were retained for further analy- Neutrino Energy (log,, GeV)
sis. These events were double scanned to verify containment
and remove remaining noise backgrounds. Surviving events
were checked and assigned flavor by three independem
physicist scans. Throughout this process gs-data, rock a
MC events were treated identically, without their origin be-
ing known to the scanners. The classifications based on con-
finement, topology and resolution were also applied equall;au
to the three data types.

Accepted events were reconstructed using an interactive
graphics system. All recognizable tracks and showers in the IV. EVIDENCE FOR », FLAVOR DISAPPEARANCE

event were individually measured yielding momenta and en- The neutrino oscillation parameters were determined us-
ergies. Protons were identified by their h|gh jonization anqng an unbinned maximum likelihood ana'ysis of the com-
lack of Coulomb scattering. Finally the individual particle plete dataset based upon the Feldman-Cousins procedure, as
momenta and energies were added to form the incoming newtescribed in Sec. V. However it is instructive first to examine

trino four-vector. _ ~ subsets of the data to observe the effects of oscillations.
The topology classes provide a crude energy separation.

The track and shower samples have a lower average neutrino
energy than the multiprong sample and both are lower than
the mean PCE energy. Histograms of the Monte Carlo gen- The first indication of neutrino oscillations in atmospheric
erated neutrino energl, , for the three classes are shown in neutrinos came from the measurement of the ratio-of-ratios,
Fig. 2 for the u-flavor ande-flavor events. Note that the R, [6,7], defined here as
contained single shower distribution extends to higher ener-
gies than the track sample because of the better containment :M‘ (1)
of high energy showers. " (vulvelme

The numbers of events analyzed are shown in Table I. The )
oscillation analysis described in this paper imposed a mini- WO corrections, for gs-rock background and for flavor
mum 300 MeVE cut on the lepton momentum for LoRes misidentification, are required to the raw numbers of gs-data
track and shower events and the total visible momentum foft-flavor ande-flavor events.
LoRes multiprong events. The numbers headed “raw events”
in the table are those for the total event sample without this
cut, the other numbers include the cut. The table shows that For the measurement &, , the number of gs-rock back-
the rock background is concentrated in low energy eventground events contained in the gs-data sample was estimated
which are removed by the cut. The value of the cut wady fitting the depth distribution of the gs-data events to a sum
chosen to optimize the analysis sensitivity by reducing theof the MC and rock depth distributions. The extended maxi-
background component while retaining the neutrino signalmum likelihood method of Ref22] was used, which allows
The final two columns are the fitted number of gs-rockfor the finite statistics of the Monte Carlo and rock distribu-
events and the number of neutrino events after subtraction dions. The depth was defined as the distance from the event
the gs-rock background as described in Sec. IVA 1. vertex to the closest surface of the detector, excluding the

—_
<
g
=31
W
<

FIG. 2. Unoscillated Monte Carlo neutrino energy distributions
r the fully contained shower or track, fully contained multiprong
d PCE classes. The top plot is sflavor events and the bottom
plot for u-flavor events.

More details of the data sample and the analysis proce-
res are given in Ref21].

A. Flavor ratio-of-ratios

1. Correction for gs-rock background
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TABLE |. Event samples in the fiducial exposure of 5.90 kt-y. The columns for raw events are the total number of events reconstructed
in this experiment. The gs-data, MC, and rock classes are defined in Secs. Il B and Il E. The columns headed “300uvigyive the
event numbers used in the oscillation analysis described in this paper. The MC numbers in these columns have been weighted to convert
from the Bartol 89 flux prediction to the Bartol 96 values. The gs-rock column gives the fitted number of background gs-rock events and the
neutrino column is the number of neutrino gs-data events after subtraction of the gs-rock background as described in Sec. IV A 1.

Event Flavor Raw events 300 Me¥/tut

class gs-data MC Rock gs-data MC Rock gs-rock Neutrino
FCE HiRes o 114 1149 73 114 1115.1 73 128.9 101.e-12.7
FCE HiRes e 152 1070 69 152 1047.4 69 52.1 146.7212.5
FCE LoRes o 148 900 406 61 457.5 77 115%.2 49.5:9.9
FCE LoRes e 177 850 704 71 402.5 176 14-31.6 57.0:-9.6
PCE o 53 373 11 53 384.3 11 030.9 52.77.3
PCE e 5 51 0 5 51.5 0 0.680.1 5.002.2
NC+ambig 46 246 190 32 165.7 110 6.7 24.4-8.8
Total 695 4639 1453 488 3624.0 516 50.8 437.2

floor. Neutrino events are expected to be distributed uni- The raw data ratio-of-ratios, is defined as

formly throughout the detector while the neutron and gamma

induced events are attenuated by their respective interaction - M 2

lengths. The depth distributions are shown in Fig. 3. The fits (CLlCe)’

are maqe o the track, shower and m_ulti.p.rong Samples S€PhereD andD, are the numbers of background subtracted

rately since the backgrounds are significantly different in s-data;/f-ﬂavor andeflavor events, respectively, listed in

each sample. The excess of events at low depths is clear{ e last column of Table |. and andb are the nu,mbers of

the shower and track samples. The multiprong sample ha flavor ande-flavor MC ’eventlfs. The ?esult is

little gs-rock background. The background in the track an

multiprong samples contains only neutron induced events R=0.69+0.1Qstay == 0.0G6/sys). 3

and the rock events are attenuated according to the 80 ¢ e systematic errors are discussed in i8¥

neutron attenuation length. The shower background has a Thgfraction ofv. remaining after oscilla{ionsR
o

" . and
- ) l,L L
additional component due to gammas with a 15 cm attengah, the normalization of the experiment relative to the Bartol

tion length. Table | shows the number of neutrino evgnts "6 flux, can be determined using the identification matrix in
the 300 MeVt cut sample after background subtraction. Itr_vi< || on the assumption that only, oscillate, R, is
) iz Y2

can be seen that the background in the high energy PCEqivalent toR,, the corrected ratio-of-ratios defined in Eq.
sample is very small. 1

In this section the fitted amount of gs-rock background is( );I'he numbers ofe-flavor ande-flavor events are given by
not correlated with the oscillation parameters?aiAn?, as
it is determined only from the depth distribution. In the full D,=AR,T, +Te+Ty)C,, (4)
oscillation analysis, described in Sec. V, the fit includes the

additional information of the MC and rodk/ E distributions De=A(R,S,+Se+5)Ce, ®)
and the relativeu-flavor to e-flavor normalization. whereT,,, T, T, are the probabilities for-flavor events to
bev,, ve, or NC as obtained from the identification matrix
2. Correction for event misidentification andS,, S,, S, are those probabilities faflavor events.

Table Il shows the identification matrix determined from ~Dividing the two equations and noting that+T,=1
the MC truth and assigned flavor for fully contained events™ T« ano! SetS,=1-S,, a relation betweeiR,, andR is
only, after the 300 Me\ cut. The wrong flavor contamina- ©OPtained:

tion of the u-flavor ande-flavor events is 3.8% and 2.8%, (1-S,)R—1+T
respectively. There is also a contamination of neutral current R,= TM— SR £ (6)
events of 7.4% and 6.8%, respectively. The misidentification moSp
of partially contained events is negligible. yielding
3. Ratio-of-ratios results R,=0.64£0.11+0.06=R, (7)

For comparison with previous experiments the ratio-of-and also giving a value oA corresponding to 86% of the
ratios is first quoted for fully contained events. The maxi-Bartol 96 flux.
mum sensitivity is obtained using the 300 MewWut sample A trend in the variation oR, with energy can be seen by
to reduce the effects of the background subtraction. comparingR'® for the track and shower samples alone, which
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15 TABLE II. Flavor identification matrix after the 300 Me/cut
g C Showers from “blind” processing of fully containedv MC events inter-
& F spersed throughout the data. The NC column includes events clas-
10~ sified as having ambiguous flavor as well as those definitively clas-
C sified as NC. The events are weighted to correspond to the Bartol 96
B flux.
’C
- MC Assigned flavor
% 0500 350 300 350 Truth H € NC
w 15 vy 1396.8 41.0 50.8
5 [ Tracks Ve 59.0 1311.9 40.5
m 10 NC 116.8 98.0 455
5:— ‘|> B. Angular and L/E distributions
E | ) T In this analysis pure two flavor,— v, oscillations will
%"= O T T TR T W a7 be assumed, based on the absence of observed effects in the
e-flavor events, shown below, and the results of the CHOOZ
2 15— Multi [23] and Super-K 1] experiments. Two flavor oscillations in
e L ultiprongs vacuum leading tov,, disappearance are described by the
4o well-known formula
- P(v,—v,)
5_
B L(km)
- =1.0—sirf26 sir?| 1.27 Am?(eV? . (10
f T . \ . (V%) E(GeV) (10
0 50 100 150 200 250 300 350
Vertex Depth (cm)

The v, survival probability,P, is a function ofL/E whereL

FIG. 3. Depth distributions for showétop), track (centej, and 1S the distance traveled by the neutrino @ the neutrino
multiprong events(bottom after the 300 MeVé cut. The points ~€nergy. The parameters to be determined/aré, the mass
with error bars are the gs-data events. The dashed histograms aguared difference, and é29, the maximum oscillation
the unoscillated Monte Carlo events. The dotted histograms are thgrobability.
rock events and the solid histograms are the sum of Monte Carlo The distancel., is calculated by projecting the measured
and rock. The fraction of gs-rock is determined from a fit of the neutrino direction back to the atmosphere. It is related to the
Monte Carlo plus rock events to the gs-data event distribution. Theenith angleg,, by
summed distribution is normalized to the gs-data events.

L(0,) = V(Re—dg)?cog8,+ (dg+h)(2R,—dg+h
have a lower average energy aRj'" for the full sample (62)=V(Re~do) 2+ (gt ) (2Re—dg+h)

including the PCE, which has a higher average energy, as —(Rg—dy)cosb,, (11
shown in Fig. 2. The values are

where R, is the radius of the Earthdy is the depth of the

R‘f=0.51t 0.13 (8) detector and is the neutrino production height in the atmo-
sphere. The mean of the production height distribution for
with A at 89% of Bartol 96 and neutrinos of a given type, energy and zenith arigl was

used as the estimator bf The variation in production height
is comparable to the path length for neutrinos coming from
above the detector. The distance traveled is a function of
cosé, but not of the azimuth angle. Oscillation effects are
with A at 85% of Bartol 96. therefore expected in the shape of the zenith angle distribu-
The value ofR, increases with increasing average energytion but not in that of the azimuth angle distribution.
of the sample, as expected if the deviation from 1.0 is due to Figure 4 shows the azimuth and zenith angle dependence
oscillations. The most significant deviation is for the lowerof the HiResu-flavor ande-flavor events. The effects of
energy single track/shower sample, an effect of more thawscillations are most visible in the HiRes sample. The points
three standard deviations. with errors are the gs-data. The dashed histograms are the
The value ofA for the full dataset, (857)% of the Bar- expected, unoscillated, MC neutrino contribution based on
tol 96 prediction, may be compared to the value obtained irthe Bartol 96 flux calculation plus the fitted gs-rock contri-
the more detailed likelihood analysis which includesltiE  bution. The solid histograms are the same but with the MC
information and is described in Sec. V. weighted by the oscillation probability predicted by the best

R3'=0.72+0.10 (9)
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FIG. 4. Angular distributions for HiResflavor eventgplots (a)

FIG. 5. The HiRes loglL/E distribution for e-flavor events
and (c)] and u-flavor eventgplots (b) and (d)]. Plots (a) and (b) £

. : 4 (top) and u-flavor events(bottom). The points with errors are the
show the cosine of the zenith angle and piasand (d) the azi- -data. The dashed histograms are the prediction of the unoscil-

muth angle. The points with error ba_rs are the qs'data' The_dashef ed Monte Carlo plus the fitted gs-rock contribution. The solid
h',StOQramS are thg sum of the predl_cteq unoscnlate_d ngutrlno dISriistograms are the same but with the Monte Carlo weighted by the
tribution plus the fitted gs-rock cantribution. The solid hIStOgrams’best fit oscillation parameters from the analysis described in Sec. V.

are the same but with the neutrino distribution weighted by theThe dotted histograms are the contribution of the gs-rock back-
oscillation probability predicted by the best fit parameters from the round. A depletion of:-flavor events above values of lgiy/E of
analysis described in Sec. V. The dotted histograms are the contrg- :

. . pproximately 1.5 can be seen.
bution of the gs-rock background. Downward going events have
cosf,=+1.0. Note the depletion of.-flavor events at all but the

; value of around 1.5. Below this value there is little, if any,
highest value of co8,.

loss of events. This implies an upper limit on the value of

fit oscillation parameters of the analysis described in Sec. \Am? of about 0.025 e¥which is reproduced in the detailed

The dotted histograms are the fitted background gs-rock corltS described in Sec. V.

tribution. It can be seen that both the azimuth and zenith

angular distributions for the-flavor eventgFigs. 4a) and V. NEUTRINO OSCILLATION ANALYSIS

10 2 10-15 % normalization of the overall . On the other, /A" exiended maximum likelinood analysis assuming two-

h 0 . L flavor v,— v, oscillations has been used to obtain estimates
and, th%-f]avor zenith a_ngle distributiofFig. 4.(b)] ShO.W.S of the neutrino oscillation parameters. The significance of the

a 50% deficit at large zenith angléargel) but little deficit

. L result and the confidence intervals on the oscillation param-
for _downw_arql going eve_ntésmall L), conflrml_ng the obser- o015 are determined using the unified method advocated by
vation of similar effects in the Super-K experiment. Note thatFeIdman and Cousirf®].
at the high magnetic latitude of Soudan the azimuth angle
distribution of both flavor§Figs. 4c) and 4d)] is predicted - .
and observed to be flat, unlike the distribution at Kamioka A. The likelihood function
where there is a pronounced East-West asymmetry. The likelihood function used to describe the gs-data as-

Figure 5 shows the lggL/E distributions for the HiRes sumes that the sample is composed of neutrino interactions,
e-flavor andu-flavor samples. The double peaked structurerepresented by the Monte Carlo events, and gs-rock back-
is a geometrical effect, reflecting the spherical shape of thground events, represented by the rock sample. Each sample
Earth. The peak at lower lgg-/E consists predominantly of is divided into u-flavor, e-flavor and NC plus ambiguous
downward-going neutrinos from the atmosphere above thevents. Since neither, or NC events are assumed to oscil-
detector, while the peak at higher lgh/E contains upward- late they can be considered as a single category. For short-
going neutrinos from the other side of the Earth. Again thehand in the following they are combined under the heading
e-flavor sample follows well the MC prediction, up to a nor- of e flavor.
malization factor, indicating that within the errors of this  The L/E distribution of theu-flavor events is examined
experiment there is no evidence fof, oscillations. The for evidence of oscillations. The total number of events,
u-flavor sample shows a deficit of events above gdotE  flavor pluse flavor, provides the normalization of the Monte
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Carlo exposure. Monte Carlo events with misidentified flavor M¥ = ACK+NK | (14)
are included in theu-flavor or e-flavor samples with the .
oscillation probabilities appropriate to their true parameterswhere
Charged current interactions of were not generated in the

Monte Carlo. At the Super-K best fit oscillation parameters,
approximately two interactions producingleptons are ex-

pected in this data sample.

Each event in the.-flavor sample is characterized by its ang c¥ is the total unoscillated number of MC events of
measured valuesx{,d;), of x= log;oL/E and depth within  cateqory k. The oscillation survival — probabilities,
the detectord. The true value ofL/E=(L/E)"™® is also _ P((L/E)"™®) as defined in Eq(10), are computed using the
known for each event in the Monte Carlo sample. The d'sknown, true, values of /E and the given oscillation param-

tinction between the five categories pfflavor eventHiRes  qiers. The expected number of gs-datflavor events is
tracks and multiprongs, LoRes tracks and multiprongs an%iven by

PCES is maintained for the analysis.

Ck= X P(L/E)}™ (15)
j=1Ck

The log-likelihood function used is M.=ACS+Ng, (16)
o
L= In QX(x; ,d:) + N¥In M¥ — mX whereC¢® is the total number of Monte Carkeflavor events
k:El,S i=§Nk QX d)+ N, In My, =M, andN is the number o&-flavor gs-rock events.
T
+NelnMe—Me. (12 B. Probability density functions

Continuous pdfsx‘;(x) and X'é(x), are constructed from
the Monte Carlo and rock samples to represent the expected
neutrino and gs-rock background distributions for each cat-
egory of u-flavor events. The use of a continuous pdf is
preferred over the more conventional histogram representa-
ion since it does not require any arbitrary choice of binning.

he pdfs are constructed by spreading the positions of the
measuredc values of the Monte Carlo and rock events with
smooth functions. This enables a continuous functional form
of the pdf to be obtained from the finite set of discrete pa-

h T.h? Jomtd(x,gl_) o_llbstrl_butlonf of the qs-(_jata is the su(rjn of rameter values of the MC events. Explicitly the pdfs are
the joint (x,d) distributions of true neutrino events and gs- constructed as follows:

rock background events. The simplification is made that the

The functionQ¥(x; ,d;) is the normalized jointx; ,d;) prob-
ability density function(pdf) for categoryk and thek sum-
mation is taken over the fiva-flavor event categories. The
symbols N'; and N, denote the total number of gs-data
events in theu-flavor ande-flavor categories and/l'; and
M. are the predicted number of events, i.e., the sum of M
neutrino plus gs-rock events. The functiQnrepresents the
shape information in the/E and depth distributions and the
other terms arise from the data normalization.

joint distributions can be represented as the product of the . 1 § .
distributions ofL/E and depth, i.e., that there is no correla- Xu(¥) = x > 9L PL/B)), (17
tion between thé./E of an event and its depth in the detec- 1=1Cg

tor. Thus the %,d) pdfs for u-flavor neutrino and gs-rock

events areX(x;)D(d;), and X§(x;)Dg(d;) respectively.

X$(x)D(d;) is the normalized probability that eventof 1

p-flavor categoryk has a value of logL/E =x; and is XE(X)Z_k > g'g(xj—x), (18

found at a depthd; if it is a neutrino interaction, and NRojzl,N';O

XK(x;)DK(d;) is the corresponding probability that the event

arises from a rock background interaction. Substitutingdor where NII(QO is the total number of events in the categdry

and normalizing it to 1.0, the likelihood function becomes rock sample. A normalized Gaussian form is chosen for the
spreading functions,

Wheregi(xj—x) is the spreading function. Likewise

s s o ACHX () Dl (d;) + NEXK(X ) DE(d)) .
= K
k=15 | ik M., gk (x—x) = exf — (x,—x)%202]. (19
2moy
+N¥In MZ—ME] +NelnMe—Me. (13)  The pdfs constructed according to Eq&7)—(19) are nor-
malized to unity. A different value ofr, is used for each

different event category. The value @f is chosen to provide
The factorA is a free parameter representing the normalizaa representation of the pdf without statistical dips which
tion of the MC sample to the gs-data a@lis the oscillated  could be mistaken for oscillation structures. The value is a
number of u-flavor v MC interactions for a given pair of balance between small values which emphasize the resolu-
oscillation parameters (si26,An¥). N is the number of gs-  tion of the experiment and larger values which smooth the
rock background events ip-flavor categoryk. The total finite statistics of the samples. The valuesgf used are
expected number qgk-flavor gs-data events in categdkys  given in Table Ill. The best fit parameters are not dependent
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TABLE lll. Values of o used to construct the pdfs.

Event category o MC o rock AL
HiRes tracks 0.075 0.12 PED
LoRes tracks 0.110 0.13
PCE 0.100 0.25 84
LoRes multiprongs 0.180 0.25 ;
HiRes multiprongs 0.100 0.25 4

0

on o and the 90% confidence limits are only weakly depen-
dent around these optimum values. 0.2
The depth pdfDk (d) andD§(d) are represented by his-

o e . 0.4
tograms of the depth distributions similar to those shown in o
Fig. 3. Po 06
2 % 0
o - S o8 1
C. Determination of the oscillation parameters : 2 2)
3
The two oscillation parameters to be determined are 1 L -4 \Og\o(ﬁm

sinf26,An? for which proper coverage is provided. Seven i
other unknown quantities, the normalization of the M, FIG. 6. The data likelihood differenca,Z, plotted as a function

the five rock fractions for the different flavor samples and  of sir?26 and logo(Am?).
the rock fraction for the-flavor sample are nuisance param-

eters. In general their fitted values will be correlated with the=0.0052 eV, sir26=0.97. This grid square will be re-

values of the oscillation parameters. The gs-rock backgrounfierred t0 as the best fit point. The value &fis 90% of the

in the PCE sample is known to be very small from the SmallBartol 96 prediction and the total number @fflavor gs-rock
number of partially contained rock events in Table I, the . 268 9.6% of the full tai paﬂ q |
measured shield efficiency and the measured neutron eneri en;ls IS 1.5, I'. t.° ot %. uily cog "?"”ﬁ‘* aV(()jr tsa_tlmpes.
distribution. It is set to zero in this analysis. The amount ofV”e ux normalization IS discussed in more detail in Sec.

gs-rock background in the-flavor sample is estimated by a Si the likelihood at h arid .
fit to the e-flavor depth distributions as described in Sec. Ince ne likelinood at each grid square 1S an average over

- 2 . _ - .
IV A1 and is assumed to be independent of the oscillatior{he area of the square, therg Is no‘8th= 0 point mﬁthe
parameters. analysis. The grid square with the lowest values ofZin

The negative log likelihood is calculated on ax180 grid andAm? is taken as a good approximation to the case of no
of sir26xlog;o(Am?) with sir20 between 0.0 and 1.0 and oscillations. The likelihood rise from the minimum at this
Am2 betweenlolo5 and 16 eV2. The » survival prob.abil- grid square is 11.3. The hypothesis of no oscillations is thus
ity, P, defined in Eq(10), is averaged %ver the area of each strongly disfavored. A quantitative assessment of its prob-

grid square. The range &fm? was chosen such that outside ability is presented in Sec. VI B.

this range the predictions for lgg./E are constant to a good in tf]legli(ree i?)r?rzjofvtvr?etrr]:itntirrfulrl’:](e:lzr;?oorg erlmr];?]ze I;rg?r:(ftirrzbcﬂlri
approximation. Below the lower limit the survival probabil- 9 ' P

115 close 0 one (o he whole g /€ range, above the 1oL SSurael defne using o sileelhacd e, Con.
upper limit the probability averages to 0.5. 9

At each grid square the likelihood is minimized as a func-method of Feldman and Cousins as described in Sec. V.

tion of each of the remaining four-flavor rock fractions.
The value ofA is calculated by requiring that the predicted
number of Monte Carlo plus gs-rock events equals the num- The results of an unbinned likelihood analysis are difficult
ber of gs-data events. For simple likelihood functions this isto visually compare with the data. To provide such a com-
a mathematical condition for the minimum. It was tested ancparison, Fig. 7 shows the gs-data plotted together with the
found to be a very good approximation for this likelihood histogram of the best fit prediction of the sum of oscillated
function. neutrino Monte Carlo plus gs-rock background. Also histo-
The lowest negative log likelihood on the grid is found grammed are the predictions for no oscillatidgdashed his-
and the difference between that and the value in eactograms and for sif26=1.0, Am?=1.0 e\? (dotted histo-
sinf26,An? square AL) is plotted in Fig. 6. The resulting grams, referred to hereafter as “saturated oscillations.”
surface exhibits a broad valley which curves from a meamlithough the oscillations in loglL/E are rapid at this point,
value of sirf2¢ of around 0.5 at higihm? to Am? between  averaging to close to 0.5, the saturated oscillation histogram
10 % and 102 eV? at high sirf2¢. This is the locus of con- is not just half the no oscillation histogram because of the
stantR, as defined in Eq(1). The shape information in the differences in the fitted normalization and amounts of rock
L/E distribution favors the high sf@6 region. The best like- background. The bin sizes in Igfi/E are chosen to be ap-
lihood occurs for the grid square centered Atm? propriate for the statistics, resolution and sensitivity to oscil-

D. Comparison with binned data
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log,oL/E points. Figure ) shows the LoRes track events.
The resolution in logL/E is poor for this sample and there
is not much discrimination between oscillation hypotheses.
Figure 7d) shows the summed number of events in the re-
maining three categoriese{flavor, LoRes u-flavor multi-
prongs and NC plus ambiguous eventghere there is no
detectable sensitivity to oscillations in their lgo/E distri-
el bution. Note that the normalization of the neutrino Monte
o] Carlo is strongly constrained by the number &flavor
i events. The variation in the predicted numberesflavor
events for the three hypotheses represents the difference in
normalization of the flux required to give the best fit to these
N I i S hypotheses. In the saturated oscillation case more gs-rock
6 05 1 L5 2 25 3 35 4 45 events are added to compensate for the neutrino events lost
logo(L/E) by oscillations.
Table IV shows ay? comparison for the best fit, the fit
(d) with the current Super-K best fit parametersn{®=0.0025,
sinf26=1.0)[25], the fit with no oscillations and the fit with
saturated oscillations. Bins are combined to give a minimum
of five events per bin for thg? calculation.

The x? comparison is in good agreement with what can
be deduced from the likelihood surface. The best unbinned
,,,,,,,,,,,, likelihood fit parameters give a goog comparison of the
--------- binned gs-data to the prediction. The Super-K best fit param-
"""" eters also give a good, though not the best, fit to the gs-data.

N 10 The no and saturated oscillation hypotheses are strongly dis-
0 2 4 0 favored. However the systematic errors and non-Gaussian
log,o (L/E) logo(L/E) effects included in the Feldman-Cousins analysis are not in-

. , ) - cluded in thisy? comparison. A full analysis of the no oscil-
FIG. 7. Comparison of the gs-data with the fit predictions. EaChIation hypothesis is given in Sec. VI B.

plot shows the gs-data as points with error bars. The sum of the

neutrino Monte Carlo plus gs-rock for the best fit point in
sinf26,An? is the solid histogram. The case of no oscillations is the VI. DETERMINATION OF THE CONFIDENCE REGIONS

HiRes p-flavor, FCE (a)

—— Best fit
------- No oscillations

16

Events

7 e 0 1 1 Saturated oscillations

0
L I LI I L I L | T

st ® ot ©

PCE LoRes
20F p-flavor | 20F u-flavor
tracks 100

200"

Events

sk 15}

e-flavor

50

LoRes p-flavor multiprong
NC

10 - 101

dashed _histogram and s_,atgratt_ad oscillation; the dotted histogram. A. Feldman-Cousins analysis
Plot (a) is the loggL/E distribution for the HiResu-flavor FCE. ] . .
Plot (b) is the logoL/E distribution for theu-flavor PCE. Plofc) is If all errors were Gaussian, if there were no systematic

the logeL/E distribution for the LoResu-flavor tracks. Plot(d)  effects and if there were no physical boundaries on the pa-
shows on a log scale the total events for élavor sample(not ~ rameters, a 90% confidence contour in“2®An¥ could be
including the NC plus ambiguous eventthe LoResu-flavor mul-  obtained from the data likelihood plot shown in Fig. 6 by
tiprongs and the NC plus ambiguous flavor events. The HiRedaking those grid squares where the likelihood rose by 2.3
p-flavor FCE and PCE events which are summed in Fig. 5 areabove the minimum value. However this is far from the case
shown separately here. in this analysis. The values of &9 are bounded by 0.0 and
1.0 and the best fit is close to the upper bound. The errors on
lations. Figure 7a) shows the HiRes FCE data. Note that theL/E are a complicated function of the measurement errors
no oscillation hypothesis fits poorly to the high |go/E and there are systematic errors to be taken into account.
peak and saturated oscillations do not represent the low The procedure proposed by Feldman and Cousins is a
log,oL/E values. Figure (b) shows the PCE data. Again the frequentist approach which uses a Monte Carlo method of
saturated oscillation hypothesis gives a bad fit to the lowallowing for these effect§9]. In their method MC experi-

TABLE IV. The x? for the comparison of various €®9,An? predictions to binned gs-data. The four
p-flavor background fractions and the normalization paramgtare variables in each case.

Case HiRes FCE LoRes FCEuw PCEu e flavor NC Total
Best fit 14.1 10.1 3.8 0.2 0.8 29.0
No oscillations 42.9 9.7 3.9 1.4 0.9 58.9
Saturated oscillations 22.8 115 13.3 1.4 1.3 50.3
Super-K best fit 15.6 10.3 3.3 0.1 0.7 30.0
Number of bins 14 5 4 1 1 25
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ments are generated and analyzed at each grid square on tl
sirf26,An? plane. These experiments have the statistical e
fluctuations appropriate to the data exposure and can havAL o
systematic effects incorporated.

In this analysis each MC experiment was generated by
selecting a random sample of the MC and rock events from
the total sample of these events. The normalization of the
MC neutrino events was based on the number of backgrounc
subtractede-flavor events and allowed to fluctuate within its E
statistical errors. A random amount of gs-rock background ]
was added according to the value and error of the back-
ground estimated from the gs-data at the giverf2giAn? 0B
grid square.

The following systematic effects were incorporated into 0.4
the analysis: ‘%‘9

12 AN s =

(1) The energy calibration of the detector has estimated % 0
errors of 7% on electron showers antt3% on muon ~ 08 d 2 1
range. In each MC experiment the calibration was varied i 4 -3 (Aml)
within these errors. 5 10810
(2) To allow for the uncertainties in the neutrino flux and _
total cross section as a function of energy, the predicted F!G- 8- The 90% Conf'dencze level surfack4qo) plotted as a
event rate was weighted by a factor +BE, whereb was  function of sirf26 and logo(Am?).
randomly varied from 0.0 for each MC experiment with a
Gaussian width of 0.005F, in GeV). by those experiments where the best fit is found at the gen-
(3) The predicted ratio o, to v, events was randomly erated grid square.
varied with a Gaussian width of 5%.
(4) To allow for the relative uncertainties in the neutrino B. Confidence region results
cross sections, the ratio of quasielastic events to inelastic and

deep-inelastic events was randomly varied with a Gaussian Tlf:e_Aﬁgo s_urface |nIF|g. 81is hlgher tkr:.an 2.'3 n r:_he. no
width of 20%. oscillation region and slopes away from this point. This is an

effect of the inclusion and fitting of the gs-rock background

In addition the method automatically included the bound-and the constraint that the amount of gs-rock background is
ary on sirf26 and the effects of resolution and event misi- positive. If zero gs-rock events are generatasl frequently
dentification. happened at these points since the gs-data fit prefers no back-

Each MC experiment was analyzed in exactly the same
way as the gs-data, using the same code that produced th=
results described in Sec. V. The normalization of the MC flux
(A parameter was determined independently for each MC § 10*|L AL,
experiment and the fraction of gs-rock background in eachg
data category was fitted for each MC experiment. g

One thousand MC experiments were generated at eacH
sif26,An? grid square. The best fit grid square in 10
sirf26,An? was obtained for each experiment, not in general
the same as that at which it was generated. The likelihooc
difference between the generated and best fi2gian? grid 107
square ALy c) was calculated. A histogram &Ly, rep-
resents the likelihood distribution expected if the truth was at
the generated grid square, including the effects of statistics
and of the systematic effects. From the histogram the likeli- 1o
hood increase which contains 90% of the MC experiments is
noted (A Lgg). The plot of A Lqg as a function of sifRg,An?
is shown in Fig. 8, defining the 90% confidence surface. If
the data likelihood increase at a given grid square is smalle
than A Lq in that grid square, the square is within the 90%

—_
=) IIII|

..

SHL 2 4 6 8 10 12 14 18
allowed contour. Of course other likelihood contours can be AL
obtained by taking different fractions of the MC experi- Me
ments. A histogram ofA Ly containing 100000 experi- FIG. 9. The Monte Carlo likelihood distributiof £y for the

ments generated at the no oscillation grid square oho oscillation grid square. The values of the data likelihoAd)
sirf26,An? is shown in Fig. 9. The peak at zero is producedandA Lq, are shown by the arrows.
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1g 3 exposure and the best fit point of the analysis. The data 90%
EoteT 68% confidence ] limit is in reasonable agreement with the expected sensitivity
[ —— 90% confidence ] but lies inside the sensitivity curve, which corresponds closer
jtL. ~= =& wartidense . to the 95% limit from the gs-data. This arises because the
3 flavor ratio for the gs-data is lower than that expected by the
MC at the best fit point.

The thin solid line in Fig. 10 is the 90% confidence region
that would be obtained by taking a simple 2.3 rise of the data
likelihood, AL, in Fig. 6. The result of the Feldman-Cousins
analysis and the inclusion of the systematic errors is to sig-
nificantly increase the size of the 90% confidence region.
Roughly the 68% confidence region of the full analysis cor-
o responds to the 90% confidence region when these effects
""""" 90% sensitivity are not included.

— likelihood (2.3) 3 A second, independent Feldman-Cousins based analysis
S e ] was carried out on these dafal]. There were two main
1 0 0.2 0.4 0.6 0.8 1 differences from the analysis described in the previous sec-
sin2(20) tions. First, rather than fitting to continuous pdfs of |Jg¢g E
distributions, binned histograms were used. Fluctuations ob-

FIG. 10. Confidence level contours from the Feldman-Cousinserved depending on the bin starting point were resolved by
analysis, 68‘V((Sh0rt dashed ||W€ 90% (tthk solid Ilne) and 95% averaging the results from many diﬁerent Starting points_
(long dashed ling The dotted line is the 90% sensitivity for the best gecond, the backgrounds were fixed at the values determined
fit sin’26,An? point. The thin solid line is the contour defined by a fom depth distributions as described in Sec. IV A 1. Thus
data likelihood riseAL, of 2.3. the fits were made only to the lgdi/E distributions using
three parameters, ¥, Am?, and the normalizatior. De-

ground the fit can only produce the same or more gs-rockgpite the different procedures, the results of the two analyses
events. More gs-rock events require a larger number of are in excellent agreement.

events to be lost by oscillation to match the overall normal-
ization, therefore the best fit tends to move to larger
sirf26,An?. The bias in the fits produces a broad likelihood
distribution at these points and thus a higlfy,c . At the The normalization factoA and the amount of gs-rock
opposite corner of the plot, at large “@d,An?, the maxi-  background are subsidiary outputs from the analysis. They
mum oscillation signal occurs and no larger decrease in thare calculated for each BW,An? grid square. They vary
number of events can be obtained. Thus the fit has to remaisiowly as a function of sit26,An?, both being a minimum at
in this same area of siBg,An? when statistical fluctuations low values of the two parameters and maximum at high val-
decrease the number of events. The likelihood distribution isies. At low values of the parameters there are no oscillation
narrow andA Ly, ¢ is decreased. effects predicted, however the gs-data exhibit a large deficit
Combining Figs. 6 and 8, a 90% confidence level contouiof w-flavor events as described in Sec. IV A. Thus to get the
is obtained and plotted in Fig. 10, together with similar con-best fit to the gs-data the overall normalization is reduced
tours for the 68% and 95% confidence levels. At the 68%and no gs-rock background is added. Similarly at high values
(10) level there are two regions. One corresponds to thef the parameters the-flavor events are suppressed by ap-
lower part of the Super-K 90% confidence region. The otherproximately a factor of 2 at all/E values. In order to obtain
larger region is at highekm? and contains the best fit point the best compromise between tleflavor and w-flavor
of this analysis. The data likelihood is relatively flat in the events, the fit includes a larger amount of gs-rock back-
region immediately belonAm?=10"2eV?, which is re- ground and requires a larger value of the normalization pa-
flected in the relatively large increase in area going betweerameter. Within the 90% confidence allowed region of
90% and 95% confidence. sinf26,An?, the value ofA lies between 85% and 92% of the
The probability of the no oscillation hypothesis is given prediction based on the Bartol 96 flix8] and theNEUGEN
by the fraction of the MC experiments at the no oscillationneutrino event generatqi4]. The number of background
grid square having\£y,c>11.3, the value oA L, the data  gs-rocku-flavor events lies between 5 and 30. These values
likelihood rise, for this grid square. The valuesdfy,c are  are in good agreement with those obtained from the fits to
histogrammed in Fig. 9. Fifty-eight of the 100 000 experi-the depth distributions alone, described in Sec. IVA 1 and
ments exceeded 11.3, giving a probability for the no oscilla-Table 1.
tion hypothesis of 5.8 10 *. This probability takes account An analysis using the Battistoni 3D atmospheric neutrino
of the statistical precision of the experiment and all the sysflux [19] together with the neutrino production height predic-
tematic effects included in the Feldman-Cousins analysis. tion of Ref.[24] yielded very similar likelihood surfaces but
The dotted line in Fig. 10 is the 90% confidence sensitiv-with a best fitA value of 105%, to be compared with 91% for
ity, defined by Feldman and Cousins as the Monte Carlahe Bartol 96 flux. The major difference between the 3D and
expectation for the 90% confidence contour, given this dataD fluxes, the peak at low energies towards the horizon, is

10° 3

VII. FLUX NORMALIZATION
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2 analysis the probability of the hypothesis of no oscillations
is 5.8<10° 4. There is no evidence of a departure from the
predictedL/E distribution of the electron events confirming
that the oscillation is predominantly, to v, or vs. The
zenith angle distribution of thew flavor events shows the
same depletion as a function of angle as was observed by
Super-K.

This is the first detailed study of contained and partially
contained atmospheric neutrino interactions in an experiment
using a detection technique, an iron calorimeter, which is
very different from that of Super-K and previous water Cher-
enkov detectors. The event detection and reconstruction
properties of Soudan 2 are different, and in many cases su-
perior, to those of Super-K but the exposure is much smaller.
The geographical locations and backgrounds of the two ex-
periments are different. Therefore any detector systematic
effect which might simulate neutrino oscillations or bias the
determination of oscillation parameters is highly unlikely to
be present in both experiments. The excellent agreement be-
tween the experiments is a strong confirmation of the discov-

FIG. 11. The Soudan 2 90% confidence allowed region ingry of neutrino oscillations in the atmospheric neutrino flux.

sirf26,An? (solid line) compared with the most recent allowed re-

gions of Super-Kdashed ling[25] and MACRO(dotted ling [26].
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