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Optimal generalization of power filters for gravitational wave bursts from single
to multiple detectors
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Searches for gravitational wave signals which do not have a precise model describing the shape of their
waveforms are often performed using power detectors based on a quadratic form of the data. A new, optimal
method of generalizing these power detectors so that they operate coherently over a network of interferometers
is presented. Such a mode of operation is useful in obtaining better detection efficiencies and better estimates
of the position of the source of the gravitational wave signal. Numerical simulations based on a realistic,
computationally efficient hierarchical implementation of the method are used to characterize its efficiency for
detection and for position estimation. The method is shown to be more efficient at detecting signals than an
incoherent approach based on coincidences between lists of events. It is also shown to be capable of locating
the position of the source.

DOI: 10.1103/PhysRevD.68.102005 PACS nuntder04.80.Nn, 07.05.Kf, 95.55.Ym

[. INTRODUCTION all the interferometers of the international network will im-
prove the detection prospects noticeaply8], although the
Six kilometer-scale laser interferometers designed to obecomputational cost of such an analysis might be prohibitive
serve gravitational wave§GW) with unprecedented sensi- [9]. In addition, it was shown if10] that the use of the
tivities should complete or approach the end of their com-Advanced LIGO detectors and of the VIRGO interferometer
missioning in the year 2003. Three are operated in Norttfsooperatively might allow the localization of the GW source
America by the Laser Interferometer Gravitational Wave Ob-With enough accuracy to permit its observation with electro-
servatory (LIGO) Laboratory [1], two in Europe by the magnetic instruments, thus complementing Wl.th mformatlon
VIRGO [2] and the GEO60(3] projects, and one in Asia by gbout the_thermodynamlcs of the source the information on
the TAMAS3O0O [4] project. A collaborative analysis of the Its dynamlcs_ provided by the GW. .
data collected by these instruments provides the best pros: The remainder of this paper will be concerned only with

pects for detecting and analyzing GW events of astronomical W signals tha.t are not known .W'th enough precision to
origin allow matched filtering. The algorithms that have been pro-

. . . osed in the literature to detect these signals fall into two
The focus of this paper will be on “bursts” of gravita- b 9

. - ) . general categories: time-domain filters and power detectors.
tional radiation, loosely defined as GW of du_ratlon of theTime-domain filterg 11] rely on the development of a small
order of a few seconds at most, and present in a frequenqy,ny of finear filters which are expected to cover relatively

range overlapping at least partially with the bandwidth of the,q| the space of possible GW signals. They offer the advan-
interferometers (10 Hzf<1 kHz). Other types of signals tages of speed, simplicity, and possibly ease of interpretation,
that will not be discussed here include continuous GW fron'but m|ght lack the robustness and efﬁcacy of power detec-
rotating neutron stars and a stochastic background of GW abrs. Only the latter will be discussed here. The power detec-
cosmological origin. tors threshold on some non-linear measure of the data, often
Arguments based on the astrophysics and on the dynamie®nstructed from a time-frequency representation of the sig-
of the sources of GW bursts show that the detection of thesgal [12—17. They have been shown to be optimal for the
signals will be challenging, as the signals will be deeplydetection of signals with especially poor waveform descrip-
buried in the instrumental noig&]. Consequently, a signifi- tions.
cant research effort is currently going on to develop and All power detectors were explicitly designed and imple-
study efficient algorithms for the detection and the charactermented to process data from the different interferometers of
ization of the elusive GW signals. An important fraction of the world-wide network independently. Under this mode of
the literature on the subject concerns signals with a preciselgperation, it is expected that event lists are generated indi-
known form [6]. The knowledge of the signal allows the vidually from the data stream provided by each interferom-
construction of a phase coherent filtéthe Wiener or eter, and are later compared to form coincidences based on
matched filtey which is known to be optimal for signal de- temporal, frequency, or more general information. Tih-
tection. Only the coalescence of compact binaries and possirerentapproach should not yield the maximum efficacy, in
bly the ringdown of excited black holes should be detectablgart because GW bursts in individual interferometers have to
using matched filtering. For the particular case of compache rather loud to register with the power detector and to give
binaries, it is known that a coherent analysis using data fromaccurate estimates of their start time, duration, frequency
band, amplitude, etc., all of which might be needed by the
coincidence gate. The alternative is to combine all data
*Electronic address: jsylvest@ligo.caltech.edu streams first, and then run a burst detector onsymhetic
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data stream so produced. | implement ttaherentapproach  get maximum power in the synthetic time series.

as a generalization of the power detectors developed to date The validity of the geometrical picture and the actual con-
for single interferometers, by calculating the optimal way toclusion that only four parameters are required to perform the
combine any number of interferometer data streams into §NR maximization depends critically on the right choice of
single time series, such that when this time series is fed to the position dependent time shifts. As shown in Sec. IlI, in
single interferometer power detector, a larger signal-to-noisghe specific case where the cross-correlation function of the
ratio is obtained than for any other combination of the datap|us and the cross polarizations does not have an extremum

streams. This brings to the already implemented and wellyt ;60 time lag, there are no formal guarantees thaciive
characterized power detectors the benefits of a network CQlgorithm will converge to the right source parameters.

herent analysis, which include improved sensitivity and ththysicaIIy this results from possible interactiofts cross
ability to precisely locate the source position on the sky. terms bet\’/veen the plus and the cross polarizations which
cannot be properly handled by the coherent algorithm. This
does not affect the detection performancescef;, but in
some cases is significant for source position estimations. As
The coherent power filtefcPF) algorithm presented in  discussed in Sec. Ill, a number of canonical sources do not
this paper involves the following steps. satisfy this condition exactly, so that a careful study of the
(1) A point on a grid in parameter space is chosen, whergyosition systematic errors is needed. For the difficult case
the parameters are the source angular position, and two nurihere the two polarizations are long monochromatic signals
bers describing the plus and cross polarizations of the GWijith a phase difference of a quarter of a cycle, it is shown in
signal. One of these numbers is the ratio of the power in th&ec. |11 A that a correction for this systematic error can be
cross polarization to the power in the plus polarization andmplemented such that for25% of the sky the systematic
the other is the amount of overlap between the two polarizagrror is negligible, while that for about 50% of the sky it is
tions, approximately measured by integrating the product ofpg |arge to allow any position estimation. This correction
the two waveforms over time. procedure only requires the additional knowledge of a quan-
(2) Given the source position and the network topology.tity that is closely related to the characteristic frequency of
the data streams from all interferometers are time shifted tgnhe signal.
align the GW signals to a common origin in time. The performances of thepr algorithm are explored em-
(3) Every data stream is multiplied by a scale factor, andhjrically in Sec. IV through numerical simulations. All the
all the data streams are added together to form a synthetigperiments are limited to the three interferometer network
time series. The choice of the scale factors depends on tr‘(@ne HLV network consisting of the LIGO interferometer
network topology and on the four parameters chosen in steRear Hanford, Washington, the LIGO interferometer near

A. Summary of results

1 o o Livingston, Louisiana, and the VIRGO interferometer in
(4) The synthetic time series is processed by a powejtaly. The signal is short1/16 9 and narrow band25 H2)
detector, and the power measurement is recorded. and is assumed to originate from a position along the north-

(5) If all points of the grid in parameter space have beenern hemisphere normal to the HLV plane. All experiments
ViSited, the algorithm exits. If the maximum of the pOWer are performed with th@FCLUSTERS [16] a|gorithm as the
measurements exceeds a certain threshold, a detection is &hgle interferometer power detector. A realistic, computa-
nounced and the parameters that gave the largest power magmally efficient hierarchical implementation of trer al-
surement are returned as an estimate of the source paragyrithm is shown to offer better detection performances than

eters. an incoherent approach which uses only coincidences be-
(6) Back to step 1. tween events generated by independetiLUSTERSOperat-

A more detailed discussion of this algorithm is presentedng on the three interferometers. It is also shown thattbre

in Sec. Ill. algorithm can be used to estimate the position of the source

The scale factors in step 3 are chosen so that the value g Gw. When the GW signal has four times more power in
the signal-to-noise raticSNR) is maximized. It is quite sig- jts plus polarization than in its cross polarization, roughly
nificant that only two parameters in addition to the sourcepne quarter of all trials lead to a position estimate that is
position are required to perform this maximization. Geo-wjthin one degree from the true source position, for signals
metrically, this can be understood by realizing that the sigwith reasonable amplitudes. The ability to pinpoint the
nals in all interferometers, after being properly time shifted,source location is debilitated by the misalignment of VIRGO
are linear combinations of the two polarization WaVeformS,With respect to the LIGO detectors] the reduction of the

and therefore lie in a hyperplane spanned by these two pasignal-to-noise ratio, and the reduction of the ratio of the

tio of the lengths of the two polarization waveforms and of

their angle with respect to each other, together with a knowl- Il. NOTATION

edge of the beam patterns of all interferometers, is sufficient

to determine the signals in all interferometers, up to an over- Let bold characters denote time series; whether these time
all scale factor, and up to the orientation of the hyperplaneseries are continuous in time or discretely sampled will be
However, neither of these two pieces of information isimmaterial in the following discussion. It is assumed that a
needed to calculate how to linearly combine the signals td&sW is observed with a network & independent detectors.
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Calibrated data corresponding to measurements of the G\ifie data analysis, and the algorithm defined below is used to
strain in all detectors are denotgdl, i=1,2,... N. The estimate these delays so that they are close from the real

noisesn; are assumed to be additive, so delaysA;( 6, ¢) corresponding to a source located at position
N « (6,¢). The network powerAR's the estimate of the power in
Yi=F (0,0, ) T[Ai(0,0)]s  +F (0,0, )T the GW signal, according to our norm definition, i.e.,
X[Ai(8, )]s+ 1y, v P=IY

The motivation behind this particular design is that it is
wheres, ands, are the two polarizations of the GW signal, the simplest generalization of the numerous power detectors
F;", F are the beam-pattern functioff§] of theith detec-  for single interferometers described in the literature, which in
tor, andT(A) denotes the time-shift operator; for time seriesmany cases have already been implemented and character-
with continuous time, for instanc@(A)x(t)=x(t—A). The ized. In practical terms, a software code can be designed to
beam-pattern functions depend on the two angles describingPmpute the synthetic response for a network of interferom-
the source positiofithe right ascension and the declination, eters, and these data can be fed to a power detector, as if they
denotedd and ¢, respectively, and on the polarization angle were data from a single interferometer, in order to measure
. The time shift at théth detector, denoted, , is the same the network power. The kernel of the dot product used for the
for the two polarizations and depends only on the sourc€omputation of the network power is then determined by the
position on the sky. The frame in which ands, are de- single interferometer power detector used to process the syn-
fined is irrelevant since the waveforms are not assumed to j&etic response. Different power detectors are efficient for
known a priori; a rotation of that frame is equivalent to a detecting different types of signals, so this generality of the
change ins, , s, and . The parameters, ¢, ¢, s, , and  Synthetic response approac_h is very economical in terms of
s, and the derived quantitids’ (6, ¢, 1), F(6, ¢, #), and code development. Some single interferometer power detec-
Ai(6,¢), will be used below to describe the parameters of 40rS Provide a non-linear measure of the power; this is not a
real source which is assumed to be present in the data, arf§rious limitation given the algorithm structure defined
which we are trying to detect. above, for the power measurements are all very nearly linear

The scalar product between two time series is denotefP’ detectable signals.

x-y. For time series with continuous time, it is defined as Let &jj= 46— &;+A;—A; denotes the error on the esti-
mated time-of-flight between detectdrandj. The network

© [® power can be expanded as
X'y:f wf wx(tx)Q(txaty)y(ty)dtxdty: (2) .

P={+m, (4)
and similarly for time series with discrete time. The kerQel
can be viewed as a filter applied to the time series in order t
detect more efficiently a particular signal or to modify the N
character of the noise, for instance. The square of the norm l= 2
of a time series, also called its power, is dendted, and is ij=
defined by|x|?=x-x.

The noise in each of th&l interferometers is only as-

sumed to be W|de_-sense stgtlona[rw], ie., it does not and where the noise term is given by
have to be Gaussian or white. The noises can always be

there the signal term is given by

L alaJ[F:rF]JrR++(5|J)+F|+F]><R+><(5IJ)

+FF R (8) +FF Ry (81, ®)

made zero mean and independent by linear filtefik, so N
Ely;- T(A)y;]1=Ri(4) if i=j and is zero otherwise, for n= 2 aiaj[T(5i+Ai)(Fi+S++Fi><Sx)'T(5j+Aj)nj
R;(A) the autocorrelation of the noise, aiq -] denoting ij=1

the expectation value of its argument. As usual, the Fourier
transform of the noise autocorrelation function is the noise
power spectral density.

+T(5|+A|)n|T(5]+AJ)n]] (6)
The signal correlation functions are given by

The synthetic responsef the network is denotedf and is ~ for j,j=+ or x.
a simple linear combination of the time-shifted individual ~ The signal-to-noise ratip is defined as
detector responses:

, ¢

& P B

®
Y=2 aT(d)y;, o)
where the expectation of the noise can be rewritten as
for some set of real coefficients; and time shiftss;, i N
=1,... N, which are arranged in two vectorg, and 5 El 7]= 2 2
’ Ny 1 ’ — a: c, 9
respectively. Note that thé are the trial time delays used in L7l ;1 A ©
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where the noise variance <i§= R;(0). Forfixed noises and
signals, the signal-to-noise ratio depends onlydcand 5. It

can therefore be maximized for a given choice of the source

parameters {,¢,,s,,S¢) by varying & and 5. Let
an(0',¢' 'S, ,s.) and 5.,(0',¢',4',S.,s.) denote
those values ofi and 5 which maximizep? for some source
parameters identified by primes to differentiate them fro

the true source parameters. The following algorithm is th
defined:

(1) Pick a set
0',¢' 'S, S, .
(2) Compute am(0', 9", 4" s} ,S))
(0", ¢ '8, SL). )
(3) Form the synthetic respon&efrom a,, and &, .
(4) EstimateP(Y) using a single detector algorithm.
(5) Retain the source paramete#,¢’,y’,s, s, if

[P(Y)—E[ »]VE[ 5] is the largest to date.
(6) Go back to step 1.

of trial source parameters

and

The expectation ofP(Y)—E[ 7]VE[ 7] is just p?, so on

PHYSICAL REVIEW D68, 102005 (2003

=1,... N, sinceR,,(x) and Ry« (x) are maximal atx
=0. Back into Eq.(11), this solution gives

N
xaiai2+1_21 a[FFsi s.+(F F +FF)s. s

+FF[s.-s,]=0. (13

gnThe choice ofa to maximize the signal-to-noise ratio then
rEjepends on the anglés¢, ¢ as before, but now only on the

two numberss, |/|s.| ands, - s, /|s, ||s«| instead of the full
waveforms for the two polarizations. These numbers are de-
notedA ., andA . ., respectively. Equatiofl3) is an ei-
genvalue probleniwith the Lagrange parametar playing

the role of the eigenvalue, and the weight ve&dhat of the
eigenvector, and is straightforward to solve numerically.
The matrix of the eigenvalue problem is Hermitian, so all
eigenvalues are real; the eigenvector which maximizes Eq.
(5) with 6;;=0 is picked to form the synthetic response.

To recapitulate, iR, , has an extremum at zero, a syn-
thetic waveform can be constructed from the data of all in-
terferometers such that this waveform is optimal for its pro-
cessing by power detectors, and the maximization of the
detection statistic for parameter estimation can be performed

average this algorithm will converge to the true parameter§ver only four parameterst, ¢, A, and A . | do not

of the source.

The maximization problem fop? can be recast as the
maximization of{ subjected to the constraint thgf »] is
constant. The normal equations are

N
2, AlFFIRL(8)+FFIRL(8))
+FIFI R () +FIF IR ()
—FF{RL(8) —F{'FRL(5))
—FFIRLL(8)—FIFIR(5)]=0 (10

Najol+a[F F's,-s, +(F F+F F)s, s,
N
"'FiXFisz'3><:|‘|']_=%:;éi aj[FiJrFrR++(5ij)
+FF R (8)) +FF Ry 1 (8)

+FF Ry (8)1=0, (1)

where \ is the Lagrange parameter for the constraint,

R (x)=dR;j(x)/dx, andi=1,2,3.
Equation(10) can be simplified using the identity;; (x)
:R]‘i(_x):
N
J_:le#i a[FF R () +FF R« ()

+FIF R (8) T FF 'Rl (8;))]=0. (12

If R;«(x) has an extremum at=0, i.e. if R} (X)|x=0
=0, then a solution to EQq.12) is &=—A; for i

include ¢ in this list of parameters because it is completely
degenerated with\ , ,, and A . . In particular, changing
the basis where the two polarizations are defined by a rota-
tion (i.e., a redefinition of the polarization angle does not
change the value oR’, , (X)|x=o. For the reminder of this
paper, | will takey=0; this fixes the definition o, andsy

with respect to the frame of reference of the detectors net-
work. Thecpr algorithm is then defined as follows.

!

(1) Pick a set of trial source parametefs ¢', Ay,

andA’ . .

(2) Computed from Eq. (13), and set5=0.

(3) Form the synthetic respon&tusing Eq.(3).

(4) Use a single interferometer power detector to calcu-
late P=]Y|?.

(5) Retain the source parameteéls ¢’, A
if P is the largest to date.

(6) Go back to step 1.

If the signal is linearly polarized, it can be written as
=scos 2y ands, = —ssin 2, for some polarization anglg
and some waveforra The eigenmatrix in Eq(13) is then of
rank 1, and consequently only has a single non-trivial eigen-
value. The corresponding eigenvector is given hy
=[F{"(0,¢,0)cos %~ F(6,4,0)sin 2/o7 = F (6,4 lo?
for i=1,2,3. Hence, when the GW signal is linearly polar-
ized, the signals from the different interferometers are opti-
mally combined by weighting them with the ratio of their
noise variance to the value of the beam pattern functions,

!

!
brxo andAl

weighted appropriately by the polarization angle. The signals

from the different interferometers of the network are there-
fore emphasized linearly in the observed power of the GW
signal, and inversely in the power of the noise.

Another interesting subcase involvéisectedsearches: in
that case, the positiofd,¢) of a potential GW source is
known precisely §;=0), and the goal is to be maximally
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sensitive to gravitational radiation from that source. Bor  p/p,,.qvaries between 1.03 and 1.57, depending on the value
=a;o;, the maximization of the signal-to-noise ratio can beof A ;. andA . . . Figure 1 shows the variation of the ratio

rewritten as the maximization of the quadratic form plppestWith A, and A, : when the signal has a large
N degree of linear polarization, the improvement is fairly large,
p2= 2 aaM;, (14) with p/ppesr1.4. Wher_l both polarizations roughly contain
=1 the same power, the improvement can be latgd.5 or

very small (~1), depending on the structure of the signal

(i.e., onA ). If we add a detector at TAMA's location to
N the HLV network, with noise similar to the noise of the other
E aizzl, (15) interferometers, the rati@/p,es varies between 1.15 and
i=1 1.79 for a source at the same location as before. The four
interferometer network works better than the three interfer-
ometer HLV network, although the improvement is some-
what limited by the unavoidable misalignment between in-

subjected to

where the matrixM has element$/;; given by

= [s+l15| |:i+|:J.+A+,X struments located on different continents.
0i0j If R,y does not have an extremum at zero, the normal
FXEX equations are not necessarily satisfied,at —A;. They be-
+(|:i+|:J.X+FiXFj+)A+X+ AI ! } (16)  come non-linear and rather complex to solve, but, more im-
+/X

portantly, a full knowledge of the waveforms for the two

polarizations is then necessary to obtain a solution. Physi-
f cally, this is a result of the fact that the two polarizations may
interfere together constructively when shifted by a non-zero

compared to the signal-to-noise ratio that can be obtaine g; this lag gets added to the estimated time delay between

using the best interferometer in the network, which is typicalt e interferometers in the network and a systematic error in

of the signal-to-noise ratio of an incoherent search. It ilhe source position estimate appears. It is important to realize

that this systematic error does not significantly reduce the

It is well known from Rayleigh’s principlg20] that the
maximum value ofp? is given by the largest eigenvalue o
the matrix M. This maximum signal-to-noise ratio can be

iven b . S . oo -
9 y detection capabilities ofPF, but only its positioning ability.
pees= Mmax Mj;. (17) Essentlally, the convergence to a secondary maximum pro-
i=1,...N vides an alternative way to cross the detection threshold

when the global maximum of the signal power is plagued by
Considering the HLV network simplified so that all interfer- noise, such that the measured power at its position is not a
ometers have the same noise IeveF(= const), and fixing global maximum of the measured network power. It is nev-
the beam-pattern functions by selecting a source along thertheless interesting to estimate the size of the position sys-
northern hemisphere normal of the HLV plane, the ratiotematic error when thepralgorithm is used on a signal for
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which R’, . (X)|x—o=0 does not hold, i.e. when E¢L3) is ) o o
imposed as a solution. This is the subject of the following R’ x(X)|x-0* —cose(1+cos) f_mf_x dt,dt,
section.

Before this question is addressed, however, it is worth X Q(ty,to) P’ (t,)cosd(t)cosd(t,).
examining the physical meaning of the condition
R’ «(X)|x=0=0. As it was pointed out in Eq$2.300d, (4.3),
and (5'183 of [21], fche_ GW strain for slow-r_no_tlon, weak_ In general, the phasé(t) will have at least a linear compo-
gravity sources radiating mostly due to variations of the'rnent[¢(t)~wt] so that
mass momentfy contrast to current momentsan be writ- '
ten as

(23

R’ o (X)|x=0* — cOSt(1+ o) . (24)
© | |
hTT(t)ocz E (Vvylm)STTd_l As the system’s polar axis becomes aligned with the line of
=2 m=—I dt sight, the assumption th&, , (X)|,—o,=0 becomes progres-
sively worse, and significant systematic position errors might
XJ p(t=r/c)Y'™ r2ldrdQ, (18) appear, and will have to be accounted for, as discussed in the

next section. Some signals might also satisfy the condition
R’ «(X)|x=0=0. This is the case, for instance,dif(t) is an

where STT means “symmetric transverse tracele¥$™ are even function oft.

the spherical harmonics, anglis the mass density of the Sources which radiate predominantly in ka2, m=1

source. A number of possible GW sources consist in aniS%%,0de will show a similar correlation between their plus and

tropic mass d|§tr|but|ons that are rapld_ly rotating about_ %ross polarizations. In that case, the real and imaginary parts
well-defined axis, and consequently radiate principally W|thOf Y21 differ by a /2 rotation about the polar axis, but have

=2, m=_2 (e.g., binaries, bar or fragmentation instabilities,anm:1 symmetry, so that the waves are radiated at the spin
longest “V? mer ofa pe”““?f_d Kerr black hole, as noted bBfrequency, and consequently the phase shift between the plus
[22]). The Imaginary part C.W IS rotated byw/4 "’.‘bOUt. the and cross polarizations is agai2. It might be that the
polar ax_ls(the rotation axip W'th. respect to Its imaginary ominating population of sources to be observed will not be
part. This results in the mass distribution being sampled ominated by rotation about a principal axis; as a result, the

gny /%'VG.?h time a(t:(iordlngh tc;hMosgpatlai pgg\(/arns rot:.ittte orrelation between the plus and cross polarizations might be
y mi% with respect to each other. since the are emitteq, o arbitrary. In an axisymmetric core collapse, for in-

at twice the rotation frequency of the source, this rOtationstance, thd=2, m=0 mode dominates24]. The angular
angle produces ar2 phase difference between the real andresponse isYVY?)STTx sirfe, , so the waves are linearly
imaginary parts of the time dependent integral in ELB). polarized

As noted by[22], the dependence of the polarization on '

the inclination angle comes from the pure-spin tensor har-

monics (VVY'™STT which for1=2 can be found if23]. A. Systematic position errors

Form=2, Equation(12) can be used to check the error érand ¢

by solving it for 5, with & obtained from thecpF algorithm,

i.e., from the solution of Eq(13). For every trial choice of
(0',¢" AL, Ay), the algorithm returns a set of weights
a (by definition of cpF, 5‘=0). However, the maximum of
the signal-to-noise ratio occurs when the normal equations
gre satisfied; assuming that we let ;. andA , « be varied

(VVY?)STTx(1+coSi)e, +2i coseey, (19

where ¢ is the inclination angle of the rotation axis with
respect to the line of sight=0 along the polar axjs and

wheree, ande, are the unit linear-polarization tensors for
the GW. Consequently, the plus and cross polarization wav

forms can be written as freely in the maximization of, the values of¢ and ¢ re-
turned by this maximization will be those that solve ER).
h, % (14 cogi)cosd(t) (20) Consider the following parametrization of the signal

cross-correlation functions:
h, <2 cose Sinq)(t), (21) R/++(t):R;<><(t):_wit+O(t3) (25)

where®d(t) is some phase function. , _ 3.2 4
By definition, Eqs.(20) and(21) give Ry x ()= wo— wpt™+ O(1%) (26)

© (o R. ., (1)=—wo+ wit?+O(tY), (27)
R+X(T)OCCOSL(1+C052L)I f dtdt,Q(ty,t5) “ o e
for some parametersog, w;, and w,. If s; and sy
X cosd(ty)sind(t,— 1), (22 were long, nearly monochromatic signals of angular fre-
quencyw, with the same amplitude but a phase difference of
so that 7l2, for instance, the parameters could be chosen to be
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wo=w1=w,=w. In order to get an analytical solution, I _ s2)
linearize Eq.(12) to obtain the first order equation 5(;13)=a15(2§) 2a,85)F .G+ a385Gys

N 13

> aFiwéWM—w,G;]1=0, (28) w3

<A X ! Fio— 222 512 G1z| | +as) 3615 615G1s
1

where 6§J—1) represent first order errors between the true time 3
delays and the delays returned by the algorithm, and where w2 (1) (1)2
Fij=F/F+F F/ and G;j=FF—FF/. The solu- x F23+2w_§ 23Gas| T8 033 F1023

tions to this linear system of equations are degenerate; for

N=3, they are w3
X ’ + 085Gy 85F st 2_ 853 (80 + 85)Gog ]
“1 s _ a1F 15613t @F 1,Gost @oF 238G 1ot 83F 23613 of
wo 1 a;F 1ok 13t asF 1ok st askFisFos (32
(29)
and
and
(2) 3
2 9% - (1) (1) 1)
ﬂ 5(1): _ a1F12613+ azF 12623_ a1F13G12+ a3F13G23 6(1) - 33523 GZ3 a2513 F12+ 2_ 51 GlZ
wo 2 a;F 1ok 13t asF o3t askF ko % o1
(30) w3
. . : +ag8%y)| Fiat2— 81YG1s
The times of flight between two pairs of detectors are w3
sufficient to triangulate the position of the source on the sky
and to obtain its positiofd,¢), up to a reflection with respect 1) «(1)
to the plane containing the three detectors. The magnitude +ay) 28,015 15 F 1612
| of the systematic error due R/, (X)|4—o#0 is given
by the arclength of the portion of the great circle connecting
the true source position and the position obtained by trian- +ag| 85 °F 1,615t 8G 1,
gulation from8{} and 6% in Egs.(29) and(30). To give a
representative examplE}!) is computed for the long mono- w3
chromatic signal described above, for the HLV network with ( 5(112)|:13+ 2_2 ,5(1{?)( 5(112)_ (1))G13)
a'i2= 1, i.e. under the simplifying assumption of instruments w7

with identical noises at all sites. Only a very small fraction of (33
the sky (about 0.7% has a negligible systematic error

[1D(27r X 40 Hz/w)<0.01 rad. It is therefore plain that where

position estimations will be grossly off target if the assump-

tion thatR',  (X)|x=o=0 is wrongly made. w? w3 w3 )
When R’ . (X)|y_o#0, more information about the D= a3w3 210%3)| Fio— 2;512612 F13+2;5(13)613
2 1 1

waveforms is required to estimate the source position. One

possible approach is to use theralgorithm, which assumes 3 3

R’ «(X)|x=0=0, and then to correct the source position es- |:23+2 523)(323 a25 Foot 2_ 8YG,,
timate using Eqs(29) and(30). This requires only a knowl- wl wl
edge of the slope d®, « with respect to the slope &, , at 3
zero lag(i.e., w3/ wg), which is closely related to the char- 1) “2 (1)

(% . +agold| Figt2— 845G : 34
acteristic frequency of the waveforms. A map from estimated e e 34

position (with systematic errgrto actual position must be
constructed for every choice mff/wo. The remaining sys- For |®® the arclength of the portion of the great circle
tematic error is given by the higher order terms not includedctonnecting the true source position and the position obtained
in the correction. Fop{?) the second order errors on the time by triangulation using{?’, i.e., forl®) the systematic error
delays, the second order equation derived from the linearizaafter correction using the first order expansion, and for the
tion of Eq.(12) is same example as aboweith w=80xrad/9, one finds that
23.2% of the sky has a negligible systematic errth?)(
> E 026D 036 (8024 25052010 <0.01 ra_d). Figure 2 shows the fra_ction of the sky with a
(i aj[Fijw1d"— w3Gij(J; ij % )1=0. systematic error smaller than a certain value| forand®.
(31) It should be noted that for only about 50% of the sky is it
meaningful to use an expansion in the small parametgs
This linear system of equations can be solved to obtain  ands{/”. All in all, these numbers show that it is possible to

N
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FIG. 2. The fraction of the sky
with a systematic error smaller
than the value of the position error
plotted on the horizontal axis, for
a long monochromatic signal of
angular frequencyw=280m rad/s,
with two polarizations of the same
amplitude, but at a phase offset of
7/2. The rightmost curve is for
|, the leftmost one fot®),
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use thecpralgorithm for any signals, at the cost of limiting was zero. In some simulations, the plus polarization wave-
the sky coverage te-25%, and of requiring one additional form was multiplied byy/2 and the cross polarization wave-
piece of information about the signal, the value of the ratioform was divided by,/2, so that on averagg ;. was equal
w?lwg, which describes the behavior of the signal crossto 2.
correlation functions near zero lag. Shorter signals, or signals All gravitational wave signals were injected from the po-
with less overlap between their two polarizations, are likelysition corresponding to the northern hemisphere normal of
to offer smaller systematic errors on position estimates, sthe HLV plane, so that they arrived in phase at the three
that the correction suggested above becomes unnecessaryinterferometers. The two polarizations were combined at
each interferometer using the beam-pattern functighsind
IV. NUMERICAL SIMULATIONS F, and were added directly to the background white noise.
A scale factorA was multiplying the GW signal injected
All the numerical simulations were performed using thein the simulated data for all interferometers. If the frequency
CPF implementation for the LIGO data analysis systemband occupied by the signal, its duration, and its arrival time
(LDAS), which uses thercLusTERsalgorithm[16] to mea-  had all been known exactly, it would have been possible to
sure the signal power in a given time series. The HLV netiilter the data optimally in that band. In that case, the signal-
work was analyzed, except that the noises of all three intefo-noise ratiop,p, for a certain scale factoA would have
ferometers were assumed identical, for simplicity. For evernpeen given by
realization of the simulation procedure, a 10 s long segment
of white noise of unit variance, sampled at 16 384 Hz, was > 2 x2
generated independently for all three interferometers. The Popt A)=A ] (Fi 2+ F). (39
use of white instead of colored noise is not an important loss
of generality, SincC&FFCLUSTERSIS quite robust with respect Of course, it cannot be assumed that this information is
to the presence of correlations in the background noise. available, but I will nevertheless use Eg§5) as a measure of
Simultaneously, two 1/8 s long segments of unit variancehe strength of the injected signals, instead of uginghich
white noise were generated, and filtered by a sixth ordeis less intuitive. Numericallypo,(A) = 1.34A for a source at
elliptical bandpass filter with 3 dB cutoff frequencies at 125the northern hemisphere normal of the HLV plane.
Hz and 150 Hz, so that the amount of power outside this The simulations were performed using a realistic hierar-
band was negligible after filtering. These two segments werehical implementation otPr The simulated data from the
then truncated to their central 1/16 s long portion, and werghree interferometers were first processed separatelyrby
used as the plus and cross polarizations of the gravitationalLusTERSto produce three lists of events. In terms of the
wave signal incident on the network of detectors. By con-notation developed ifi16], the settings off FCLUSTERSWere
struction, the average value 4f, , was 1, and that o , a=0, o=5, and 6=[0,0,0,0,0,0,2,3,4 4 Only the frequen-
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cies below 1024 Hz were considered, and the time resolution TABLE I. Details of the simulations to measure the efficacy of
of the time-frequency decomposition was=1/8 s. The the hierarchical implementation of thepr. Numbers in brackets
number of events in this first stage was controlled by theshow the 68.3%"1 o” ) confidence interval for the fraction of the
black pixel probability thresholdp, (note that larger values "UMber of trials to the total number of trials.

of py give larger false alarm rates

The events produced byrcLUSTERSare in the form of '\.lo. signal Imemed_s'gnal
rectangles in the time-frequency plane, with information injected Withpop=13.4
about the power present in each pixel of these rectangles. For Total number 981 730
a given cluster identified byFCLUSTERS the rectangle is Detected by 611 669
defined as the smallest rectangle containing all the pixels of triple coincidence [0.606,0.640 [0.904,0.927
the cluster. A triple-coincidence condition was therefore ap-  yndetected by 370 61
plied as in[25]: to be coincident, the time-frequency rect- triple coincidence [0.361,0.39% [0.0726,0.096P
angles corresponding to the events from all three interferom-  peected bycer 62 578
eters had to be overlapping. This coincidence condition [0.0549,0.0731L [0.775,0.808
selects events that are close in time and in frequency, and canndetected b 54’9 9'1

. D \CPF
be understood as a standard time and frequency coincidence [0.542,0.57% [0.112,0.139

gate with varying windows that are fixed by the events under
consideration.

All the coincident events that were present in & given 10 $osition estimate not limited by the coarseness of the grid
segment were then considered in turn. Their start time, durac'overing the parameter space. The valug\af,, was fixed
tion, central frequency and bandwidth were estimated fromq, the value estimated in the first run, and a square search
the smallest rectangle in the time-frequency plane that coulginqow of size 0.2 rad in right ascension and in declination,
contain the union of the rectangles from the individual\iih 50 steps in both angles, was centered on the value of the
events. Thepralgorithm was then run on the data, once for hition obtained in the first run. The position with the maxi-

each coincident event. The implementation employed useg,m power in this second run was taken as the final estimate
TFCLUSTERStO process the synthetic data, and the measure Qi ihe source position.

the power was the sum of the power in all the pixels identi-
fied by TFCLUSTERSthat were inside the time-frequency rect-
angle identified from the triple coincidence. The parameters
for TFcLUSTERSWere the same as those mentioned above, For the sole purpose of detecting the presence of a signal
except for the black pixel probability, which was set to ain the data, only the first run afPFwas required. Data were
value p;. The threshold defined bg; was chosen so that run throughTFCLUSTERS separately, the events were com-
only loud enough signals were detectedisgLUSTERS and  bined in the triple coincidence gate; and the data were fetch
their estimated power was linearly related to their actuathroughcpr for the parameters defined by each triple coin-
power. cidence event. If at least one of the triple coincidence event
The power measured bycLUSTERSwWas maximized over led to a detection byPF, the 10 s long time interval under
the source positior(two angle$ and over the parameter scrutiny was assumed to contain a signal. By design, this
AL« . It was assumed that the value Af,,,, was known hierarchical scheme required a fairly permissive threshold in
beforehand, in order to keep the size of the parameter spadle first stage whergFCLUSTERSWas run independently on
small enough for simulations. In a first time, the sky wasevery interferometer, so that a given signal was very likely to
covered by picking 100 points uniformly distributed in the make it to the second stage whemrwas run. The limit on
range [0,2n{ for the right ascension, and 100 points in this threshold was determined by the availability of compu-
[—1,1[, uniform in the sine of the declination angle. In addi- tational resources, and by the confusion that resulted from
tion, 10 points were used to cover the rarlgel,1 uni- the proliferation of events at low threshold. Most of the re-
formly for the parameten . . ConsequentlyyFCLUSTERS  jection of accidental coincidences occurred at the second
was run 16 times on every 10 s long simulation. Including stage, wherecPr was operated with a reasonably strict
the overhead from the LDAS system, this part of the searcihreshold.
ran in~225 s on 31, 2 GHz Pentium 4 computers, with 512 A numerical experiment was performed by running this
MB of RAM. simulation a large number of times, with and without signal
If none of the triple coincidence events registered abovénjection. When injected, the signal hagel,,=13.4 and
the p,; threshold of TFrcLUSTERSWhen analyzed byrr, a A4 /x=1. The thresholds were chosen to pg=0.14 and
non-detection was reported and the analysis was stoppef;=0.012. In the first stagériple coincidencg the prob-
Otherwise, a detection was announced, ard produced a ability to detect a signal waBp=0.92+0.01, and the prob-
scan of the parameter space for every triple coincidencability of a false alarm when no signal was present was
event above threshold. The triple coincidence event with thé=0.62+0.02. In the second stagepPp), it was measured
largest maximum power was then selected as a possible GWat (Pp,Pg)=(0.86+0.01,0.1¢-0.01). Overall, it was
candidate, and was analyzed in more details. The point imeasured with both stages combined thag (Pg)=(0.79
parameter space where the power was maximum defined the0.02,0.064- 0.009). Table | gives the detailed results from
parameters for a second run @r, used to obtain a refined the simulations. The errors quoted here come from 68.3%

A. Detection
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confidence intervalg“l ¢”) for a Bernoulli process, built overlapping rectangles of duration 1/16 s, and bandwidth of
using the prescription di26]. The 6.4% probability of false 25 Hz, so that the 10 s long, 1024 Hz bandwidth data seg-
alarm is larger than typical values for GW search, as it wouldnent in my simulations is covered by6500 tiles. The false
give a false alarm rate around 7 mHz. It was chosen, howalarm probability for each run ofPF must be reduced to
ever, in order to provide enough detections for small errors~107° so that the global search hd&~7%. The effi-

on the measured probabilities. In a more realistic setfigg, ciency of the search would then approximately be given by
would be similar to the value used here, while might be  the probability of detection ofPF with an oracle, for a
smaller by one or two orders of magnitude. It should bethreshold givingP-=10" 5. | have not measured this prob-
noted that the threshold settings were found by trial and erapility of detection, but it is plausible that it is larger than the
ror; there is an infinity of points along a curve in thg,p;  799% efficiency measured for the hierarchical implementation
plane that give a 6.4% probability of false alarm, and aysed in the simulations. However, running this search in real
choice different than the one above may give a larger probme would be prohibitively expensive, as it would require
ability of detection. ~10"* teraflops of computational power. In the present hier-

Nevertheless, it seems that the choice | made forpfie 5 chical implementation, the first stage toeB0 gigaflops to
andp; thresholds is sufficient to show the superiority of therun in real time, and the second stage800(P¢/0.62) giga-

coherent approach_ over the incoherent one for deF(":‘Ction'flops, wherePg is the false alarm probability in the first
repeated the experiment above, but using only the first Stagse[age. These numbers should be taken as upper bounds on

a . .
one triple coincidence was observed between the outputs (ﬁﬁe required computational power, because the codes were

the threeTFCLUSTERSIUNS on the interferometers’ data. In Ot OPtimized to minimize overhead, to make an optimal
that case, a threshold qf,=0.11 gave Pp,Pg)=(0.70 usage of the parallel resources or to do an optimal scan of the

+0.02,0.02-0.01), in an experiment with 742 trials for the parameter space. Optimized codes should be able to run at

measurement oPp, (519 detections and 742 trials foP, ~ €ast~5 times faster.

(48 detections At a similar false alarm probability, the prob-

ability of detection is significantly smaller in the incoherent B. Position estimation

case than in the coherent case. For the particular signal and |, order to get a precise idea of the magnitude of the

false alarm probability under consideration, the Slgnal'to'po:~:i'[ion estimation errors, the analysis scheme described

noise ratio would have to be mcreaseqogaF: 16.8 in order apove was simplified by removing the first incoherent step
for the incoherent approach to_ be_as efficient as_the COheremvolving the three different instances ©FCLUSTERSrun-
one. For a homogeneous distribution of sources in space, this : . .
. . , ning at each site. Instead, tberalgorithm was instructed to
corresponds to a factor 6f2 improvement in detection rate, : .
assuming no significant degradation of tber algorithm compute the power gccordmg to the OUtpum@LUSTERS.'D .
performances with respect to the incoherent algorithm as th%1 rec_tangle c,)f dura}tlon 1/8 s located at the right position in
position of the source is varied away from the northern hemiil€ time series, with a lower frequency of 50 Hz and an
sphere normal to the HLV plane. upper frequency g)f 150 Hz. The black pixel probability was
The performances of therF search were mostly limited set top;=5X10"*, so that the number of clusters unrelated
by the quality of the estimation of the time-frequency rect-t0 the signal and produced only by the noise was small.
angle containing the burst, in the first stage of the analysis Figure 3 presents a scatter plot of the position estimates
(the triple coincidence With the signal injection forp,, ~ Obtained for 240 realizations of the simulation, when,
=13.4, the first stage gave an estimated rectangle that over 1. The estimates tend to cluster along the curve corre-
lapped with the one containing the signal in 96% of the 578sponding to the locus of positions having equal delays at the
cases where the signal was discovered, but only in 3% of thelanford and Livingston interferometers. This is a direct con-
61 missed detections was this the case. Without signal injessequence of the good alignment between these two interfer-
tion, only 1% of the 611 triple coincidences had time-ometers, and the relatively poor alignment of the VIRGO
frequency rectangles overlapping with the signal rectangledetector with them. Estimates tend to fall on that curve, but
These numbers show that if an oracle were available to prcalso to cluster at different places along it, where the signals
vide the rectangle containing the signal without error everyat Hanford and at Livingston are delayed by an integer num-
time the search is run, a probability of detectiar®7%  ber of the characteristic periods of the signal with respect to
would be possible for a probability of false alarml%. the signal at VIRGO.
Stated differentlycpr is extremely efficient at detecting a  Figure 4 shows a similar plot as Fig. 3, except that
burst when it receives the right parameters describing thad ,,x=2. This corresponds to a GW signal which has more
burst; the triple coincidence incoherent search provides manstructure in its polarizations than the one for the cAse,
candidates; when one such candidate corresponds to the sig-1, i.e. which is closer to a linearly polarized signal. Since
nal, cpF picks it out of the others very efficiently. A better linearly polarized signals are the easiest ones to analyze with
approximation to this oracle than the one used here might ba network of interferometers, it is expected that the position
to tile the time-frequency plane with a variety of rectangles,estimates will be better. This is indeed observed in Fig. 4; the
and to runcpFon each rectangle. estimates still hug the Hanford-Livingston equal-delay curve,
Suppose that it is known that the signal has a bandwidtibut now present less scatter around the points where the sig-
of 25 Hz. One can cover the time-frequency plane with nonnals are in phase with the VIRGO signal along that curve.
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0 (rad)

FIG. 3. Scatter plot of the estimated position of a source injected along the northern hemisphere normal of the HLV plane, from 240

realizations of the simulation with , ;=1 andp,,= 13.4. Horizontal axis is right ascension, vertical axis is the sine of the declination. The

curves represent loci of equal time delay for the three independent interferometer pairs. The point where they intersect in the upper left

corner of the figure is where the signal was injected.

The position error can be quantified as in Fig. 2: it isherent approach where event lists independently generated at
taken to be the length of the shortest portion of the greadll interferometers are searched for coincidences, offers the
circle joining the estimated position and the true source poadvantage of better detection efficiency and the possibility to
sition or its mirror image with respect to the HLV plane. The accurately estimate the position of the source. A few system-
error can be defined with respect to the mirror image becausgiic effects affect the performances of tleer algorithm for
there is a natural ambivalence in the estimation of the posiposition estimation, including cross terms between the plus
tion when only three detectors are used. Figure 5 shows thgng cross polarization waveforms of the GW signal, lack of
cumulative distribution of the position error from the simu- gitferences between the characteristics of the two polariza-
lations, forA =1 and forA , . =2, and for two different o \ayeforms, and misalignment of the interferometers of
values of the signal-to-noise ratio of the injected signals. AShe network.
expected, signals with larger values of the signal-to-noise The three effects are related and reflect the obvious fact

ratio or of A,/ lead to smaII“er p05|f|on_errors. The curves that GW signals incident on a network of misaligned detec-
in Fig. 5 present a number of “steps,” which are produced by, . . ; .

. L tors will only show entangled versions of their two polariza-
the clustering along the Hanford-Livingston equal-delay

curve at positions in phase with VIRGO. ';L(])ntwaveftljrms,t'dlffer'ent. |n'fe'achtl|ntetrferometther. IIhonethof
Roughly 50% of the trials lead to unusable position esti-". € two pofarizations 1S signiticantly stronger than the other
(i.e., the GW signal has a stronger degree of linear polariza-

mates(errors=10 deg whenA , ,«=2, while this number \ i ) o~ - )
reaches~80% whenA ., =1. However, withA , =2 tion), the problem is drastically simplified. Similarly, aligned

approximately 25% of the trials have errors smaller than jnterferometers are much less sensitive to this problem. If the

deg. Moreover, at least in the regime of signal-to-noise ratio§V0 Polarization waveforms are fairly coherent with each
under consideration here, the scaling of the position erroPther and of similar amplitudes, the cross terms between the
with the signal-to-noise ratio is rather weak. two polarizations in different interferometers may show sig-

nificant maxima when the time shifts imposed on the differ-
ent data streams do not correspond to the differences in time
of arrival of the GW signals at each interferometer. These
A method was presented for the optimal generalization ofnaxima cannot be distinguished from the maximum result-
the power detectors developed for single interferometers sing from the product of the waveforms of the same polariza-
that they can process coherently data from a network of intion in different interferometers, and systematic position er-
terferometers. The coherent method, as compared to an incters may result. It should be noted, however, that the same

V. CONCLUSION
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FIG. 4. Same as Fig. 3, but
with A, =2.

0 (rad)

effect leads to similar position errors when the differences iron a three interferometer network. However, the structure of
arrival time of the GW signal in different interferometers arethe algorithm allows for any number of interferometers.
estimated by maximizing the cross correlation between pairMore complex networks will most likely reduce the effects
of interferometers, and these time differences are used tof the systematic errors, by increasing the number of linear
triangulate the source position. combinations of the two polarization waveforms that are be-
The study of thecpFalgorithm presented here was baseding sampled, or, equivalently, by increasing the area of the

0.8

FIG. 5. The fraction of all
simulations that gave a position
error smaller than the value plot-
i ted on the horizontal axis. The
two continuous lines correspond
to A,,x=1, and the two dotted
lines to A ,x=2. In both cases,
the rightmost curve is forpgy
R =13.4, and the leftmost one is for
popi=35.6. Each curve is built
from 240 realizations of the simu-
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sky where at least three interferometers are measuring siméially since lengthy simulations probably have to be com-
lar combinations of the two polarizations. Numerical simu-pleted in order to estimate the false alarm and detection sta-
lations on the network formed by the LIGO Hanford, LIGO tistics of a real search. However, the signals studied in the
Livingston, and VIRGO interferometefshe HLV network numerical simulations, which could be viewed as very rough
with a short random signal showed that tber algorithm  approximations to the signals that could be emitted in the
could be used to accurately measure the position of theollapse of the core of a star in supernova explosions, would
source a significant fractiof+~25%) of the time, for reason- have been detected by tler algorithm at a rate-2 times
ably strong sources located at the normal of the HLV planelarger than the rate for its incoherent equivalent, assuming a
In about ~90% of the trials, thecpF algorithm correctly homogeneous spatial distribution of the sources, and that the
placed the source position at a point where the signals at thgerformances of thepr algorithm for a source injected at
Hanford detector and at the Livingston detector were inthe normal of the HLV plane are characteristic of its perfor-
phase. However, due to its misalignment with respect to thenances at other injection positions.
LIGO detectors, the information provided by the VIRGO Finally, an important advantage of the design of tre
detector was often insufficient to pinpoint correctly the posi-algorithm is that it inherits the robustness, efficacy, and com-
tion of the source. The average position error was a rathegoutational efficiency of the single interferometer power de-
weak function of the strength of the signal, but a strongetectors. In other words, therralgorithm should not be more
function of the amount of difference in the structure of thesensitive to non-Gaussian or non-stationary noises than inco-
two polarization waveforms. herent analyzes; it should be searching more efficiently for
It was also shown that thepr algorithm offers better GW signals sharing similar morphologies, and, while more
detection efficiencies than its incoherent equivalent, both focomputationally intensive, its speed should scale the same
directed and for all-sky blind searches, and independently ofvay with improvements in the implementation of the single
the systematic errors affecting the position estimations. Innterferometer power detectors, or with computing hardware
the former case, improvements in the detection signal-toameliorations.
noise ratio of 40% or better are expected, except for a few
yalues of the source 'parameter.s. In the latter case, a 25% ACKNOWLEDGMENTS
improvement in the signal-to-noise ratio was measured for
typical source parameters. This improvement for the all-sky This work was supported by the National Science Foun-
blind search comes at the cost of increasing the computatation under cooperative agreement PHY-9210038 and PHY-
tional power required to perform the data analysis in reaP801158. This document has been assigned LIGO Labora-
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