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Optimal generalization of power filters for gravitational wave bursts from single
to multiple detectors
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Searches for gravitational wave signals which do not have a precise model describing the shape of their
waveforms are often performed using power detectors based on a quadratic form of the data. A new, optimal
method of generalizing these power detectors so that they operate coherently over a network of interferometers
is presented. Such a mode of operation is useful in obtaining better detection efficiencies and better estimates
of the position of the source of the gravitational wave signal. Numerical simulations based on a realistic,
computationally efficient hierarchical implementation of the method are used to characterize its efficiency for
detection and for position estimation. The method is shown to be more efficient at detecting signals than an
incoherent approach based on coincidences between lists of events. It is also shown to be capable of locating
the position of the source.
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I. INTRODUCTION

Six kilometer-scale laser interferometers designed to
serve gravitational waves~GW! with unprecedented sens
tivities should complete or approach the end of their co
missioning in the year 2003. Three are operated in No
America by the Laser Interferometer Gravitational Wave O
servatory ~LIGO! Laboratory @1#, two in Europe by the
VIRGO @2# and the GEO600@3# projects, and one in Asia by
the TAMA300 @4# project. A collaborative analysis of th
data collected by these instruments provides the best p
pects for detecting and analyzing GW events of astronom
origin.

The focus of this paper will be on ‘‘bursts’’ of gravita
tional radiation, loosely defined as GW of duration of t
order of a few seconds at most, and present in a freque
range overlapping at least partially with the bandwidth of
interferometers (10 Hz& f &1 kHz). Other types of signals
that will not be discussed here include continuous GW fr
rotating neutron stars and a stochastic background of GW
cosmological origin.

Arguments based on the astrophysics and on the dyna
of the sources of GW bursts show that the detection of th
signals will be challenging, as the signals will be deep
buried in the instrumental noise@5#. Consequently, a signifi
cant research effort is currently going on to develop a
study efficient algorithms for the detection and the charac
ization of the elusive GW signals. An important fraction
the literature on the subject concerns signals with a preci
known form @6#. The knowledge of the signal allows th
construction of a phase coherent filter~the Wiener or
matched filter! which is known to be optimal for signal de
tection. Only the coalescence of compact binaries and po
bly the ringdown of excited black holes should be detecta
using matched filtering. For the particular case of comp
binaries, it is known that a coherent analysis using data fr
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all the interferometers of the international network will im
prove the detection prospects noticeably@7,8#, although the
computational cost of such an analysis might be prohibit
@9#. In addition, it was shown in@10# that the use of the
Advanced LIGO detectors and of the VIRGO interferome
cooperatively might allow the localization of the GW sour
with enough accuracy to permit its observation with elect
magnetic instruments, thus complementing with informat
about the thermodynamics of the source the information
its dynamics provided by the GW.

The remainder of this paper will be concerned only w
GW signals that are not known with enough precision
allow matched filtering. The algorithms that have been p
posed in the literature to detect these signals fall into t
general categories: time-domain filters and power detect
Time-domain filters@11# rely on the development of a sma
bank of linear filters which are expected to cover relative
well the space of possible GW signals. They offer the adv
tages of speed, simplicity, and possibly ease of interpretat
but might lack the robustness and efficacy of power det
tors. Only the latter will be discussed here. The power de
tors threshold on some non-linear measure of the data, o
constructed from a time-frequency representation of the
nal @12–17#. They have been shown to be optimal for th
detection of signals with especially poor waveform descr
tions.

All power detectors were explicitly designed and impl
mented to process data from the different interferometer
the world-wide network independently. Under this mode
operation, it is expected that event lists are generated i
vidually from the data stream provided by each interfero
eter, and are later compared to form coincidences base
temporal, frequency, or more general information. Thisinco-
herentapproach should not yield the maximum efficacy,
part because GW bursts in individual interferometers hav
be rather loud to register with the power detector and to g
accurate estimates of their start time, duration, freque
band, amplitude, etc., all of which might be needed by
coincidence gate. The alternative is to combine all d
streams first, and then run a burst detector on thesynthetic
©2003 The American Physical Society05-1



da
to
o
to
is

at
e
c

th

er
u

G
th
n

iza
t o

gy
d

n
e
t

ste

we

e
er
is
m
ra

te

e

rc
o
ig
d
s
p
ra
o
w
ie
e
ne
is
t

n-
the
of
in
the
um

rs.

ich
his

. As
not
he
ase
als
in

be
c
is
on
an-
of

-
e
ork
r
ar

in

rth-
ts

ta-

an
be-

rce
in
ly
is

als
he
O
he
he

time
be
t a
.

JULIEN SYLVESTRE PHYSICAL REVIEW D68, 102005 ~2003!
data stream so produced. I implement thiscoherentapproach
as a generalization of the power detectors developed to
for single interferometers, by calculating the optimal way
combine any number of interferometer data streams int
single time series, such that when this time series is fed
single interferometer power detector, a larger signal-to-no
ratio is obtained than for any other combination of the d
streams. This brings to the already implemented and w
characterized power detectors the benefits of a network
herent analysis, which include improved sensitivity and
ability to precisely locate the source position on the sky.

A. Summary of results

The coherent power filter~CPF! algorithm presented in
this paper involves the following steps.

~1! A point on a grid in parameter space is chosen, wh
the parameters are the source angular position, and two n
bers describing the plus and cross polarizations of the
signal. One of these numbers is the ratio of the power in
cross polarization to the power in the plus polarization a
the other is the amount of overlap between the two polar
tions, approximately measured by integrating the produc
the two waveforms over time.

~2! Given the source position and the network topolo
the data streams from all interferometers are time shifte
align the GW signals to a common origin in time.

~3! Every data stream is multiplied by a scale factor, a
all the data streams are added together to form a synth
time series. The choice of the scale factors depends on
network topology and on the four parameters chosen in
1.

~4! The synthetic time series is processed by a po
detector, and the power measurement is recorded.

~5! If all points of the grid in parameter space have be
visited, the algorithm exits. If the maximum of the pow
measurements exceeds a certain threshold, a detection
nounced and the parameters that gave the largest power
surement are returned as an estimate of the source pa
eters.

~6! Back to step 1.
A more detailed discussion of this algorithm is presen

in Sec. III.
The scale factors in step 3 are chosen so that the valu

the signal-to-noise ratio~SNR! is maximized. It is quite sig-
nificant that only two parameters in addition to the sou
position are required to perform this maximization. Ge
metrically, this can be understood by realizing that the s
nals in all interferometers, after being properly time shifte
are linear combinations of the two polarization waveform
and therefore lie in a hyperplane spanned by these two
larization waveforms. Consequently, a knowledge of the
tio of the lengths of the two polarization waveforms and
their angle with respect to each other, together with a kno
edge of the beam patterns of all interferometers, is suffic
to determine the signals in all interferometers, up to an ov
all scale factor, and up to the orientation of the hyperpla
However, neither of these two pieces of information
needed to calculate how to linearly combine the signals
10200
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get maximum power in the synthetic time series.
The validity of the geometrical picture and the actual co

clusion that only four parameters are required to perform
SNR maximization depends critically on the right choice
the position dependent time shifts. As shown in Sec. III,
the specific case where the cross-correlation function of
plus and the cross polarizations does not have an extrem
at zero time lag, there are no formal guarantees that theCPF

algorithm will converge to the right source paramete
Physically, this results from possible interactions~or cross
terms! between the plus and the cross polarizations wh
cannot be properly handled by the coherent algorithm. T
does not affect the detection performances ofCPF, but in
some cases is significant for source position estimations
discussed in Sec. III, a number of canonical sources do
satisfy this condition exactly, so that a careful study of t
position systematic errors is needed. For the difficult c
where the two polarizations are long monochromatic sign
with a phase difference of a quarter of a cycle, it is shown
Sec. III A that a correction for this systematic error can
implemented such that for;25% of the sky the systemati
error is negligible, while that for about 50% of the sky it
too large to allow any position estimation. This correcti
procedure only requires the additional knowledge of a qu
tity that is closely related to the characteristic frequency
the signal.

The performances of theCPF algorithm are explored em
pirically in Sec. IV through numerical simulations. All th
experiments are limited to the three interferometer netw
~the HLV network! consisting of the LIGO interferomete
near Hanford, Washington, the LIGO interferometer ne
Livingston, Louisiana, and the VIRGO interferometer
Italy. The signal is short~1/16 s! and narrow band~25 Hz!
and is assumed to originate from a position along the no
ern hemisphere normal to the HLV plane. All experimen
are performed with theTFCLUSTERS @16# algorithm as the
single interferometer power detector. A realistic, compu
tionally efficient hierarchical implementation of theCPF al-
gorithm is shown to offer better detection performances th
an incoherent approach which uses only coincidences
tween events generated by independentTFCLUSTERSoperat-
ing on the three interferometers. It is also shown that theCPF

algorithm can be used to estimate the position of the sou
of GW. When the GW signal has four times more power
its plus polarization than in its cross polarization, rough
one quarter of all trials lead to a position estimate that
within one degree from the true source position, for sign
with reasonable amplitudes. The ability to pinpoint t
source location is debilitated by the misalignment of VIRG
with respect to the LIGO detectors, the reduction of t
signal-to-noise ratio, and the reduction of the ratio of t
power in the plus and in the cross polarizations.

II. NOTATION

Let bold characters denote time series; whether these
series are continuous in time or discretely sampled will
immaterial in the following discussion. It is assumed tha
GW is observed with a network ofN independent detectors
5-2
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Calibrated data corresponding to measurements of the
strain in all detectors are denotedyi , i 51,2, . . . ,N. The
noisesni are assumed to be additive, so

yi5Fi
1~u,f,c!T@D i~u,f!#s11Fi

3~u,f,c!T

3@D i~u,f!#s31ni , ~1!

wheres1 ands3 are the two polarizations of the GW signa
Fi

1 , Fi
3 are the beam-pattern functions@5# of the i th detec-

tor, andT(D) denotes the time-shift operator; for time seri
with continuous time, for instance,T(D)x(t)5x(t2D). The
beam-pattern functions depend on the two angles descri
the source position~the right ascension and the declinatio
denotedu andf, respectively!, and on the polarization angl
c. The time shift at thei th detector, denotedD i , is the same
for the two polarizations and depends only on the sou
position on the sky. The frame in whichs1 and s3 are de-
fined is irrelevant since the waveforms are not assumed t
known a priori; a rotation of that frame is equivalent to
change ins1 , s3 and c. The parametersu, f, c, s1 , and
s3 , and the derived quantitiesFi

1~u, f, c!, Fi
3~u, f, c!, and

D i(u,f), will be used below to describe the parameters o
real source which is assumed to be present in the data,
which we are trying to detect.

The scalar product between two time series is deno
x•y. For time series with continuous time, it is defined as

x•y5E
2`

` E
2`

`

x~ tx!Q~ tx ,ty!y~ ty!dtxdty , ~2!

and similarly for time series with discrete time. The kernelQ
can be viewed as a filter applied to the time series in orde
detect more efficiently a particular signal or to modify t
character of the noise, for instance. The square of the n
of a time series, also called its power, is denoteduxu2, and is
defined byuxu25x•x.

The noise in each of theN interferometers is only as
sumed to be wide-sense stationary@18#, i.e., it does not
have to be Gaussian or white. The noises can always
made zero mean and independent by linear filtering@19#, so
E@yi•T(D)yj #5Ri(D) if i 5 j and is zero otherwise, fo
Ri(D) the autocorrelation of the noise, andE@•# denoting
the expectation value of its argument. As usual, the Fou
transform of the noise autocorrelation function is the no
power spectral density.

III. ALGORITHM

Thesynthetic responseof the network is denotedY and is
a simple linear combination of the time-shifted individu
detector responses:

Y5(
i 51

N

aiT~d i !yi , ~3!

for some set of real coefficientsai and time shiftsd i , i

51, . . . ,N, which are arranged in two vectors,aW and dW ,
respectively. Note that thed i are the trial time delays used i
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the data analysis, and the algorithm defined below is use
estimate these delays so that they are close from the
delaysD i(u,f) corresponding to a source located at positi
~u,f!. The network power Pˆ is the estimate of the power in
the GW signal, according to our norm definition, i.e
P̂5uYu2.

The motivation behind this particular design is that it
the simplest generalization of the numerous power detec
for single interferometers described in the literature, which
many cases have already been implemented and chara
ized. In practical terms, a software code can be designe
compute the synthetic response for a network of interfero
eters, and these data can be fed to a power detector, as if
were data from a single interferometer, in order to meas
the network power. The kernel of the dot product used for
computation of the network power is then determined by
single interferometer power detector used to process the
thetic response. Different power detectors are efficient
detecting different types of signals, so this generality of
synthetic response approach is very economical in term
code development. Some single interferometer power de
tors provide a non-linear measure of the power; this is no
serious limitation given the algorithm structure defin
above, for the power measurements are all very nearly lin
for detectable signals.

Let d i j 5d i2d j1D i2D j denotes the error on the est
mated time-of-flight between detectorsi and j. The network
power can be expanded as

P̂5z1h, ~4!

where the signal term is given by

z5 (
i , j 51

N

aiaj@Fi
1F j

1R11~d i j !1Fi
1F j

3R13~d i j !

1Fi
3F j

1R31~d i j !1Fi
3F j

3R33~d i j !#, ~5!

and where the noise term is given by

h5 (
i , j 51

N

aiaj@T~d i1D i !~Fi
1s11Fi

3s3!•T~d j1D j !nj

1T~d i1D i !ni•T~d j1D j !nj #. ~6!

The signal correlation functions are given by

Ri j ~ t i2t j !5T~ t i !si•T~ t j !sj , ~7!

for i , j 51 or 3.
The signal-to-noise ratior is defined as

r25
z

E@h#
, ~8!

where the expectation of the noise can be rewritten as

E@h#5(
i 51

N

ai
2s i

2 , ~9!
5-3
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where the noise variance iss i
25Ri(0). Forfixed noises and

signals, the signal-to-noise ratio depends only onaW anddW . It
can therefore be maximized for a given choice of the sou
parameters (u,f,c,s1 ,s3) by varying aW and dW . Let
aW m(u8,f8,c8,s18 ,s38 ) and dW m(u8,f8,c8,s18 ,s38 ) denote

those values ofaW anddW which maximizer2 for some source
parameters identified by primes to differentiate them fr
the true source parameters. The following algorithm is th
defined:

~1! Pick a set of trial source paramete
u8,f8,c8,s18 ,s38 .

~2! Compute aW m(u8,f8,c8,s18 ,s38 ) and

dW m(u8,f8,c8,s18 ,s38 ).

~3! Form the synthetic responseY from aW m anddW m .
~4! EstimateP̂(Y) using a single detector algorithm.
~5! Retain the source parametersu8,f8,c8,s18 ,s38 if

†P̂(Y)2E@h#‡/E@h# is the largest to date.
~6! Go back to step 1.

The expectation of†P̂(Y)2E@h#‡/E@h# is just r2, so on
average this algorithm will converge to the true parame
of the source.

The maximization problem forr2 can be recast as th
maximization ofz subjected to the constraint thatE@h# is
constant. The normal equations are

(
j 51,j Þ i

N

aj@Fi
1F j

1R118 ~d i j !1Fi
1F j

3R138 ~d i j !

1Fi
3F j

1R318 ~d i j !1Fi
3F j

3R338 ~d i j !

2Fi
1F j

1R118 ~d j i !2Fi
3F j

1R138 ~d j i !

2Fi
1F j

3R318 ~d j i !2Fi
3F j

3R338 ~d j i !#50 ~10!

lais i
21ai@Fi

1Fi
1s1•s11~Fi

1Fi
31Fi

3Fi
1!s1•s3

1Fi
3Fi

3s3•s3#1 (
j 51,j Þ i

N

aj@Fi
1F j

1R11~d i j !

1Fi
1F j

3R13~d i j !1Fi
3F j

1R31~d i j !

1Fi
3F j

3R33~d i j !#50, ~11!

where l is the Lagrange parameter for the constrai
Ri j8 (x)5dRi j (x)/dx, and i 51,2,3.

Equation~10! can be simplified using the identityRi j (x)
5Rji (2x):

(
j 51,j Þ i

N

aj@Fi
1F j

1R118 ~d i j !1Fi
1F j

3R138 ~d i j !

1Fi
3F j

1R318 ~d i j !1Fi
3F j

3R338 ~d i j !#50. ~12!

If R13(x) has an extremum atx50, i.e. if R138 (x)ux50

50, then a solution to Eq.~12! is d i52D i for i
10200
e
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51, . . . ,N, since R11(x) and R33(x) are maximal atx
50. Back into Eq.~11!, this solution gives

lais i
21(

j 51

N

aj@Fi
1F j

1s1•s11~Fi
1F j

31Fi
3F j

1!s1•s3

1Fi
3F j

3s3•s3#50. ~13!

The choice ofaW to maximize the signal-to-noise ratio the
depends on the anglesu,f,c as before, but now only on the
two numbersus1u/us3u ands1•s3 /us1uus3u instead of the full
waveforms for the two polarizations. These numbers are
notedL1/3 andL13 , respectively. Equation~13! is an ei-
genvalue problem~with the Lagrange parameterl playing
the role of the eigenvalue, and the weight vectoraW that of the
eigenvector!, and is straightforward to solve numericall
The matrix of the eigenvalue problem is Hermitian, so
eigenvalues are real; the eigenvector which maximizes
~5! with d i j 50 is picked to form the synthetic response.

To recapitulate, ifR13 has an extremum at zero, a sy
thetic waveform can be constructed from the data of all
terferometers such that this waveform is optimal for its p
cessing by power detectors, and the maximization of
detection statistic for parameter estimation can be perform
over only four parameters:u, f, L1/3 and L13 . I do not
includec in this list of parameters because it is complete
degenerated withL1/3 and L13 . In particular, changing
the basis where the two polarizations are defined by a r
tion ~i.e., a redefinition of the polarization anglec! does not
change the value ofR138 (x)ux50. For the reminder of this
paper, I will takec[0; this fixes the definition ofs1 ands3

with respect to the frame of reference of the detectors n
work. TheCPF algorithm is then defined as follows.

~1! Pick a set of trial source parametersu8, f8, L1/38 ,
andL138 .

~2! ComputeaW from Eq. ~13!, and setdW 50.
~3! Form the synthetic responseY using Eq.~3!.
~4! Use a single interferometer power detector to cal

late P̂5uYu2.
~5! Retain the source parametersu8, f8, L1/38 , andL138

if P̂ is the largest to date.
~6! Go back to step 1.

If the signal is linearly polarized, it can be written ass1

5scos 2c ands352ssin 2c, for some polarization anglec
and some waveforms. The eigenmatrix in Eq.~13! is then of
rank 1, and consequently only has a single non-trivial eig
value. The corresponding eigenvector is given byai

5@Fi
1(u,f,0)cos 2c2Fi

3(u,f,0)sin 2c# /si
25Fi

1(u,f,c) /si
2

for i 51,2,3. Hence, when the GW signal is linearly pola
ized, the signals from the different interferometers are o
mally combined by weighting them with the ratio of the
noise variance to the value of the beam pattern functio
weighted appropriately by the polarization angle. The sign
from the different interferometers of the network are the
fore emphasized linearly in the observed power of the G
signal, and inversely in the power of the noise.

Another interesting subcase involvesdirectedsearches: in
that case, the position~u,f! of a potential GW source is
known precisely (d i j 50), and the goal is to be maximall
5-4
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function ofL1/3 andL13 , for a
source along the northern hem
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sensitive to gravitational radiation from that source. Forâi
5ais i , the maximization of the signal-to-noise ratio can
rewritten as the maximization of the quadratic form

r25 (
i , j 51

N

âi â jM i j ~14!

subjected to

(
i 51

N

âi
251, ~15!

where the matrixM has elementsMi j given by

Mi j 5
us1uus3u

s is j
FFi

1F j
1L1/3

1~Fi
1F j

31Fi
3F j

1!L131
Fi

3F j
3

L1/3
G . ~16!

It is well known from Rayleigh’s principle@20# that the
maximum value ofr2 is given by the largest eigenvalue o
the matrix M. This maximum signal-to-noise ratio can b
compared to the signal-to-noise ratio that can be obtai
using the best interferometer in the network, which is typi
of the signal-to-noise ratio of an incoherent search. It
given by

rbest
2 5 max

i 51, . . . ,N
Mii . ~17!

Considering the HLV network simplified so that all interfe
ometers have the same noise level (s i

25const), and fixing
the beam-pattern functions by selecting a source along
northern hemisphere normal of the HLV plane, the ra
10200
d
l
s

he

r/rbestvaries between 1.03 and 1.57, depending on the va
of L1/3 andL13 . Figure 1 shows the variation of the rati
r/rbest with L1/3 and L13 : when the signal has a larg
degree of linear polarization, the improvement is fairly larg
with r/rbest;1.4. When both polarizations roughly conta
the same power, the improvement can be large~*1.5! or
very small ~;1!, depending on the structure of the sign
~i.e., onL13). If we add a detector at TAMA’s location to
the HLV network, with noise similar to the noise of the oth
interferometers, the ratior/rbest varies between 1.15 an
1.79 for a source at the same location as before. The
interferometer network works better than the three interf
ometer HLV network, although the improvement is som
what limited by the unavoidable misalignment between
struments located on different continents.

If R13 does not have an extremum at zero, the norm
equations are not necessarily satisfied atd i52D i . They be-
come non-linear and rather complex to solve, but, more
portantly, a full knowledge of the waveforms for the tw
polarizations is then necessary to obtain a solution. Ph
cally, this is a result of the fact that the two polarizations m
interfere together constructively when shifted by a non-z
lag; this lag gets added to the estimated time delay betw
the interferometers in the network and a systematic erro
the source position estimate appears. It is important to rea
that this systematic error does not significantly reduce
detection capabilities ofCPF, but only its positioning ability.
Essentially, the convergence to a secondary maximum
vides an alternative way to cross the detection thresh
when the global maximum of the signal power is plagued
noise, such that the measured power at its position is n
global maximum of the measured network power. It is ne
ertheless interesting to estimate the size of the position
tematic error when theCPF algorithm is used on a signal fo
5-5
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which R138 (x)ux5050 does not hold, i.e. when Eq.~13! is
imposed as a solution. This is the subject of the followi
section.

Before this question is addressed, however, it is wo
examining the physical meaning of the conditio
R138 (x)ux5050. As it was pointed out in Eqs.~2.30d!, ~4.3!,
and ~5.18a! of @21#, the GW strain for slow-motion, wea
gravity sources radiating mostly due to variations of th
mass moments~by contrast to current moments! can be writ-
ten as

hTT~ t !}(
l 52

`

(
m52 l

l

~““Ylm!STT
dl

dtl

3E r~ t2r /c!Ylm* r 21 ldrdV, ~18!

where STT means ‘‘symmetric transverse traceless,’’Ylm are
the spherical harmonics, andr is the mass density of th
source. A number of possible GW sources consist in an
tropic mass distributions that are rapidly rotating abou
well-defined axis, and consequently radiate principally w
l 52, m52 ~e.g., binaries, bar or fragmentation instabilitie
longest live mode of a perturbed Kerr black hole, as noted
@22#!. The imaginary part ofY22 is rotated byp/4 about the
polar axis ~the rotation axis! with respect to its imaginary
part. This results in the mass distribution being sampled
any given time according to two spatial patterns rota
by p/4 with respect to each other. Since the GW are emit
at twice the rotation frequency of the source, this rotat
angle produces ap/2 phase difference between the real a
imaginary parts of the time dependent integral in Eq.~18!.
As noted by @22#, the dependence of the polarization o
the inclination angle comes from the pure-spin tensor h
monics (““Ylm)STT, which for l 52 can be found in@23#.
For m52,

~““Y22!STT}~11cos2i !e112i cosie3 , ~19!

where i is the inclination angle of the rotation axis wit
respect to the line of sight~i50 along the polar axis!, and
wheree1 ande3 are the unit linear-polarization tensors f
the GW. Consequently, the plus and cross polarization wa
forms can be written as

h1}~11cos2i !cosF~ t ! ~20!

h3}2 cosi sinF~ t !, ~21!

whereF(t) is some phase function.
By definition, Eqs.~20! and ~21! give

R13~t!} cosi~11cos2i !E
2`

` E
2`

`

dt1dt2Q~ t1 ,t2!

3cosF~ t1!sinF~ t22t!, ~22!

so that
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R138 ~x!ux50}2cosi~11cos2i !E
2`

` E
2`

`

dt1dt2

3Q~ t1 ,t2!F8~ t2!cosF~ t1!cosF~ t2!.

~23!

In general, the phaseF(t) will have at least a linear compo
nent @F(t);vt#, so that

R138 ~x!ux50}2cosi~11cos2i !v. ~24!

As the system’s polar axis becomes aligned with the line
sight, the assumption thatR138 (x)ux5050 becomes progres
sively worse, and significant systematic position errors mi
appear, and will have to be accounted for, as discussed in
next section. Some signals might also satisfy the condit
R138 (x)ux5050. This is the case, for instance, ifF(t) is an
even function oft.

Sources which radiate predominantly in anl 52, m51
mode will show a similar correlation between their plus a
cross polarizations. In that case, the real and imaginary p
of Y21 differ by ap/2 rotation about the polar axis, but hav
anm51 symmetry, so that the waves are radiated at the s
frequency, and consequently the phase shift between the
and cross polarizations is againp/2. It might be that the
dominating population of sources to be observed will not
dominated by rotation about a principal axis; as a result,
correlation between the plus and cross polarizations migh
quite arbitrary. In an axisymmetric core collapse, for i
stance, thel 52, m50 mode dominates@24#. The angular
response is (““Y20)STT} sin2ie1 , so the waves are linearly
polarized.

A. Systematic position errors

Equation~12! can be used to check the error onu andf

by solving it for dW , with aW obtained from theCPF algorithm,
i.e., from the solution of Eq.~13!. For every trial choice of
(u8,f8,L1/38 ,L138 ), the algorithm returns a set of weigh

aW ~by definition of CPF, dW 50). However, the maximum o
the signal-to-noise ratio occurs when the normal equati
are satisfied; assuming that we letL1/3 andL13 be varied
freely in the maximization ofP̂, the values ofu and f re-
turned by this maximization will be those that solve Eq.~12!.

Consider the following parametrization of the sign
cross-correlation functions:

R118 ~ t !5R338 ~ t !52v1
2t1O~ t3! ~25!

R138 ~ t !5v02v2
3t21O~ t4! ~26!

R318 ~ t !52v01v2
3t21O~ t4!, ~27!

for some parametersv0 , v1, and v2. If s1 and s3

were long, nearly monochromatic signals of angular f
quencyv, with the same amplitude but a phase difference
p/2, for instance, the parameters could be chosen to
5-6
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v05v15v2[v. In order to get an analytical solution,
linearize Eq.~12! to obtain the first order equation

(
j 51,j Þ i

N

aj@Fi j v1
2d i j

(1)2v0Gi j #50, ~28!

whered i j
(1) represent first order errors between the true ti

delays and the delays returned by the algorithm, and wh
Fi j 5Fi

1F j
31Fi

3F j
1 and Gi j 5Fi

1F j
32Fi

3F j
1 . The solu-

tions to this linear system of equations are degenerate;
N53, they are

v1
2

v0
d13

(1)52
a1F12G131a2F12G231a2F23G121a3F23G13

a1F12F131a2F12F231a3F13F23
~29!

and

v1
2

v0
d23

(1)52
a1F12G131a2F12G232a1F13G121a3F13G23

a1F12F131a2F12F231a3F13F23
.

~30!

The times of flight between two pairs of detectors a
sufficient to triangulate the position of the source on the
and to obtain its position~u,f!, up to a reflection with respec
to the plane containing the three detectors. The magnit
l (1) of the systematic error due toR138 (x)ux50Þ0 is given
by the arclength of the portion of the great circle connect
the true source position and the position obtained by tri
gulation fromd13

(1) andd23
(1) in Eqs.~29! and ~30!. To give a

representative example,l (1) is computed for the long mono
chromatic signal described above, for the HLV network w
s i

251, i.e. under the simplifying assumption of instrumen
with identical noises at all sites. Only a very small fraction
the sky ~about 0.7%! has a negligible systematic erro
@ l (1)(2p340 Hz/v),0.01 rad#. It is therefore plain that
position estimations will be grossly off target if the assum
tion thatR138 (x)ux5050 is wrongly made.

When R138 (x)ux50Þ0, more information about the
waveforms is required to estimate the source position. O
possible approach is to use theCPFalgorithm, which assume
R138 (x)ux5050, and then to correct the source position e
timate using Eqs.~29! and~30!. This requires only a knowl-
edge of the slope ofR13 with respect to the slope ofR11 at
zero lag~i.e., v1

2/v0), which is closely related to the cha
acteristic frequency of the waveforms. A map from estima
position ~with systematic error! to actual position must be
constructed for every choice ofv1

2/v0. The remaining sys-
tematic error is given by the higher order terms not includ
in the correction. Ford i j

(2) the second order errors on the tim
delays, the second order equation derived from the linear
tion of Eq. ~12! is

(
j 51,j Þ i

N

aj@Fi j v1
2d i j

(2)2v2
3Gi j ~d i j

(1)212d i j
(1)d i j

(2)!#50.

~31!

This linear system of equations can be solved to obtain
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a-

2d13
(2)D

d13
(1)

5a1d23
(1)F2a2d12

(1)F12G121a3d13
(1)G13

3S F1222
v2

3

v1
2
d12

(1)G12D G1a3H a3d12
(1)d13

(1)G13

3FF2312
v2

3

v1
2
d23

(1)G23G1a2F d23
(1)2F12G23

1d12
(1)G12S d12

(1)F2312
v2

3

v1
2
d23

(1)~d12
(1)1d23

(1)!G23D G J
~32!

and

2d23
(2)D

d23
(1)

5a3d23
(1)G23Fa2d13

(1)S F1212
v2

3

v1
2
d12

(1)G12D
1a3d12

(1)S F1312
v2

3

v1
2
d13

(1)G13D G
1a1H 2a2d12

(1)d13
(1)F12G12

1a3F d13
(1)2F12G131d12

(1)G12

3S d12
(1)F1312

v2
3

v1
2
d13

(1)~d12
(1)2d13

(1)!G13D G J ,

~33!

where

D5a3

v1
2

v2
3 H a1d23

(1)S F1222
v2

3

v1
2
d12

(1)G12D S F1312
v2

3

v1
2
d13

(1)G13D
1S F2312

v2
3

v1
2
d23

(1)G23D Fa2d13
(1)S F1212

v2
3

v1
2
d12

(1)G12D
1a3d12

(1)S F1312
v2

3

v1
2
d13

(1)G13D G J . ~34!

For l (2) the arclength of the portion of the great circ
connecting the true source position and the position obtai
by triangulation usingd i j

(2) , i.e., for l (2) the systematic error
after correction using the first order expansion, and for
same example as above~with v580p rad/s!, one finds that
23.2% of the sky has a negligible systematic error (l (2)

,0.01 rad). Figure 2 shows the fraction of the sky with
systematic error smaller than a certain value, forl (1) andl (2).
It should be noted that for only about 50% of the sky is
meaningful to use an expansion in the small parametersd i j

(1)

andd i j
(2) . All in all, these numbers show that it is possible
5-7
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angular frequencyv580p rad/s,
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amplitude, but at a phase offset o
p/2. The rightmost curve is for
l (1), the leftmost one forl (2).
g
l
ti
ss
na
el
, s
ar

he
m

e
te
er
e
a

Th
os
t

c
de
25
h
e
er
on
n

ve-
-

o-
l of
ree

at

ise.

cy
me

to
al-

is
f

ar-

he
use theCPF algorithm for any signals, at the cost of limitin
the sky coverage to;25%, and of requiring one additiona
piece of information about the signal, the value of the ra
v1

2/v0, which describes the behavior of the signal cro
correlation functions near zero lag. Shorter signals, or sig
with less overlap between their two polarizations, are lik
to offer smaller systematic errors on position estimates
that the correction suggested above becomes unnecess

IV. NUMERICAL SIMULATIONS

All the numerical simulations were performed using t
CPF implementation for the LIGO data analysis syste
~LDAS!, which uses theTFCLUSTERSalgorithm@16# to mea-
sure the signal power in a given time series. The HLV n
work was analyzed, except that the noises of all three in
ferometers were assumed identical, for simplicity. For ev
realization of the simulation procedure, a 10 s long segm
of white noise of unit variance, sampled at 16 384 Hz, w
generated independently for all three interferometers.
use of white instead of colored noise is not an important l
of generality, sinceTFCLUSTERSis quite robust with respec
to the presence of correlations in the background noise.

Simultaneously, two 1/8 s long segments of unit varian
white noise were generated, and filtered by a sixth or
elliptical bandpass filter with 3 dB cutoff frequencies at 1
Hz and 150 Hz, so that the amount of power outside t
band was negligible after filtering. These two segments w
then truncated to their central 1/16 s long portion, and w
used as the plus and cross polarizations of the gravitati
wave signal incident on the network of detectors. By co
struction, the average value ofL1/3 was 1, and that ofL13
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was zero. In some simulations, the plus polarization wa
form was multiplied byA2 and the cross polarization wave
form was divided byA2, so that on averageL1/3 was equal
to 2.

All gravitational wave signals were injected from the p
sition corresponding to the northern hemisphere norma
the HLV plane, so that they arrived in phase at the th
interferometers. The two polarizations were combined
each interferometer using the beam-pattern functionsFi

1 and
Fi

3 , and were added directly to the background white no
A scale factorA was multiplying the GW signal injected

in the simulated data for all interferometers. If the frequen
band occupied by the signal, its duration, and its arrival ti
had all been known exactly, it would have been possible
filter the data optimally in that band. In that case, the sign
to-noise ratioropt for a certain scale factorA would have
been given by

ropt~A!5AA(
i 51

3

~Fi
121Fi

32!. ~35!

Of course, it cannot be assumed that this information
available, but I will nevertheless use Eq.~35! as a measure o
the strength of the injected signals, instead of usingA which
is less intuitive. Numerically,ropt(A)51.34A for a source at
the northern hemisphere normal of the HLV plane.

The simulations were performed using a realistic hier
chical implementation ofCPF. The simulated data from the
three interferometers were first processed separately byTF-

CLUSTERS to produce three lists of events. In terms of t
notation developed in@16#, the settings ofTFCLUSTERSwere
a50, s55, andd5@0,0,0,0,0,0,2,3,4,4#. Only the frequen-
5-8
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cies below 1024 Hz were considered, and the time resolu
of the time-frequency decomposition wasT51/8 s. The
number of events in this first stage was controlled by
black pixel probability threshold,p0 ~note that larger values
of p0 give larger false alarm rates!.

The events produced byTFCLUSTERSare in the form of
rectangles in the time-frequency plane, with informati
about the power present in each pixel of these rectangles
a given cluster identified byTFCLUSTERS, the rectangle is
defined as the smallest rectangle containing all the pixel
the cluster. A triple-coincidence condition was therefore
plied as in@25#: to be coincident, the time-frequency rec
angles corresponding to the events from all three interfer
eters had to be overlapping. This coincidence condit
selects events that are close in time and in frequency, and
be understood as a standard time and frequency coincid
gate with varying windows that are fixed by the events un
consideration.

All the coincident events that were present in a given 1
segment were then considered in turn. Their start time, d
tion, central frequency and bandwidth were estimated fr
the smallest rectangle in the time-frequency plane that co
contain the union of the rectangles from the individu
events. TheCPFalgorithm was then run on the data, once f
each coincident event. The implementation employed u
TFCLUSTERSto process the synthetic data, and the measur
the power was the sum of the power in all the pixels iden
fied byTFCLUSTERSthat were inside the time-frequency rec
angle identified from the triple coincidence. The paramet
for TFCLUSTERSwere the same as those mentioned abo
except for the black pixel probability, which was set to
value p1. The threshold defined byp1 was chosen so tha
only loud enough signals were detected byTFCLUSTERS, and
their estimated power was linearly related to their act
power.

The power measured byTFCLUSTERSwas maximized over
the source position~two angles! and over the paramete
L13 . It was assumed that the value ofL1/3 was known
beforehand, in order to keep the size of the parameter s
small enough for simulations. In a first time, the sky w
covered by picking 100 points uniformly distributed in th
range @0,2p@ for the right ascension, and 100 points
@21,1@, uniform in the sine of the declination angle. In add
tion, 10 points were used to cover the range@21,1@ uni-
formly for the parameterL13 . Consequently,TFCLUSTERS

was run 105 times on every 10 s long simulation. Includin
the overhead from the LDAS system, this part of the sea
ran in;225 s on 31, 2 GHz Pentium 4 computers, with 5
MB of RAM.

If none of the triple coincidence events registered ab
the p1 threshold ofTFCLUSTERS when analyzed byCPF, a
non-detection was reported and the analysis was stop
Otherwise, a detection was announced, andCPF produced a
scan of the parameter space for every triple coincide
event above threshold. The triple coincidence event with
largest maximum power was then selected as a possible
candidate, and was analyzed in more details. The poin
parameter space where the power was maximum defined
parameters for a second run ofCPF, used to obtain a refined
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position estimate not limited by the coarseness of the g
covering the parameter space. The value ofL13 was fixed
to the value estimated in the first run, and a square se
window of size 0.2 rad in right ascension and in declinatio
with 50 steps in both angles, was centered on the value o
position obtained in the first run. The position with the ma
mum power in this second run was taken as the final estim
of the source position.

A. Detection

For the sole purpose of detecting the presence of a si
in the data, only the first run ofCPFwas required. Data were
run throughTFCLUSTERS separately, the events were com
bined in the triple coincidence gate; and the data were fe
throughCPF for the parameters defined by each triple co
cidence event. If at least one of the triple coincidence ev
led to a detection byCPF, the 10 s long time interval unde
scrutiny was assumed to contain a signal. By design,
hierarchical scheme required a fairly permissive threshold
the first stage whereTFCLUSTERSwas run independently on
every interferometer, so that a given signal was very likely
make it to the second stage whereCPFwas run. The limit on
this threshold was determined by the availability of comp
tational resources, and by the confusion that resulted fr
the proliferation of events at low threshold. Most of the r
jection of accidental coincidences occurred at the sec
stage, whereCPF was operated with a reasonably stri
threshold.

A numerical experiment was performed by running th
simulation a large number of times, with and without sign
injection. When injected, the signal hadropt513.4 and
L1/351. The thresholds were chosen to bep050.14 and
p150.012. In the first stage~triple coincidence!, the prob-
ability to detect a signal wasPD50.9260.01, and the prob-
ability of a false alarm when no signal was present w
PF50.6260.02. In the second stage~CPF!, it was measured
that (PD ,PF)5(0.8660.01,0.1060.01). Overall, it was
measured with both stages combined that (PD ,PF)5(0.79
60.02,0.06460.009). Table I gives the detailed results fro
the simulations. The errors quoted here come from 68.

TABLE I. Details of the simulations to measure the efficacy
the hierarchical implementation of theCPF. Numbers in brackets
show the 68.3%~‘‘1 s’’ ! confidence interval for the fraction of th
number of trials to the total number of trials.

No signal Injected signal
injected withropt513.4

Total number 981 730
Detected by 611 669

triple coincidence @0.606,0.640# @0.904,0.927#
Undetected by 370 61

triple coincidence @0.361,0.394# @0.0726,0.0962#
Detected byCPF 62 578

@0.0549,0.0731# @0.775,0.808#
Undetected byCPF 549 91

@0.542,0.576# @0.112,0.139#
5-9
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JULIEN SYLVESTRE PHYSICAL REVIEW D68, 102005 ~2003!
confidence intervals~‘‘1 s ’’ ! for a Bernoulli process, built
using the prescription of@26#. The 6.4% probability of false
alarm is larger than typical values for GW search, as it wo
give a false alarm rate around 7 mHz. It was chosen, h
ever, in order to provide enough detections for small err
on the measured probabilities. In a more realistic settingp0
would be similar to the value used here, whilep1 might be
smaller by one or two orders of magnitude. It should
noted that the threshold settings were found by trial and
ror; there is an infinity of points along a curve in thep0 ,p1
plane that give a 6.4% probability of false alarm, and
choice different than the one above may give a larger pr
ability of detection.

Nevertheless, it seems that the choice I made for thep0
andp1 thresholds is sufficient to show the superiority of t
coherent approach over the incoherent one for detectio
repeated the experiment above, but using only the first s
to detect events. A detection was announced when at l
one triple coincidence was observed between the outpu
the threeTFCLUSTERSruns on the interferometers’ data. I
that case, a threshold ofp050.11 gave (PD ,PF)5(0.70
60.02,0.0760.01), in an experiment with 742 trials for th
measurement ofPD ~519 detections!, and 742 trials forPF
~48 detections!. At a similar false alarm probability, the prob
ability of detection is significantly smaller in the incohere
case than in the coherent case. For the particular signal
false alarm probability under consideration, the signal-
noise ratio would have to be increased toropt516.8 in order
for the incoherent approach to be as efficient as the cohe
one. For a homogeneous distribution of sources in space,
corresponds to a factor of;2 improvement in detection rate
assuming no significant degradation of theCPF algorithm
performances with respect to the incoherent algorithm as
position of the source is varied away from the northern he
sphere normal to the HLV plane.

The performances of theCPF search were mostly limited
by the quality of the estimation of the time-frequency re
angle containing the burst, in the first stage of the analy
~the triple coincidence!. With the signal injection forropt
513.4, the first stage gave an estimated rectangle that o
lapped with the one containing the signal in 96% of the 5
cases where the signal was discovered, but only in 3% of
61 missed detections was this the case. Without signal in
tion, only 1% of the 611 triple coincidences had tim
frequency rectangles overlapping with the signal rectan
These numbers show that if an oracle were available to
vide the rectangle containing the signal without error ev
time the search is run, a probability of detection*97%
would be possible for a probability of false alarm&1%.
Stated differently,CPF is extremely efficient at detecting
burst when it receives the right parameters describing
burst; the triple coincidence incoherent search provides m
candidates; when one such candidate corresponds to the
nal, CPF picks it out of the others very efficiently. A bette
approximation to this oracle than the one used here migh
to tile the time-frequency plane with a variety of rectangl
and to runCPF on each rectangle.

Suppose that it is known that the signal has a bandw
of 25 Hz. One can cover the time-frequency plane with n
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overlapping rectangles of duration 1/16 s, and bandwidth
25 Hz, so that the 10 s long, 1024 Hz bandwidth data s
ment in my simulations is covered by;6500 tiles. The false
alarm probability for each run ofCPF must be reduced to
;1025 so that the global search hasPF;7%. The effi-
ciency of the search would then approximately be given
the probability of detection ofCPF with an oracle, for a
threshold givingPF51025. I have not measured this prob
ability of detection, but it is plausible that it is larger than th
79% efficiency measured for the hierarchical implementat
used in the simulations. However, running this search in r
time would be prohibitively expensive, as it would requi
;104 teraflops of computational power. In the present hi
archical implementation, the first stage took;30 gigaflops to
run in real time, and the second stage,;800(PF/0.62) giga-
flops, wherePF is the false alarm probability in the firs
stage. These numbers should be taken as upper bound
the required computational power, because the codes w
not optimized to minimize overhead, to make an optim
usage of the parallel resources or to do an optimal scan o
parameter space. Optimized codes should be able to ru
least;5 times faster.

B. Position estimation

In order to get a precise idea of the magnitude of
position estimation errors, the analysis scheme descr
above was simplified by removing the first incoherent s
involving the three different instances ofTFCLUSTERSrun-
ning at each site. Instead, theCPFalgorithm was instructed to
compute the power according to the output ofTFCLUSTERSin
a rectangle of duration 1/8 s located at the right position
the time series, with a lower frequency of 50 Hz and
upper frequency of 150 Hz. The black pixel probability w
set top15531023, so that the number of clusters unrelat
to the signal and produced only by the noise was small.

Figure 3 presents a scatter plot of the position estima
obtained for 240 realizations of the simulation, whenL1/3

51. The estimates tend to cluster along the curve co
sponding to the locus of positions having equal delays at
Hanford and Livingston interferometers. This is a direct co
sequence of the good alignment between these two inte
ometers, and the relatively poor alignment of the VIRG
detector with them. Estimates tend to fall on that curve,
also to cluster at different places along it, where the sign
at Hanford and at Livingston are delayed by an integer nu
ber of the characteristic periods of the signal with respec
the signal at VIRGO.

Figure 4 shows a similar plot as Fig. 3, except th
L1/352. This corresponds to a GW signal which has mo
structure in its polarizations than the one for the caseL1/3
51, i.e. which is closer to a linearly polarized signal. Sin
linearly polarized signals are the easiest ones to analyze
a network of interferometers, it is expected that the posit
estimates will be better. This is indeed observed in Fig. 4;
estimates still hug the Hanford-Livingston equal-delay cur
but now present less scatter around the points where the
nals are in phase with the VIRGO signal along that curve
5-10
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curves represent loci of equal time delay for the three independent interferometer pairs. The point where they intersect in the
corner of the figure is where the signal was injected.
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The position error can be quantified as in Fig. 2: it
taken to be the length of the shortest portion of the gr
circle joining the estimated position and the true source
sition or its mirror image with respect to the HLV plane. Th
error can be defined with respect to the mirror image beca
there is a natural ambivalence in the estimation of the p
tion when only three detectors are used. Figure 5 shows
cumulative distribution of the position error from the sim
lations, forL1/351 and forL1/352, and for two different
values of the signal-to-noise ratio of the injected signals.
expected, signals with larger values of the signal-to-no
ratio or of L1/3 lead to smaller position errors. The curv
in Fig. 5 present a number of ‘‘steps,’’ which are produced
the clustering along the Hanford-Livingston equal-de
curve at positions in phase with VIRGO.

Roughly 50% of the trials lead to unusable position e
mates~errors*10 deg! whenL1/352, while this number
reaches;80% whenL1/351. However, withL1/352,
approximately 25% of the trials have errors smaller tha
deg. Moreover, at least in the regime of signal-to-noise ra
under consideration here, the scaling of the position e
with the signal-to-noise ratio is rather weak.

V. CONCLUSION

A method was presented for the optimal generalization
the power detectors developed for single interferometers
that they can process coherently data from a network of
terferometers. The coherent method, as compared to an
10200
t
-

se
i-
he

s
e

y

-

1
s
r

f
so
-
o-

herent approach where event lists independently generat
all interferometers are searched for coincidences, offers
advantage of better detection efficiency and the possibility
accurately estimate the position of the source. A few syste
atic effects affect the performances of theCPF algorithm for
position estimation, including cross terms between the p
and cross polarization waveforms of the GW signal, lack
differences between the characteristics of the two polar
tion waveforms, and misalignment of the interferometers
the network.

The three effects are related and reflect the obvious
that GW signals incident on a network of misaligned det
tors will only show entangled versions of their two polariz
tion waveforms, different in each interferometer. If one
the two polarizations is significantly stronger than the oth
~i.e., the GW signal has a stronger degree of linear polar
tion!, the problem is drastically simplified. Similarly, aligne
interferometers are much less sensitive to this problem. If
two polarization waveforms are fairly coherent with ea
other and of similar amplitudes, the cross terms between
two polarizations in different interferometers may show s
nificant maxima when the time shifts imposed on the diff
ent data streams do not correspond to the differences in
of arrival of the GW signals at each interferometer. The
maxima cannot be distinguished from the maximum res
ing from the product of the waveforms of the same polari
tion in different interferometers, and systematic position
rors may result. It should be noted, however, that the sa
5-11
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effect leads to similar position errors when the differences
arrival time of the GW signal in different interferometers a
estimated by maximizing the cross correlation between p
of interferometers, and these time differences are use
triangulate the source position.

The study of theCPF algorithm presented here was bas
10200
n

rs
to

on a three interferometer network. However, the structure
the algorithm allows for any number of interferomete
More complex networks will most likely reduce the effec
of the systematic errors, by increasing the number of lin
combinations of the two polarization waveforms that are
ing sampled, or, equivalently, by increasing the area of
n
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FIG. 5. The fraction of all
simulations that gave a positio
error smaller than the value plot
ted on the horizontal axis. The
two continuous lines correspon
to L1/351, and the two dotted
lines to L1/352. In both cases,
the rightmost curve is forropt

513.4, and the leftmost one is fo
ropt535.6. Each curve is built
from 240 realizations of the simu
lation. The error on the curves i
estimated to be;5% of the frac-
tion of trials.
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sky where at least three interferometers are measuring s
lar combinations of the two polarizations. Numerical sim
lations on the network formed by the LIGO Hanford, LIG
Livingston, and VIRGO interferometers~the HLV network!
with a short random signal showed that theCPF algorithm
could be used to accurately measure the position of
source a significant fraction~;25%! of the time, for reason-
ably strong sources located at the normal of the HLV pla
In about ;90% of the trials, theCPF algorithm correctly
placed the source position at a point where the signals a
Hanford detector and at the Livingston detector were
phase. However, due to its misalignment with respect to
LIGO detectors, the information provided by the VIRG
detector was often insufficient to pinpoint correctly the po
tion of the source. The average position error was a ra
weak function of the strength of the signal, but a stron
function of the amount of difference in the structure of t
two polarization waveforms.

It was also shown that theCPF algorithm offers better
detection efficiencies than its incoherent equivalent, both
directed and for all-sky blind searches, and independentl
the systematic errors affecting the position estimations
the former case, improvements in the detection signal
noise ratio of 40% or better are expected, except for a
values of the source parameters. In the latter case, a
improvement in the signal-to-noise ratio was measured
typical source parameters. This improvement for the all-
blind search comes at the cost of increasing the comp
tional power required to perform the data analysis in r
time by a factor of;5–30. This may be significant, esp
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