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Network data analysis methods are the only way to properly separate real gravitationdBMdvansient
events from detector noise. They can be divided into two generic classes: the coincidence method and the
coherent analysis. The former uses lists of selected events provided by each interferometer belonging to the
network and tries to correlate them in time to identify a physical signal. Instead of this binary treatment of
detector outputsgsignal present or absenthe latter method involves first the merging of the interferometer
data and looks for a common pattern, consistent with an assumed GW waveform and a given source location
in the sky. The thresholds are only applied later, to validate or not the hypothesis made. As coherent algorithms
use more complete information than coincidence methods, they are expected to provide better detection per-
formances, but at a higher computational cost. An efficient filter must yield a good compromise between a low
false alarm ratéhence triggering on data at a manageable) rtel a high detection efficiency. Therefore, the
comparison of the two approaches is achieved using so-called receiving operating charact®®@xLs
giving the relationship between the false alarm rate and the detection efficiency for a given method. This paper
investigates this question via Monte Carlo simulations, using the network model developed in a previous
article. Its main conclusions are the following. First, a three-interferometer network such as Virgo-LIGO is
found to be too small to reach good detection efficiencies at low false alarm rates: larger configurations are
suitable to reach a confidence level high enough to validate as true GW a detected event. In addition, an
efficient network must contain interferometers with comparable sensitivities: studying the three-interferometer
LIGO network shows that the 2-km interferometer with half sensitivity leads to a strong reduction of perfor-
mances as compared to a network of three interferometers with full sensitivity. Finally, it is shown that
coherent analyses are feasible for burst searches and are clearly more efficient than coincidence strategies.
Therefore, developing such methods should be an important goal of a worldwide collaborative data analysis.
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[. INTRODUCTION categories: coincidence or coherent filtering. The first
method is simpler to use and has been already considered for
The first generation of large interferometric gravitationalyears. In this approach, each interferometer belonging to the
wave (GW) detectors[1-5] is producing a growing set of network analyzes separately its own data and produces a list
experimental results, showing that the detectors already buiftf selected events, characterized by their timing and their
are coming close to their foreseen sensitivities. Therefore, f1aximum signal-to-noise rati(SNR) exceeding some suit-
is very important to consider exchanging data and perfomz;lble threghold levels. In a second step, the_se events are cor-
analysis in common. Such network data analysis methods afglated with those found by other detectors in order to see if

compulsory to separate—uwith a sufficient confidence level—Some are compatible with a real GW source. Many articles in

real GW transient signals from noise occurring in one par—the literature{ 1214 deal with this topip, in particular with
ticular detector. real data taken by resonant bar experim¢h&16|.

GW burst signals have usually a small durati@ few As pointed out independentljl7,18, such coincidence

analyzes are not optimal in the sense that their binary use of

ms) and a poorly known shape: for instance, type | SUPEThterferometer datéa GW signal in a given detector is either

novae or the merging phase of coalescing compact binar resent or absenteaves aside important information on the
systems belong to this category. As they are not accuratelf,ssiple correlations between the different data sets. Indeed,
modeled, only suboptimal method6—11 can be used t0 55 the detector beam patterns are not unifft8i, the inter-
detect them. Therefore, various related outputs coming fromction between the physical signal and a given interferometer
a set of interferometers are required to reach a definite COMtepends on the relative location of the source. Thus, the GW
clusion on the reality of the GW event. In addition to the gmplitude scales differently in the various components of the
definition of efficient filters suitable to analyze single inter- network causing, in addition to noise fluctuations, the filtered
ferometer outputs, it is also necessary to estimate the perfoputputs to exceed or not the selection threshold. These large
mances of different network data analysis methods. Studyingariations of the GW response could suppress even a strong
this problem with Monte Carlo simulations is the goal of this GW signal in a given interferometdrl4]. In a coherent
paper. analysis, all detector outputs contribute to the filtering algo-
Network data analysis methods can be classified into twaithm. Triggered and merged in a suitable way, a higher sta-
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tistical significance can be achieved compared to individual Section V deals with the coherent analysis. First, the deri-
analyzes, thus improving the network detection potential. vation of the likelihood statistics follows closely the analysis
Coherent methods have already been studied in the litersf Ref. [20]; then, the corresponding ROC for coherent
ture, particularly for the search of signals with known wave-search of GW bursts are presented. As coherent filtering re-
forms. Both Refs[17] and[18] consider network data analy- duires the knowledge of the source location in the sky, a set
sis methods based on a likelihood function, which turn out tg®f coherent filters must be used in parallel to cover the full
be direct extensions of the Wiener filtering, optimal for acelestial sphere. Therefore, Sec. VI estimates the nufiiber
single detector search when the signal shape is known. c&f such templates needed for a complete tiling of the sky,
incidence and coherent detections have been compared ind/€n @ prescription on the maximal loss of SNR allowed.
two-detector networf18], with a simple model describing Knowing 1 aIIow; one to tabulate the false alarm rate of the
its interaction with a GW burst signéiwo sinusoid cycles ~ coherent ROC. Finally, Sec. VII compares the two network
The coherent search was found to be always better than it analysis methods considered in this article.
coincidence method and the results are robust with respect to
the noise statistics. Referenf&7], later extended if20], Il. HYPOTHESIS AND NOTATIONS
deals with in-spiral waveforms at Newtonian order. A new
formalism is developed based on a likelihood function, in a . . .
way very similar to matched filtering, but now with a param- ~ Measuring the strength of a signal with respect to the
eter space containing two more unknowns which corresponBackground noise is not the only information needed to esti-
to the source position in the sky: consequently, the dat&nate how well a GW may be detected in an interferometric
analysis procedure becomes more computationally expe,gle_tector. As the angular pattern of an antenna is not uniform,
sive. Referencel21,22 applied then this framework to post- it is also necessary to take into account the location of the
Newtonian inspiral waveforms and to the case of a nonsource in the sky. The resui(t) of the interaction between
Gaussian noise. the wave and the instrument is a linear combination of the
The present study takes advantage of these pioneerify/0 GW polarizationsh, andh, [19]:
works and applies the same kind of methods for GW bursts,
using the nel?(\llavork detection model originally developed in h(t)=F(Oh (O +F(thy (). @3
[14] to study coincidences between interferometers. On the The two weighting factor§ . andF., are called beam

one hand, this framework is simple enough to perform gyatem functions whose values are betweeh and 1. They

large number of Monte Carlo simulations, and thus t0 COMyenend on many parameters which may be roughly classified
pare accurately coincident and coherent detections. On th&:s three sets.

other hand, all the features characterizing the interaction be- (S1) The detector coordinateongitude, latitude, orien-
tween a GW and a network of interferometers are properly i with respect to the local North-South direction
taken into account: nonuniform angular pattern of the detec- (S2) The source location in the sky, given for instance by

tors, propagation time delays between them and data saffse celestial sphere coordinatébe right ascensiom and

pling. the declinations) and the local sidereal time which takes

As an efficient detection algorithm must be a good com-,. o -~ount the Earth proper rotational motion.

promise between a high detection probability and a low false (S3 A vector of physical parameters describing the time
alarm rate, a standard tool to estimate the performances Of@/olution of the GW signal. Some may be estimated at the
data analys!s method IS to use RQReceiver Opgratmg output of the data analysis procedure, but this always re-
Ch_a_lracterlstl_c$. Su_ch diagrams present the detection prob-quires adding some hypothesis on the signal. The polariza-
ability of a given signalscaled at a particular SNRersus tion angley is also included in this set.

theSfalie alalllrm rate. th | f K of thi In fact, the signal dependence gncan be explicitly ex-
ection summarizes the general framework 0 Stracted. For an interferometer, one has

study, specifying the network detection model used in all the
simulations presented in this paper, and the tools used. The F.(t) cos2y sin2y
single detector performances—detection efficiency and tim- ( =Ssi X( o

ing resolution—are briefly recalled in Sec. Il as they are the Fx(t) sin2y cos2y

basis for the following investigations. Then, the network CO-wherea(t) andb(t) only depend on the set§1) and (S2)

incidence analysis is studied in Sec. IV. ROC studies for[13 25, and withy being the angle between the two arms of
networks from two to six detectors—comprising the Iargethe’intérferometer.

interferometers currently being developed, GEOGDP the

two 4-km LIGO detectors and the 2-km interferometer lo- .

cated in Hanford2], TAMA300 [3], Virgo [4] and finally the B. Interferometer network and source modeling

foreseen ACIGA project[5]—are presented. To decide  Monte Carlo simulation§14] are used to compare the
whether or not a coincidence is valid, two different compat-detection performances of coincident and coherent data
ibility conditions are considered. The first one, calledanalysis methods in various network configurations. As this
“loose” condition, does not require the knowledge of the paper aims at studying the consequences of the interferom-
source position in the sky while the second one, the “tight” eter location on Earth rather than the effect of the current or
condition, does. foreseen differences in their sensitivities to GW, the network

A. Interferometer response to a GW

(a(t)

b(t)) 23
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model uses the simplifying assumption of identical detection Nea
performances. In this way, all interferometers contribute Tnorm™ N N (2.4
equally to the network. Me

_Yet, in Sec. IVC, a.differencel in the interferometer Sen-yi N_, being the total number of false alarns,,c the
sitivities is mtroduc_ed in a complementary study;, investigat-, \mber of Monte Carlo simulations, and the size of the
ing the case of nonidentical detectors. The “LIGO network”a/ector of data analyzed at each simulation loop

(made of three interferometers, the two 4-km in Hanford an
Livingston, and the 2-km in Hanfoyds well suited to this
work: as the GW sensitivity should scale with the arm
length, the 2-km detector should ultimately be half as sensi- For the coincidence analysis framework presented in this
tive as the two other LIGO interferometers. As this compu-paper, the event compatibility is tested by comparing the
tation shows an important loss of efficiency induced by thisdelays between the triggered events for every pair of detec-
difference in sensitivity, the Hanford 2-km detector is nottors. In case of a real GW signédetected in two detectors
considered elsewhere in this article. D' andD! at timest' andt! respectively, the time difference
The (S1) parameters of the detectors are chosen to matcly rejated to the source position in the sky. bebe the unit

the already existing or planned instruments; as the local Origector pointing from the Earth center to the GW source lo-
entation of ACIGA is not yet defined, it has been optimizedation. One has

to maximize the detection efficiency in the full network of
interferometer$14,24). TheP interferometers, labeled in the R
following by the indexi, are assumed to have many features AtV (n)=t'—-t'=
in common: the interaction with a GW signal—as defined in
Sec. Il A above, the sampling frequenty,,,, and the noise
characteristics. All noises are taken to be Gaussian, whit
and uncorrelated with the same RM&'=o. Finally, the
interferometers are assumed to be properly synchronized.

Any correlation between a filtering functias{t) and the
outputx'(t) of thei-th interferometer at timée (the sampling
time at the origin of the analyzing windoyis represented in
the time domain by the following quantity:

D. Coincidence analysis

ipi

(ol

(2.9

c

if the filters have triggered on the GW signal in both detec-
fors. Neglecting timing errors, such equation defines a circle
in the sky on which the source is located.

Two compatibility tests can be set from EQ.5) for co-
incidence analysis: the first one—the “loose” test—does not
assume that the source location in the sky is known while the
other—the “tight” test—uses this additional information.
The former case allows one to survey the whole sky with one

N-1 K single analysis, but at the price of a lower efficiency, whereas
<s|x‘>(t)= 2 s p)Xxi t+ p) (2.3 the Iatte_r can reject more false _c_oincidence events with a
k=0 | fsam fsam more stringent compatibility condition.

. . _— . . 1. Loose compatibility
with N being the filtering window size.

The GW signak(t) is assumed to be a Gaussian peak of Let us first consider a full s_ky _search without any knowl-
“half-width” w=1 ms: s(t)=exp(—t¥20?). Such pulselike edge on the GW source location in the sky. The tlmlng_delay
shapes are characteristic of the most common GW burdt’ between detectorB' and D’ must obey the following
waveforms simulated numerically: see e[86,27] for the  inequality:
case of supernova signals. Its amplitude with respect to the o
background noise is monitored by its optimal SNRu[14]: Atii< ID'DY| N
the average value of the filter output, computed in a noisy = ¢ Tomax
background with both the Wiener filtering method and a de-
tector optimally oriented. In the following, we mainly focus with the term on the right side of the inequality being the
on “weak” signals for which detection problems are likely. light time travel between the two detectors. Table | shows the
We also assume that the sources are uniformly distributeghaximum delays between all pairs of interferometers. The
over the sky, with a random timing. Finally, matched filtering largest distance is between LIGO Livingston and ACIGA,
is used to simulate the detection process. about 42 ms.

To take into account the statistical uncertainty on the tim-
ing locations, an error must be associated with the delay
At". For each interferometer, a single detection error is com-

A convenient way to estimate the capability of a givenputed by using the relation betwedArgy,s and the maximum
filter to detect a particular GW signal—whose amplitude isfilter output p shown on Fig. 4—see Sec. Il B for more
fixed according to a chosen value of the maximum SNRdetails. The two errors, assumed to be independent, are then
pmax—is the ROC, which presents on a single plot the detecquadratically summed.
tion efficiencye versus the filter false alarm rateobtained The validity of the coincidence is tested by requiring
by varying the thresholdy. Following the prescription of [At')] to be smaller thamt],,+ nihore X Atihys with 7ieee
Refs.[18,28, we consider in the rest of this paper a falsebeing a tunable positive parameter. Finally, multifold coinci-
alarm rateper bin dences require that all participating pairs of interferometers

(2.6

C. Receiving operator characteristics(ROC)
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TABLE |. Maximum time delaygin ms) At‘r{]ax between pairs of interferometers.

LIGO Hanford LIGO Livingston GEO600 TAMA300 ACIGA

Virgo 27.20 26.39 3.20 29.56 37.06
LIGO Hanford 10.00 25.01 24.86 39.33
LIGO Livingston 25.04 32.24 41.68
GEO600 27.80 37.46
TAMA300 24.58
are valid. Despite the apparent weakness of condi®®, lines translater,om into more convenient values. Given the

taking into account all the delays available between detectorgalue of the threshold;, this curve is used to generate ran-

(a redundant set of informationsshould nevertheless dom false alarms in a particular detector with a uniform time
strongly cut false alarm events in the network considered. distribution. Finally, coincidences are searched in the lists of
events associated with the different detectors in the network.

2. Tight compatibility Another point worth being mentioned is that the main
If the source location in the sky is now priori known,  effect of the alarm clustering procedure is to strongly reduce

the compatibility condition can be tightened as the true dethe false alarm rate,qm with respect to its estimator based
lays Atinj'ue between any pair interferometers are directly com-On the assumption that consecutive filter outputs are indepen-

puted from Eq(2.5). In this favorable case, the test requiresdem' As shown in Fig. 2, the ratio between the latter quantity
the residual delayAt’ — At tight and 7., is always above 10 and is indeed equal to the mean

{ ) iud 10 be smaller tharpgaio )
X Atll s, with 799 to be tuned as well to maximize the 'S of the false alarm clusters. .
v - 9 . To compute the detection efficiency, the first part of the
detection efficiency at a given false alarm rate. : ) .
simulation changes. As the maximum delay between two ex-
_ _ isting interferometers is 41.7 ms and as millisecond bursts
E. Simulation procedures are considered, synchronized data windows of

Consecutive outputs of any burst search filter are highly= 1024 bins(corresponding to 51.2 ms for the sampling fre-
correlated as the input data segments strongly overlap. Thuguencyfs,m=20 kHz) are enough to contain all the signal
algorithm outputs cannot be considered as statistically indecomponents after interaction with the detectors. Then, events
pendent realizations of the same random variable: one oftedle searched for in the data chunks from different detectors
finds clusters of consecutive data exceeding a given thresh-
old [10] which, in the case of a real GW burst, all correspond
to the same signal. So, one has to redefine the event concept 10
by counting only one single trigger when a consecutive set of 8 _,f
filter output values are above the threshold. The two nextg'0 ¢
Df:lragr&_lphs aim at giving some de_tail_s on the Monte Carloém—{ - 1100
simulation procedure for both coincidence and coherentg — [ s e
analysis. Indeed, the latter method is more straightforward as §10 £ > S 1/second

all chunks of data are “merged” in a precised way. é _sf
10 k
o} g

1. Coincidences §10—6; ____________________________________ SRS - [minute
In the coincidence analysis simulations, an event is de-§ _;f
fined as a triplet of data: the maximum filter output, its as- §'° f

sociated time and the label of the interferometer in which it © ;&b N Llhowr
occurred. The coincidence ROC shown in this article have _9:
been constructed by using two different simulation steps: one 10

U R . A O S A N
computing the false alarm ratg,,,,, the other estimating the _1of 1w \
detection efficiency in the various network configurations. In '° T m——— ’\
both cases, the compatibility between alarms in different de- 5 ""[._...

2 2.5 3 3.5 4 4.5 5 5.5 6 6.5

tectors is tested according to the prescriptions given in Sec. Threshold

Il D above. Results for loose and tight coincidence analyzes

are presented in Sec. IV. _ _ FIG. 1. Normalized false alarm rate,,, as a function of the

Concerning false alarms, a two-step process is used ifiggering thresholdy. This curve is computed for a window size
order to limit the computing time needed for simulation. N=1024 bins, i.e. 51.2 ms at a 20 kHz sampling frequency. As
First, the rate ofclustered false alarms as a function of the spon as the threshold is high enough to ensure that the probability
triggering threshold is computed for the single interferometebf having a false alarm in the analysis window is below €ire for
case. Fig. 1 shows in this case the evolutionr@f,, versus a threshold around)3this curve is completely independent of the
the threshold in a given window and some horizontal dashedalue of N used in the simulation.
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FIG. 2. Effect of the consecutive filter output correlation on the
::Itsée alarrpoia;e.s;htlaetc;%g;%? Cc;r:%ir:;s ltjrt]: dn\c/)vrimatl;fee(iifrilj& Eéirm FIG. 3. ROC for a single interferometer with=1 ms. Five
Tnorm 9 P curves corresponding to different values of the maximal SNR—

procedure described in the core of the paper—uwith the false alarmmaxzs, 7.5, 10, 12.5 and 15—are plotted. Like for all the forth-

"?‘te Tindep computed for the same threshold, assuming that Succe“ééoming ROC, vertical lines give convenient conversions of the false
sive filter outputs are uncorrelated normal random variables. Th

; . %larm rate per bin, assuming a sampling freque =20 kHz:
real false alarm rate is at least one order of magnitude below th P g pling frequefgy,;

from lef right, one fal larm per r, per week, per n
Gaussian estimate, on the whole range of threshold considered. Theo eftto rig t’. one faise ae_l per year, per week, per day, and

: S ; pér hour respectively. Comparing these curves clearly show that one
continuous line in the bottom plot shows, as a function of the

threshold 7, the mean sizdin bing of the false alarm clusters cannot have a high detection efficiency associated to an high con-
=SHOM 7, o ._fidence level—i.e. a very small false alarm rate—by using only one
which is, to a very good approximation, equal to the ratio

r k GW bursts.
Tindep! Tnorm represented by the black bullets. detector to seek GW bursts

and the tests of coincidence compatibility between alarmgiming resolution, providing the necessary inputs for the co-
are performed as in the false alarm case. incidence studies.

As false alarm rates are kept low, the noise realizations
are in this case required not to produce any false alarm. Of
course, this bias is important only for large valuesrgfim, A. ROC
let say above 10°. Below, the probability to have a false '
alarm inN data is under 1%, and so the noise bias does not Figure 3 collects some ROC for a single interferometer—
play any significant role. In this way, one is sure that allthe detection efficiency versus the normalized false alarm
triggers are due to some signal components and that coinciate 7,,o. Five different values of the optimal SN, are
dence efficiencies are not affected by false alarm contribueonsidered, ranging from 5 to 15. Like for all the similar
tions. plots of the article, some particular values of the normalized
false alarm rate converted in more practical units are repre-
sented by vertical lines: from 1l/year to 1/hour. This false

The coherent analysis simulation is much simpler as thalarm range should cover all interferometer operating con-
interferometer filter outputs are merged in a single data flowfigurations.
Assuming a fixed analysis window sizé\{ 1024 for in- Assumingpmax= 10 and an interferometer optimally ori-
stancg, false alarm rates and detection efficiencies are simentated would lead to a detection efficiency very close to
ply equal to the ratio of the number of simulations with 1009 in the whole false alarm range. Unfortunately, because
outputs exceeding the threshold to the total number of Simuaf the nonuniform antenna pattern, the detected signal am-
lations. The only assumption made is that errors in the sourcgyiyde is strongly reduced on average, and so the probability
location are negl_lglble, so that the relative shifts applied to¢ yatection. Thus, for intermediate valuessf,,, the de-
synchronize the interferometer data segments are exact. tection is not likely in a single detector, provided that the

trigger threshold is kept high enough to have a small false

alarm rate. Let us consider for instance the curve correspond-
This section summarizes the performances of a single ining to p,,= 10, a typical value one can expect for a super-

terferometer, both in terms of detection efficiency and ofnova at the galactic centg26,27. In order to reach a 50%

2. Coherent analysis

Ill. SINGLE INTERFEROMETER STUDY
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As we focus in this article on a Gaussian peak with width
w=1 ms lasting around 6 ms in total, a window [8f=512
‘ has been chosen to compute the evolutioA Bfys versusp.
\ Indeed, it corresponds to 25.6 ms for a 20 kHz sampling
\ frequency, a duration large enough to include the whole sig-
‘a
|
|

nal. Choosing a much larger value fdris not suitable as for

a negligible GW signal completely dominated by the noise,

At is uniformly distributed in the analysis window. The tim-

ing error RMS would then grow “artificially” withN. Con-
\\ sequently, the compatibility condition would be more easily
satisfied, leading thus to an increase of the false alarm rate.

\ On the other hand, for very large values @f one expect

Atgys to scale like 1{/p, i.e. a slower variation than Eq.

(3.1). Ultimately, the timing resolution would be limited by

the sampling frequency.

Timing resolution Atg,, s (ms)

IV. COINCIDENCES

T, R — In this section, different configurations of interferometric
o detector networks are studied: the 3-interferometer network
Virgo-LIGO, the LIGO 3-interferometer network including

FIG. 4. Timing resolutiomtgys (in ms) of the Gaussian filter  the Hanford 2-km detector, and the full network made of the
versus the SNRp of the signal as detected in the interferometer. six first generation interferometers. They allow one to predict
Whenp—0, the noise becomes dominant: the timing of the maxi-the performances that could be achieved in detecting GW
mum output is uniformly distributed in the analysis window ( pyrsts in coincidence in the future. This network detection
=512) and the resolution reaches the platesly/12/fsamping  model could easily be updated when final relative sensitivi-
~7.4 ms. The analytical fit presented [44] Atrys=1.45p IS ties are known, or when new second generation detectors
valid in the intermediate rangee [ 6;30]. For smaller values of the appear. In these studies, the loose compatibility test is always

SNR, it underestimates the timing uncertainty which increaseilsed apart in the last Sec. IV D where a summary of tight
much faster because the noise contribution becomes more domébinc;idence performances is presented

nant. On the other hand, the fit overestimatdg,,s for very high
values ofp.

A. Virgo-LIGO network

efficiency, the detector must be run at a false alarm rate of First, we consider the three-interferometer network Virgo-

roughly 1/second. LIGO. Studying its efficiency is important for two main rea-
sons: it includes the detectors with the best foreseen sensi-

B. Timing performances tivities and a threefold detection is the minimum number of

. . coincidences required to estimate the source location in the
As all compatibility tests for network data analysis meth- g,/

ods are based on time delays between the different interfer-
ometer candidates, the timing resolution of a filter is another
important quantity. Like for the detection problem, the , i ,
matched filter appears to have the best resolution, as shown 1h€ Simplest network is made of two interferometers. Its
in [28] where optimal and suboptimal filtering methods areperfo_rmances depend a lot of the_ particular c_on_flguratlon
compared. A first study of the Wiener filtering for a Gaussianconsidered, as shown in the following. For thleootsltre'nlng com-
signal in [14] showed that the timing resolutiofi.e. the Patibility condition, three different values ofjning have
RMS of the differenceAt between the timing of the maxi- been tested in simulations: 1, 2 and 3. It turns out that the
mum filter output and the real GW timihgould be simply best compromise between low false alarm rate and high de-

1. Two-interferometer coincidences

parametrized: tection efficiency is obtained Witby't?n‘:isnefl, value used in
the following for all loose coincidence tests.
w \[10 Figure 5 compares the ROC computed for the three pairs
Atpys=0.15 m:% ms) <_) 3.9 of detectors withp,ax=10. The first point to notice is that

the efficiency never reaches 60%, even at very high false

alarm rates: two interferometers are not enough to guarantee

with an excellent agreement between the fit and the rea likely detection of such bursts. Then, the configuration as-
RMS as soon ap=6. sociating the two LIGO detectors shows clearly better per-
Here, we extend this work by studying the evolution of formances than the two others made of Virgo plus one LIGO.

Atgus On a larger range op: from O (no signa) to a very  Two reasons explain these differences:

large value—see Fig. 4. This result will be used later to The two LIGO interferometers have been built in order to
validate coincidences in Sec. IV. maximize the correlation between their antenna patterns, in-
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FIG. 5. ROC Comparing the pairs of detectors be|0nging to the FIG. 6. ROC Characterizing the two LIGO detectors which form
three-interferometer network Virge- the two 4 km-LIGO detec- the best pair of interferometers. The five curves cover the range
tors. In this graph, the maximum SNR,.,is set to 10. As the two  betweenp,,,,=5 and 15. Even for the larger values of the optimal
LIGO interferometers have been built together in order to beSNR, detection efficiency remains below 50% for manageable false
“aligned,” this network shows better performance than the two alarm ratesbelow 1/3.
other ones.

creasing the coincidence efficiency. This is the dominant Virgo-LIGO loose coincidences
effect—see the next paragraph.

The LIGO detectors are close with respect to Virgo—seez |
Table | in Sec. Il D—and less random coincidences are al-
lowed in the compatibility window. So, the false alarm rate is
shifted to the left thanks to this effect. _

This feature remains true if one compares all pairs of¢ WA
interferometers chosen among the full network of six detec-= LA
tors: the two LIGO configuration ROC is clearly better than 60 &

A .

any other. Even the Virgo-GEO600 pair—the two closest I s FU S

instruments—cannot compete: for a given threshold, the " Lot .-';o°5LIGO

. . A e "o ~Detectors
false alarm rate is lower, but also the efficiency as the angu- Rl R
lar patterns do not overlap well. 40 4o o a® k

Figure 6 shows how the two LIGO detection efficiency a4 0 © '.S;ngle L *
evolves for different values of the optimal SNR, between 5 4 8 4 ° 9 e "Detector o P eetold
and 15. The largepyay, the better the efficiency, but the  ,5 [p ° ~  l.° o Coincidence
improvement remains limited: even fpp,.,= 15, the detec- lo| o® . lx
tion probability is only around 50% fof,,,»= 1/hour. So, a e
two detector network appears to be not sufficient. Yet, a last :
point to be mentioned is that the efficiency decreases more 0 Syl opbul bl ol ool ol
slowly with the false alarm rate than for the single detector 10 ~ 10 10 = 10~ 10" 10 10~ 10" 10 .

. . . . F.A. rate per bin

case—see Fig. 3 for comparison. The next section will
clearly show the interest of this behavior. FIG. 7. ROC comparing all the coincidence strategies in the
Virgo-LIGO network forp,.=10. The best configuration requires
at least two detections among three, but its efficiency remains lim-
ited for a false alarm rate small enough; in addition, the full coin-

Figure 7 compares fop,,=10 all the possible coinci- cidence appears unlikely. These two results clearly show that larger
dence strategies in the Virgo-LIGO network: single detectornetworks are required. A last point worth being mentioned is that
coincidences in the two LIGO interferometdthe best pair  for manageable false alarm rates, the detection efficiency is better

of detectorg twofold coincidencegat least two detections for a two interferometer network than for a single detector.

(%)

1/ week
1/day
1./ hour

obabi
1/ year

80 Twofold Coincidence

tion pra

2. Coincidence strategy comparison
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among thregpand finally full coincidences. The twofold co- Six-interferometer |oose coincidences
incidence strategy is clearly the best: its ROC is above the {9° 2fold coindidences, « + * °*
other ones in the full range of false alarms covered by the I AR °
graph. Yet, it does not show very high efficiencies: only a bit .’ °
more than 40% for 1 false alarm per hour, and around 25% at
the level of 1 per year. In addition, threefold coincidences are
very inefficient, and these results are indeed similar for all
triplets of interferometers. The networks with the best ROC
all include the two LIGO detectors, but their efficiencies de- 60 e &
pend weakly on the location of the third one on Earth: re- i ° “ Afoldl coincidences
placing Virgo by GEOG600 gives a slightly better result, while I o a
using TAMA300 or ACIGA decreases a bit the efficiency at o ° A
given false alarm rates. Therefore, a three interferometer net- #0 ] - *
work does not appear large enough to reach high detection I s N
efficiencies. | A 5f0|jcoincic’ent’::5 X
Two other interesting points can be extracted from the 2o X
plots. First, as soon as the false alarm rate becomes small - JE—
enough to be realisti¢say aroundr, =1/ few seconds T Fuil coincidence,
the ROC corresponding to coincidences between the two I . L
LIGO detectors crosses the single interferometer ROC and 9 =27 =57 10° 0% 107 105 100 10t
shows larger efficiencies at fixed false alarm rate. This cross- F.A. rate per bin
ing is due to the fact that the large decrease in the false alarm
rate due to the compatibility condition required for a LIGO  FIG. 8. ROC for the full network coincidence strategies, from
coincidence is stronger than the corresponding loss in effitwofold (top curve to sixfold coincidencegbottom curve and with
ciency caused by the twofold detection. This demonstratesma=10. Detection efficiencies clearly improve by going to three
that searching GW bursts in one detector is not only disto six interferometers; indeed, in this larger configuration, both two-
carded by the small confidence level one can associate ]f@ld and threefold coincidences are Ilkely, even at very low false
such events, but also because this method is simply less flarm rates.

ficient than others. should be a clear goal of the worldwide GW community.
Second, for smaller false alarm rates, the ROC for twoqpgeed, this network reaches quite promising detection effi-
due to the fact that the two LIGO antenna pattems are Closgmaxz 10, Correspond to coincidence Strategies in which a
one each other and quite differ(_ant from the \/irgo patternminimal number of detections is required: from twimp
Thereforg, when the threshold increases, coincidences bgyrye to six (bottom curvg. In this configuration, twofold
tween Virgo and one LIGO are more strongly suppressegoincidences are quite likely: more than 80% for 1 false
than for the LIGO pair. Yet, the two curves are widely sepa-gjarm per hour and still about 60% for 1/year. In addition,
rated in the whole range of false alarm: adding Virgo allowsthreefold coincidences appear possible: in this case, the effi-
one to improve significantly the efficiency with respect to thegjency is around 60% for 1 false alarm per day. On the other

two LIGO detectors alone—more than 30% on a relativehand, higher multiplicity coincidences are less and less effi-
scale. So, going from two to three interferometers in thegjent.

1/year

1/ week

1/ day

[ hour
o

80 s o

o

o
o L
. o  3foldcoincidences :

Detection probability (%
)

network is a clear improvement. Table 1l summarizes the loose coincidence results previ-
ously presented. It collects detection efficiencies from vari-
B. Full network of six interferometers ous strategies, sampled at representative false alarm rates.

As the previous section pointed out that a three interfer-
ometer network is not promising enough, we compute in this
section the detection efficiency for the full network of six  The LIGO system actually consists of three interferom-
detectors. Operating such configuration in the near futureters: the two 4-km detectors in Hanford and Livingston, and

C. The LIGO network

TABLE Il. Loose coincidence efficiency comparison faf.= 10.

Configuration Thorm= 1lyear  1pom=1llweek  1om=1/day  Thom= 1/hour
Single detector 16% 20% 23% 30%
At least 2/3(Virgo-LIGO network 27% 34% 37% 44%
3/3 (Virgo-LIGO network 10% 13% 15% 20%
At least 2/6 57% 69% 74% 83%
At least 3/6 47% 52% 57% 65%
At least 4/6 23% 31% 35% 42%
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FIG. 9. Comparison between two networks of three interferom- F.A. rate per bin
eters: Virgo and the two LIGO 4-km detectors on the one hand, and
the three LIGO detectoréncluding the LIGO-Hanford 2-kmon FIG. 10. Comparison of ROCp(,,,= 10) corresponding to vari-

the other hand. In order to simplify the labels of the two plots, theous tight coincidence strategies: LIGO coincidences, twofold and
interferometer names are shortened: Virgd), LIGO Hanford  threefold detections in the Virgo-LIGO network and in the full net-
4-km (H4km) and 2-km (H2km) and LIGO Livingston 4-km  work of six interferometers.

(L4km). The top graph presents ROC corresponding to coinci-
dences between pairs of detectors: from top to bottom, the two
LIGO 4-km detectors, Virgo associated with each of the two LIGO
4-km interferometers, the two Hanford detectédskm and 2 km
and finally Livingston 4-km with Hanford 2-km. The bottom graph

These graphs show that the performance of the full LIGO
network is worse than the Virgo-LIGQ! km) network: de-
tections efficiencies at given false alarm rate are better in the
compares the two possible strategies involving all the detectors J]atter case. Th.e _reductlon factor _Of the LJGO Hanford 2_-km
these networks: twofold coincidencdat least two detections _detector sensitivity plays amore |mp(_)rt§1nterd1an the gain
among thregand full coincidences. As the two LIGO Hanford de- I false a_Iarm rate provided by the comc[de.nt Iocatlons of_the
tectors have identical locations, their coincidence false alarm rate iglanford interferometers. Conversely, this is a strong indica-
lower than for any other pair of detectors. Yet, this does not comiion that adding in a network detectors less sensitive than
pensate the difference in sensitivity between them which limits theiiothers will only give limited improvements in detection effi-
detection efficiency: the full LIGO network is less efficient than the CIENCY.

Virgo-LIGO detector. This clearly shows the importance of the final

interferometer sensitivity. D. Tight coincidences

To conclude this section dealing with coincidence detec-
the Hanford 2-km interferometer located in the same vacuuntion, Fig. 10 compares ROC computed for different tight
tube as the larger instrument. Assuming the most optimisticoincidence strategies: coincidences between the two 4-km
situation in which the dominant noises of these two neighbot IGO detectors, twofold and threefold coincidences in both
detectors are independent, their close locations significantlthe Virgo-LIGO network and the full network of six interfer-
reduce the number of random false alarms between them. Gameters. As the source location is assumed to be known here,
the other hand, the difference in the arm lengths reduces thgich curves can be directly compared with the coherent
2-km detector sensitivity by a factor two. Therefore, it is analysis results presented in the next section.
interesting to see how these two effects balance and ROC are As for the loose coincidence case, a tuning of the param-
well-suited for such a study. eter n{:?nr}ﬁ,g has been performed; values ranging between 1

Figure 9 compares the full LIGO network with the Virgo- and 5 have been used, with the choi ';;gzs giving the
LIGO (4-km) network. The top plot presents ROC for pairs best ROC. Comparing Fig. 10 with Figs. 5 to
of interferometers: the two LIGO 4-km detectors, Virgo and8—corresponding to the loose compatibility criterion—
each of the LIGO 4-km interferometers, and finally each ofshows that the tight coincidence ROC present larger relative
the LIGO 4-km interferometers with the Hanford 2-km de- efficiencies. Yet, the improvement remains limited, from 10
tector. The bottom plot compares the coincidence strategig® 20% in relative. Therefore, the main limitation of the co-
involving the three detectors in each network: twofold coin-incidence ROC appears to be the coincidence algorithm it-
cidence(at least two detections among thresnd the full  self, handling only binary informationsignal present or ab-

coincidence. sen} in the different detectors with a fixed threshold.
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V. COHERENT ANALYSIS P

o . InA=), In\'.
Compared to coincidence searches, coherent analysis .21

methods use a more complete set of informations coming

from the different components of the network; thus, their Its final expression can be found in Ref$8,20:
detection efficiency is larger. On the other hand, using them P o
in real analysis requires an additional hypothesis on the A= (s'x)
source location, which allows one to properly shift the vari- i=1 2
ous detector outputs to synchronize them. In the most gen-

eral case, the source position in the sky, monitored by twdvhich is a second order polynomial function in the unknown
angles, is unknown and thus must be added to the set df: StlII_foIIowmg [2(_)], maximizing over this variable and
unknown parameters describing the GW signal. So, mangxtracting the polarization anglg: from the beam pattern
templates must be run in parallel to ensure an efficient covlunctions gives the following expression:

erage of the sky, each of them focusing on a particular area. S = -72

Consequently, any comparison between coincidence and co- In\= E (cos 2¢A:rsm sz); Y (5.3
herent methods must take into account this fact, leading in 2 ||cos 2pA+ sin 2¢/Bl|

particular to a renormalization of the false alarm rate in the

case of loose coincidences—see Sec. VII for more detailé’.‘”th

Yet, if the source location is already knowe.g. from infor-

P i| i
21 <SU|§> (5.2)

N| -

T

i i i
mations given by detectors sensitive to other radiajicthss Ai:i Bi:b__ and y'(ty) = <S|_X> fori=1,...P.
restriction is lifted and one coherent algorithm is enough. In ' o' o'
this case, its performances can be directly compared with the .
tight coincidence scenario. The vectory can be expanded in the following way:

To cope with this requirement, the study of coherent . R . . L - .
analysis methods is performed in two steps. In this section, ~ ¥=ITaA+TgB+y, with y, 1A andy, LB.
ROC are computed for a single coherent algorithm, assuming (5.4
a perfect knowledge of the source location in the sky. Then, nerefore; only the two first terms of this sum contribute
the number of filters needed to cover the sky is estimated iRy the Jikelinood ratio. One can now compute the valueyof
Sec. VI, using the formalism of Reff23]. which maximizes it. By applying the Schwarz inequality, one
gets the following upper bound

A. Derivation of the statistics from the likelihood ratio

1 - R
In\)™¥< ~[|T JA+TgB|12 5.
In the following, the derivation of the coherent statistics (InA) 2 ITaA+ T8 69

based on the likelihood ratio is briefly recalled. Assuming = )
known the source sky location, the template to be used in thwhich is reached by choosing/2such as
i-th detectoD' takes the form

Ta I's
i i 2Y) = = d sif2¢)= ———.
Sin= By X K xs-a) (5. CoS)= g A 2= e

beam pattern term o« 1/distance

The maximum of the likelihood ratio statistics is thus pro-
n 0is th ] | hifted by the time defl portional to the square of the norm of the orthogonal projec-
wheres” Is the generic template shiited by the time y tion of y on the subspace generated by the couﬁleﬁb.

anc_zl SC?)IEd by, rt]he factor glvmg trr']e q(t;\a/t\l/ltyv\(l)_fhthe |r|1ter- fomputing the values of 5 andI'y allows one to give a
action between the antenna and the GW. Without 10Ss of,mpact expression of this new statistics, denateih the

generality, one can assume tHaf|s®)(0)=1. following:
Let us consider first the search of a known signal in a
single deteqtor output. The most gff|C|ent methoq is in this 1(y-B)A—(y-A)B|?
case the Wiener filter. Its expression naturally arises in the =
framework of the likelihood ratio, defined as the conditional
probability to have a particular set of data assuming that the . R 3
signal is present—see e.g. the corresponding discussion Wth A.‘_”A” andB—'||B||. .
[18] This last expression shows that all the former calculations
By using the same method, one can define a global likeare meaningless A andB are parallel—indeed, invalidating
lihood ratio for a set of detectors. With the hypothesis madd=d. (5.4). Fortunately, this critical situation is unlikely in the
on the interferometer noisé&aussianity and independence SKy, as shown in Fig. 11 where the sky map|0bs6pg

A?B%—(A-B)? 50

the logarithm of the “network” likelihood ratio In is com- =|,&- E§|/(AB) is represented as a function of the celestial
puted by simply summing the corresponding contributionssphere coordinates for the Virgo-LIGO network and for the
for the P single detector®': full set of six detectors.
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Virgo-LIGO coherent data analysis
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FIG. 12. ROC for the coherent search of GW burst signals in the
FIG. 11. Sky maps and distributions |aosf,g| as a function of  three-interferometer network Virgo-LIGO, assuming the source sky
the source sky coordinatea () for two different network configu-  location to be known. The curves have been computed for four
rations:(top) Virgo and the two LIGO interferometergyottom the different values of the optimal SNR;,.=1, 5, 7.5 and 10 respec-

full set of six antennas. tively.

For the first network, the values cg=*1 can be ngjse only. To do this, one has to rewrite E§.6) on a
reached only in a very small area of the sky while in thegitferent way. First, introducing an orthogonal basis in the

second case, the absolute value of the cosine remains bel - = o . i
0.6 in any direction of the sky. This difference is simply dueog)yﬁgfzg]qmammg\ andB by defining the two following vec

to the fact that the vectors andB have grown from 3 to 6
components and are therefore less likely to be collinear. i
A

QD

>

o
<
Il
>| >
|
w| W

B. Statistical behavior of A

To use the estimatok for data analysis purposes, one can
first study its statistical properties under the hypothesis of A can then be rewritten:

hd 2 hd 2
X(J/L») +()7 i)] (5.7)
[[ae]] l[v]] '

A2BJul?||v]|?
4[A’B2—(A-B)?]

Coefficient only depending on the source sky location

The second term of the previous equation is the reduceq.;/||y|| are uncorrelated. Indeed, the distribution of

statistics used in the following: A redquceqiS Close to ay? variable with two degrees of free-
dom, independently of the source location in the sky and of
a2 . v 2 the particular network considered.
Aveduced | | ¥V =] +| v — . (5.8
Iul| [o]]

C. Coherent data analysis ROC

From the definitions of the vectorg, u afldlz , it clearly Figures 12 and 13 present two examples of coherent
follows that the two Gaussian variableg-u/||u]| and ROC, for the three detector network Virgo-LIGO and for the
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Six-interferometer coherent data analysis
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FIG. 13. ROC for the coherent search of GW burst signals in th
full network of interferometers including the 6 currently existing
projects in the world. Fop,.=10, the detection efficiency is
higher than 95% in the whole range efconsidered an@d>80%
for the casepa= 7.5, assuming the source location to be known.
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FIG. 14. Timing resolution of the coherent analysis showing theggse alarm rate

evolution of the timing errorAtgyg (in Mg as a function of the
square root of the coherent statistics,{y,ced V> The two curves—
for the Virgo-LIGO network and for the full set of

interferometers—are identical, as expected from the network4/week

independent statistich jequced
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TABLE lll. Timing performance comparison for different val-
ues of pax-

Virgo-LIGO network Full network

pPmax Single detector (coherent analysjs (coherent analysjs
5 0.44 ms 0.29 ms 0.25 ms
7.5 0.29 ms 0.23 ms 0.18 ms
10 0.24 ms 0.19 ms 0.14 ms

full set of six interferometers. For the two networks consid-
ered here, the coherent analysis ROC are clearly above all
coincidence ROC. This is mostly due to the more complete
management of data in the coherent method case. Moreover,
comparing with the loose coincidence case, the coherent ap-
proach benefits in addition from the fact that the source lo-
cation is known. Section VII summarizes the comparison of
both network data analysis approaches.

One can also note that going from three to six interferom-
eters strongly increases the detection probabilities; the differ-
ences are more significant than for the coincidence case. In-
deed, forp,a= 10, the efficiency remains higher than 97%

fn the whole range of false alarm rates per bin; fQfay

=7.5, the detection efficiency is at least 80%. For
=1/hour andp,,,=5, one has stilk=50%.

D. Coherent data analysis timing accuracy

As for the single detector case, the timing accuracy of the
coherent method can be easily studied—estimating the tim-
ing accuracy for coincidences is not as straightforward. Fig-
ure 14 shows the evolution of the timing errdigys as a
function of (A equced > for the two examples of networks
considered in this section: Virgo-LIGO and the full set of six
interferometers. As for the single detector case, the precision
goes well below the signal half-width—taken equal to 1
ms here. Taking the square-root of tfguadrati¢ coherent
statistics is mandatory in order to have a quantity scaling
with the optimal SNRp,ax. Due to the “universality” of
Aedqucea the two curves presented on the plot overlap per-
fectly.

One can also try to connech {eguced > @aNdpmax, at least
in average. Fop.,=3, linear fits give

(A reduced Y2~ 0.67x Pmaxt 0.89
for the Virgo-LIGO network

(A reduced 2~ 1.06x Pmaxt 0.35

for the six-interferometer network.

TABLE IV. Coherent timing accuracy for decreasing false alarm
rates in the Virgo-LIGO network.

Pmax=5 Pmax=7-5 Pmax=10
1/hour 0.29 ms 0.23 ms 0.19 ms
1/day 0.25 ms 0.21 ms 0.18 ms

0.24 ms 0.20 ms 0.17 ms
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TABLE V. Coherent timing accuracy for decreasing false alarmfirst pointed out in[20], the loss in SNR caused by a mis-
rates in the full network. match in the source direction is mainly due to the corre-
sponding wrong time delays.

False alarm rate Pmax= D Pmax= 1-5 Pmax= 10

1/hour 0.25 ms 0.18 ms 0.14 ms A. Ambiguity function and metric in the celestial coordinates

1/day 0.24 ms 0.18 ms 0.14 ms Assuming a mismatchst' between the Gaussian peak

1/week 0.23 ms 0.18 ms 0.14ms  template and the GW signal—both of characteristic width
w—a straightforward calculation of the correlation gives

Inverting these equations allows one to roughly link o b Cis 2

(A reduced V2 to a value of the optimal SN, Of course, (s'|x") =K*“(F')%exp — %% (6.9

the larger the network, the higher the mean value of

(A reduced  at fixed pryax. The exponential term reduces the maximal correlation and

The proper way to estimate the timing accuracy improve+the signal widthw provides a time scale with which the error
ment provided by a network coherent analysis with respect tt' js compared. Of course, E¢6.1) would be meaningless
the single interferometer case is to compare the timing errofy the case of a single detector, as a simple opposite time-
RMS for a given optimal SNR,. Table Il below shows  shift of the template would allow one to recover the full
the timing performances of the different configurations forsNR. In coherent analysis, time shifts cannot be optimized
three values 0pmax: 5, 7.5 and 10 respectively. Only events separately for each interferometer; therefore, a wrong match
exceeding the threshold tuned at a false alarm rate of 1/howt the detection leads to unavoidable losses in SNR. The
are included in the computation. logarithm of the likelihood ratio averaged on the polarization

As expected, the coherent analysis improves also the timgngle is thus equal to
ing precision, especially at low optimal SNR. GW events do
not only trigger more often; they are also more precisely P Stiv2l 1 O F

ex;{—(—) }— —} with o'=—.
2w 2 gl
(6.2

located. Finally, Tables IV and V show how the coherent INA=K2>, (¢')?
timing performances at givep., evolve when the false =1
alarm rate is reduced. As the thresholds increase, the quality
of the selected sample improves; yet, the precision in locat-

) i To “transform” In \ i iguity function giving th
ing the GW signal peaks does not change significantly. 0 “transform” In A into an ambiguity function giving the

relative mean loss in SNR due to the direction mismatch, one

chooseK such as In\|(zi—g=1, which is achieved with
VI. MATCHED FILTERING OF THE CELESTIAL SPHERE

FOR A COHERENT ANALYSIS WITH A NETWORK 2
OF INTERFEROMETERS K= o
Eizl(‘P )

The last step of the coherent search—when the source
location is a priori unknown—consists in estimating the A Taylor expansion\ around @t'=0);_; _ p at the sec-
number of filters)t needed for the sky coverage. To do this, ond order gives the quadratic approximation of the ambigu-
the most efficient way is to use the method first defined inity function, assumed to be valid provided that the allowed
Ref.[23] for the in-spiral binary case, and then extended forlosses of SNR remain small
coherent analysis of Newtonian chirp binary signals in a net-
work up to three interferometef20]. Here, we still use a 1 3P (e)?(6t)?
Gaussian peak of widthy as “generic” GW burst signals. A=l
The main difference with the matched filtering case is that 4o ¢
there is no more symmetry between the interferometer data
and the template. Quantifying the separation between two Then, one has to replace t&' by their expressions in

close filters is thus not easy. For instance, let us consider tri%rm of the two angular variables locating the source direc-
case of the polarization angll as shown in Sec. VA, there yjon in the sky: the right ascensiom and the sine of the
exists an analytical way to maximiz€ over ¢iempiaieWhile  yaclinationx=sins. Let Q represent the center of Earth and

ignalfémains “hidden” in the noisy data. The solution pro- - . - L —
gg‘gréaé by Ref[20] is to choose sorr)(e values fe, anFc)j n be the unit vector radiating from it in the source direction.
ignar’ One has

also for the binary orbit inclination in that case—and to es-

timate the number of templat&s for these different configu- 1

rations. Numerically, it is found th&lt does not change by Sti=—Z5n-QD!

more than a factor 3 in the range of parameters tested. In this ¢

paper, a different path is followed: the logarithm of the like- ) ) _ ) )

lihood ratio is first averaged ovaep, which allows one to With ¢ being the speed of light angh the error in the direc-

focus only on the sky angular dependence of the beam pation of the source location—note that from Eg.2) the sign

tern function. convention ofst' does not matter. The computation & is
Before presenting the calculation one can remark that, astraightforward:

P
with @2:21 (¢')2.

(6.3
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X coSar pressions appearing in the metric calculation, one can also
—J1-X%sina - W introduce a X3 matrixI' defined as follows:
5 ( da J
n= Xsina : P |
J1-X%cosa — dX o o . o :
‘ 1-X? FkI:Z:l((PIKlk)X((P'K:) with QD'=| 5
0 1 K'3

The 3X2 matrix appearing in the previous equation will be The I" matrix contains all the network characteristics. Equa-
designed adl in the following. In order to shorten the ex- tion (6.3 can thus be rewritten:

1 . . 1 da
A=1————(6n).T-én=1——————(dadX).("MI'M)- .
4w202g02( ") " 4w202g02( ) —'_‘( - ) (dX> ©4
|
The tiling metricg is thus 1-MM whereMM is the “Minimal Match” [23]—a con-
ventional value isMM =97%.
G Still following Ref. [23], M,p is computed by integrating
9= 4w2c2<p2' over the sky the square root of the metric determinant, mul-

tiplied by a scaling factor depending on the minimal match
The exact expressions for the coefficients of tigmmetri-  and on the parameter spaffer,X)}. One gets finally
cal) 2X2 matrix G are given in Appendix A, and also its
determinantA; . Nyp~ 1 f \/A_G
8w?c(1-MM)J[-malx[-1;1]] @2
B. Number of templates needed for the various (6.5
network configurations

dadX.

Calculating the metric allows one to estimate the number From this formula, one can note that the longer the signal,
of templates)t,p needed to cover the whole sky for a par- the smaller the number of templates. This last feature is due
ticular network of interferometers, given the maximal al-to the particular burst shape chosen in the paper and cannot
lowed loss in SNR. This last quantity is usually written asbe generalized to any GW signahdeed pure sines behave

TABLE VI. Comparison between coincidence afrdscaledl coherent analysis detection efficiencies at
various false alarm rates.

False alarm rate,o;m 1/week 1/day 1/hour
Twofold loose coincidence 34% 37% 44%
Twofold tight coincidence 37% 41% 47%
Coherent analysiéo correlation 61% 65% 72%
Coherent analysisiqye= 7 %) 46%(*) 53%(*) 60%
Coherent analysisk;gre= 1) 43% (*) 48% (*) 54% (*)
Virgo-LIGO network
False alarm rate,o;m 1/week 1/day 1/hour
Twofold loose coincidence 69% 74% 83%
Twofold tight coincidence 76% 82% 87%
Threefold loose coincidence 52% 57% 65%
Threefold tight coincidence 61% 64% 72%
Coherent analysiéno correlation 98% 99% 100%
Coherent analysisw(;q o= 0.5%) 98.19%(*) 98.6% 99.3%
Coherent analysisi;oe=1) 96.0%(*) 96.7% (*) 97.6%(*)
Full network
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in an exactly opposite way as the larger their number ofvVil. COMPARISON OF COINCIDENCES AND COHERENT
cycles, the more they need to be accurately tracked in noisy DATA ANALYSIS METHODS
datg. Appendix B gives an estimation 6t for the different
networks of existing interferometers.

One can see that the smaller the network, the more th

As previously stated, comparing the ROC for coherent
nd coincident analysis leads to the clear conclusion that the
. : : . ._Tormer approach shows better performances. Indeed, meth-
value of 1t depends on the particular configuration. This 'S ods based on a coherent use of the various datasets must give

particularly true for the case dP=2 detectors for which better results than coincidences, as the merging of informa-

there_ is a factor higher than six between the extreme vaIueﬁ. ns provided by the different interferometers is more com-
In this case, the number of templates does not only depen@O

on the light-distance between the two interferometers bu lete than a simple binary tegibsence or presence of the
; X . . ignal in a given detectpr

also on their respective orientations. For larger networks, the A verv strong assumbtion made for the study of the co-

results are closer: the exact locations of the detectors appegy, Y g P Y

less important; they look more “randomly” spaced on Earth rent analysis is that the source location is known, whereas
For the set of 6 interferometers, one 1as 5320. no such hypothesis is necessary for loose coincidence detec-

tions. A priori, this additional information could be the main
origin of the performance differences between the two net-
work data analysis methods. Yet, the studies performed in
One can also assume that the exact width of the GWhis paper do not confirm this hypothesis of the dominant
signal is not known and thus that is another parameter of improvement factor. Indeed, tight coincidences have also
the search. It is easy to check that the only change in Ecpeen studied. In this case, the source location is assumed to
(6.3) is the apparition of a new term reducing in addition thebe known, as for the coherent analysis, and so ROC are

C. Extending the space parameter

ambiguity function: directly comparable. Yet, the performance gap between the
two network algorithms remains wide.
1(/6w\? Requiring the knowledge of the source location for coher-
T4l e ent filtering has also another consequence: to cover the full

sky, many templates must be used in parallel. Therefore, the
where dw is the error on the Gaussian peak width. As themeaningful quantity is no more the false alarm rate per bin
width and the angular parameters are decoupled, estimating;,. of a given coherent filter, but rather the global false
O is straightforward: rate 7qonai, COMputed by taking into account the whole set of
templates. As the parameter space grid is thin, false alarms
33 f JVAg
[—m @] X[—-1;1]

dadX

N3p

X

between close filters are certainly correlated: if one filter trig-
- 643(1— MM)3?2 02 gers, some templates corresponding to neighbor locations
should also exceed the threshold. Computing the correlation
dow level is a complete work by itself; thus, in this article, we
J' 3 (6.6) only estimated it roughly with a toy Monte Carlo cheating on
[ominiomad @ the precise location of the templates. Assuming 1 false alarm
To measure the “template cost” due to the addition of theP€' hour and per template, the fractic_)n of filters triggering
third free parametew, one can for instance compute the simultaneously isccome~7% for the _V|rgo-LIGO network
ratio between the “3D” number of filters needed to fill both and keorre~0.5% for the full set of 6 interferometers. As
the w range] wmin; ®max] @nd the corresponding “2D” num-
ber for w = wny, fixed. As seen from Eq$6.5) and(6.6), this Tglobar™ TsingleX Kormep< N (7.2
ratio does not depend on the network as the angular integrals
simpli
pltty with 91 being the number of templates computed in the pre-
Napl @mins @maxl . 3\/§ [1_ ( wmirl) 2

vious section. From the numerical results given in Appendix
. (6.7 B, one can deduce that with a minimal matehv =97%

Nop (@ min) 16y1—MM ®Wma one has
For MM=97%, the numerical factor in front of the
brackets is equal to 1.88 and this asymptotic value is quickly 350X 7ginge  for the Virgo-LIGO network
reached when the rati® i,/ ® . decreases. The number of Tglobal™

templates only doubles when one goes from two to three 25X Tsinge  for the full network

parameters; thus, covering coherently the celestial sphere for

a burst search over a wide range of durations is not too

expensive. This number has to be compared with the overegs the template number 98~5000 in both cases.
timated value offi;5 computed by multiplyingt,p by the Comparing Figs. 3 to 8 on the one hand and Figs. 12, 13
number of filtersdt, needed to cover the one-dimensional on the other hand clearly shows that even if the horizontal
parameter spadevmin; ®maxl- As N, =12 for the numerical axis of the coherent ROC are shifted by these values on the
data considered in this secti¢@9], the saving in template right, the corresponding detection probabilities remain

number—and thus in CPU time—is at least a factor 6. clearly higher than for the coincidence methods.

(7.2
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Indeed, Table VI summarizes the coincidence &ms-  twofold detection efficiency. But higher-fold coincidences re-
caled coherent analysis efficienciefor different false alarm  main improbable, unless the network size increases signifi-

rates. Three scenarios are compared: cantly. So, the goal of a worldwide coincidence analysis
Tglobal™ Tsingle: NO correlation between templates; should be to include as much interferometers as possible—
Kcorrel €Ul t0 the estimations presented above; indeed, six would not be too much—in the network.
the worst(and unlikely case kgore=1: maximum corre- A complementary study of the full LIGO network includ-
lation. ing the two 4-km interferometers and the 2-km detector in

Finally, one can note that keepinge constant when  Hanford shows that differences in the sensitivity of network
Thom deCreases leads to an overestimation of the templaigomponents have important consequences on the network
correlations at smaller false alarm rates: the higher therformances: the factor two difference in the 2-km interfer-
threshold, the smaller the probability to have again the filtelometer sensitivity is more important than the false alarm rate
outputs triggering when the data sets are shifted one witheduction due to the close location of the two Hanford detec-
respect to the other. Therefore, coherently analyzing datgyrs. Therefore, an efficient network should contain interfer-
coming from the different detectors increases significantly inpmeters with sensitivities as close as possible. Conversely,
all cases the detection potential of interferometer networksadding less efficient instruments to a network is not produc-
Moreover, the number of templates involved in such searchegye.
appears low enough to make these analyzes feasible with a Fing|ly, few ROC about tight coincidences are presented.
small CPU farm. _ As the source location is known, the compatibility test is

The main reason why coherent analysis appears SO SUfjore constraining, leading thus to an improvement of the
cessful is certainly its capability to sum the signal contribu-roc performances. Yet, the gain is small as coincidence
tions from the different interferometers regardless Whetheéna|yses are limited by the loss of information due to the
they individually trigger. A coherent detection can perfectly pinary diagnostic made in each interferometer of the net-
originate from outputs distributed in such a way that none ofyork. On the other hand, coherent analyses benefit from all
them triggers on coincidence strategies for thresholds acjetector outputs without a priori on the presence or absence
justed to the same false alarm rate. On the other hand, coigs 5 g\w signal in the data, and are so much more powerful.
CidenceS aIWayS |Oose a Signiﬁcant fraCtion Of the aVailable The diﬁerence in performances between Coincidence and
information, which becomes more and more important as thgoherent analysis is significant in both networks considered
network size increases: the larger the network, the mor@ere: Virgo-LIGO and the full network of six detectors. Co-
likely that a GW signal strong enough is above the backherent detection efficiencies remain very large even at small
ground noise in some of these detectors. false alarm rate forp,=10—more than 95% atrgm
=1/week in the six detector network. On the other hand,
weaker signalgsay pmax="5 or below are not well seen: the
final sensitivities of network components will be critical. Fi-

Coincidence and coherent data analysis methods in netally, the timing accuracy of coherent data analysis method
works of interferometric GW detectors are compared in thigs also considered; as expected, it is in average better than the
article thanks to a network model which allows one to com-single interferometer case, and improves with the network
pare these two approaches quantitatively, through ROGize.
curves. Indeed, these graphs summarize well the behavior of Another point worth being mentioned about coherent
a particular algorithm for a given GW signal over a wide analysis methods is that they could be used even when the
range of false alarm rates. First, coincidence methods anwaveform is not accurately known, like for GW bursts in
studied in different networks from two to six interferometers.general. Indeed, the only assumption made in this paper is
To select events, two different compatibility criteria are de-that the filtering algorithm is linear—cf. Eq2.3). For in-
fined. The first one, the loose test, does not require any astance, one could also use some robust and efficient filters
sumption on the source location in the sky; therefore, using i£6,28 which only depend on a single parameter, the analysis
allows one to search events in the whole celestial sphereyindow size.
however with limited efficiency. The price to pay for the high performances of the coherent

From this study, it clearly appears that searching GWdata analysis method is its complexity, especially with re-
bursts in a single detector is not efficient at all. For whatspect to the loose coincidence approach. But, at least in the
concerns two detector networks, the LIGO 4-km pair is thecase of burst signals, this does not appear to be a strong
most efficient, due to their relative closeness and especiallljmitation: the number of templates needed to scan accu-
to their “parallel” orientation. Yet, detection efficiencies re- rately the whole sky is quite small—at most a few
main limited for such reduced networks. Therefore, largethousand—even including the signal width. In addition, the
sets of detectors have to be considered. Adding Virgo to theorrelation between the templates is estimated to be below a
two LIGO detectors shows a significant enhancement of théew percent or even less. Therefore, the loss in performances

induced by the increase of the global coherent false alarm
rate with respect to the single template case is limited: co-

The values tagged with &) in Table VI have been estimated by herent methods are better than coincidence searches.
prolongating the ROC beyond the range of false alarm rates So, the main conclusion of this study is that one should
achieved by the numerical simulations. not limit collaborative data analysis to the exchange of single

VIIl. CONCLUSION
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interferometer events, especially for GW bursts. Otherwise, a TABLE VII. Estimated number of templates for 2 interferometer
large fraction of detection efficiency will be lost, which may networks.

be crucial for rare sources, like e.g. close supernovae. Using
the full set qf available data for GW S|gnal search—in theConfiguration M Configuration 9  Configuration 0
largest possible network—should be an important goal of the

worldwide GW data analysis community, at least in a mid- V-H 4980 H-L 2580 L-T 5070
term perspective. V-L 4770 H-G 4680 L-A 2040
V-G 800 H-T 4870 G-T 5060

APPENDIX A: COEFFICIENTS AND DETERMINANT V-T 5060 H-A 3590 G-A 4180
OF THE METRIC MATRIX G V-A 4190 L-G 5100 T-A 4710

With the notations defined in the core of the paper, the
coefficients of the X2 symmetrical matrixG are

_ 2 . _ .
Gy =(1-XA)[T ysirfa—T 18in(2e) + T 5,08 ] TABLE VIII. Estimated number of templates for 3 interferom-

eter networks.

(Fll_ Flz)s|n 2a

G12= Gz =X 2 —I'jcos 2 Configuration 9  Configuration 9  Configuration 9t
+ 1= X2(T psc0sa—T'ysina) VH-L 5020 V:G-T 5050  H-G-A 4920
V-H-G 4880  V-G-A 4260  H-T-A 5430
NG . . VH-T 5130 VTA 5150 LGT 5220
Gao= m(rllco§ a+Tppsirfa+ T ;800 2a) VH-A 5050 H-L-G 5000 L-G-A 4820
V.-G 4910  H-L-T 5200 LTA 5080
2X _ VLT 5060 H-L-A 3460 G-T-A 5300

~ e weosat lasin). VAL-A 4800  H-GT 5090

To estimate the number of templat#s one needs to com-
pute the determinant db. Extensive calculations give

Ag=(T 140 9= T5) X3 = 2X\1 = X?[ (T 2l 13~ I'1l'59) ) _
. TABLE IX. Estimated number of templates for 4 interferometer
X COoSa+ (F11F23—F12F13)Sln a]+(1—X2) networks.
X[(T ool 33— T3 coga+ (T 53— T'2y)sirfa
+ (I3l 23— "2l 33)sin 2a].

Configuration 91 Configuration 91  Configuration 9

V-H-L-G 5290 V-H-T-A 5300 H-L-G-T 5340
V-H-L-T 5150 V-L-G-T 5190 H-L-G-A 5260
As shown by the previous formulay s is never singular, V-H-L-A 4970 VAL-G-A 5080 H-L-T-A 4870
ven in the directionX=*1.
eve the directionX V-H-G-T 5190 V-L-T-A 5170 H-G-T-A 5220
V-H-G-A 5140 V-G-T-A 5230 L-G-T-A 5290

APPENDIX B: LIST OF THE NUMBERS
OF TEMPLATES FOR THE DIFFERENT
CONFIGURATIONS OF DETECTORS

This appendix gives the estimated number of templates
needed to cover the whole sky for each possible network of
interferometers: from 2 detectors to the whole set of 6 anten- TABLE X. Estimated number of templates for 5 interferometer
nas. These numbers are computed withk 1 ms andMM networks.
=97% and thus must be properly rescaled for different
choices of these two coefficients—see Eg}5). Configuration 9t  Configuration 9  Configuration 9t
In Tables VII-X compiling the results of the calculations,
the interferometers are simply designed by a single letter:\-H-L-G-T 5270 V-H-L-T-A 5240 V-L-G-T-A 5290
Virgo (V), LIGO Hanford (H) and LIGO Livingston(L), V-H-L-G-A 5230 V-H-G-T-A 5330 H-L-G-T-A 5290
GEO600(G), TAMA300 (T) and ACIGA(A).
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