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Network data analysis methods are the only way to properly separate real gravitational wave~GW! transient
events from detector noise. They can be divided into two generic classes: the coincidence method and the
coherent analysis. The former uses lists of selected events provided by each interferometer belonging to the
network and tries to correlate them in time to identify a physical signal. Instead of this binary treatment of
detector outputs~signal present or absent!, the latter method involves first the merging of the interferometer
data and looks for a common pattern, consistent with an assumed GW waveform and a given source location
in the sky. The thresholds are only applied later, to validate or not the hypothesis made. As coherent algorithms
use more complete information than coincidence methods, they are expected to provide better detection per-
formances, but at a higher computational cost. An efficient filter must yield a good compromise between a low
false alarm rate~hence triggering on data at a manageable rate! and a high detection efficiency. Therefore, the
comparison of the two approaches is achieved using so-called receiving operating characteristics~ROC!,
giving the relationship between the false alarm rate and the detection efficiency for a given method. This paper
investigates this question via Monte Carlo simulations, using the network model developed in a previous
article. Its main conclusions are the following. First, a three-interferometer network such as Virgo-LIGO is
found to be too small to reach good detection efficiencies at low false alarm rates: larger configurations are
suitable to reach a confidence level high enough to validate as true GW a detected event. In addition, an
efficient network must contain interferometers with comparable sensitivities: studying the three-interferometer
LIGO network shows that the 2-km interferometer with half sensitivity leads to a strong reduction of perfor-
mances as compared to a network of three interferometers with full sensitivity. Finally, it is shown that
coherent analyses are feasible for burst searches and are clearly more efficient than coincidence strategies.
Therefore, developing such methods should be an important goal of a worldwide collaborative data analysis.

DOI: 10.1103/PhysRevD.68.102001 PACS number~s!: 04.80.Nn, 07.05.Kf
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I. INTRODUCTION

The first generation of large interferometric gravitation
wave ~GW! detectors@1–5# is producing a growing set o
experimental results, showing that the detectors already b
are coming close to their foreseen sensitivities. Therefor
is very important to consider exchanging data and perfo
analysis in common. Such network data analysis methods
compulsory to separate—with a sufficient confidence leve
real GW transient signals from noise occurring in one p
ticular detector.

GW burst signals have usually a small duration~a few
ms! and a poorly known shape: for instance, type II sup
novae or the merging phase of coalescing compact bin
systems belong to this category. As they are not accura
modeled, only suboptimal methods@6–11# can be used to
detect them. Therefore, various related outputs coming f
a set of interferometers are required to reach a definite c
clusion on the reality of the GW event. In addition to th
definition of efficient filters suitable to analyze single inte
ferometer outputs, it is also necessary to estimate the pe
mances of different network data analysis methods. Study
this problem with Monte Carlo simulations is the goal of th
paper.

Network data analysis methods can be classified into
0556-2821/2003/68~10!/102001~18!/$20.00 68 1020
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categories: coincidence or coherent filtering. The fi
method is simpler to use and has been already considere
years. In this approach, each interferometer belonging to
network analyzes separately its own data and produces a
of selected events, characterized by their timing and th
maximum signal-to-noise ratio~SNR! exceeding some suit
able threshold levels. In a second step, these events are
related with those found by other detectors in order to se
some are compatible with a real GW source. Many article
the literature@12–14# deal with this topic, in particular with
real data taken by resonant bar experiments@15,16#.

As pointed out independently@17,18#, such coincidence
analyzes are not optimal in the sense that their binary us
interferometer data~a GW signal in a given detector is eithe
present or absent! leaves aside important information on th
possible correlations between the different data sets. Ind
as the detector beam patterns are not uniform@19#, the inter-
action between the physical signal and a given interferom
depends on the relative location of the source. Thus, the
amplitude scales differently in the various components of
network causing, in addition to noise fluctuations, the filter
outputs to exceed or not the selection threshold. These l
variations of the GW response could suppress even a st
GW signal in a given interferometer@14#. In a coherent
analysis, all detector outputs contribute to the filtering alg
rithm. Triggered and merged in a suitable way, a higher s
©2003 The American Physical Society01-1
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tistical significance can be achieved compared to individ
analyzes, thus improving the network detection potential

Coherent methods have already been studied in the lit
ture, particularly for the search of signals with known wav
forms. Both Refs.@17# and@18# consider network data analy
sis methods based on a likelihood function, which turn ou
be direct extensions of the Wiener filtering, optimal for
single detector search when the signal shape is known.
incidence and coherent detections have been compared
two-detector network@18#, with a simple model describing
its interaction with a GW burst signal~two sinusoid cycles!.
The coherent search was found to be always better than
coincidence method and the results are robust with respe
the noise statistics. Reference@17#, later extended in@20#,
deals with in-spiral waveforms at Newtonian order. A ne
formalism is developed based on a likelihood function, in
way very similar to matched filtering, but now with a param
eter space containing two more unknowns which corresp
to the source position in the sky: consequently, the d
analysis procedure becomes more computationally exp
sive. References@21,22# applied then this framework to pos
Newtonian inspiral waveforms and to the case of a n
Gaussian noise.

The present study takes advantage of these pionee
works and applies the same kind of methods for GW bur
using the network detection model originally developed
@14# to study coincidences between interferometers. On
one hand, this framework is simple enough to perform
large number of Monte Carlo simulations, and thus to co
pare accurately coincident and coherent detections. On
other hand, all the features characterizing the interaction
tween a GW and a network of interferometers are prope
taken into account: nonuniform angular pattern of the de
tors, propagation time delays between them and data s
pling.

As an efficient detection algorithm must be a good co
promise between a high detection probability and a low fa
alarm rate, a standard tool to estimate the performances
data analysis method is to use ROC~Receiver Operating
Characteristics!. Such diagrams present the detection pro
ability of a given signal~scaled at a particular SNR! versus
the false alarm rate.

Section II summarizes the general framework of t
study, specifying the network detection model used in all
simulations presented in this paper, and the tools used.
single detector performances—detection efficiency and t
ing resolution—are briefly recalled in Sec. III as they are
basis for the following investigations. Then, the network c
incidence analysis is studied in Sec. IV. ROC studies
networks from two to six detectors—comprising the lar
interferometers currently being developed, GEO600@1#, the
two 4-km LIGO detectors and the 2-km interferometer
cated in Hanford@2#, TAMA300 @3#, Virgo @4# and finally the
foreseen ACIGA project@5#—are presented. To decid
whether or not a coincidence is valid, two different comp
ibility conditions are considered. The first one, call
‘‘loose’’ condition, does not require the knowledge of th
source position in the sky while the second one, the ‘‘tigh
condition, does.
10200
l

a-
-

o

o-
n a

he
to

a

d
ta
n-

-

ng
s,

e
a
-
he
e-
ly
c-
m-

-
e
f a

-

e
he
-

e
-
r

-

-

’’

Section V deals with the coherent analysis. First, the d
vation of the likelihood statistics follows closely the analys
of Ref. @20#; then, the corresponding ROC for cohere
search of GW bursts are presented. As coherent filtering
quires the knowledge of the source location in the sky, a
of coherent filters must be used in parallel to cover the
celestial sphere. Therefore, Sec. VI estimates the numbeN
of such templates needed for a complete tiling of the s
given a prescription on the maximal loss of SNR allowe
Knowing N allows one to tabulate the false alarm rate of t
coherent ROC. Finally, Sec. VII compares the two netwo
data analysis methods considered in this article.

II. HYPOTHESIS AND NOTATIONS

A. Interferometer response to a GW

Measuring the strength of a signal with respect to
background noise is not the only information needed to e
mate how well a GW may be detected in an interferome
detector. As the angular pattern of an antenna is not unifo
it is also necessary to take into account the location of
source in the sky. The resulth(t) of the interaction between
the wave and the instrument is a linear combination of
two GW polarizationsh1 andh3 @19#:

h~ t !5F1~ t !h1~ t !1F3~ t !h3~ t !. ~2.1!

The two weighting factorsF1 and F3 are called beam
pattern functions whose values are between21 and 1. They
depend on many parameters which may be roughly class
into three sets.

~S1! The detector coordinates~longitude, latitude, orien-
tation with respect to the local North-South direction!.

~S2! The source location in the sky, given for instance
the celestial sphere coordinates~the right ascensiona and
the declinationd) and the local sidereal time which take
into account the Earth proper rotational motion.

~S3! A vector of physical parameters describing the tim
evolution of the GW signal. Some may be estimated at
output of the data analysis procedure, but this always
quires adding some hypothesis on the signal. The polar
tion anglec is also included in this set.

In fact, the signal dependence onc can be explicitly ex-
tracted. For an interferometer, one has

S F1~ t !

F3~ t !
D 5sinxS cos 2c sin 2c

2sin 2c cos 2c D S a~ t !

b~ t !
D ~2.2!

wherea(t) andb(t) only depend on the sets~S1! and ~S2!
@13,25#, and withx being the angle between the two arms
the interferometer.

B. Interferometer network and source modeling

Monte Carlo simulations@14# are used to compare th
detection performances of coincident and coherent d
analysis methods in various network configurations. As t
paper aims at studying the consequences of the interfer
eter location on Earth rather than the effect of the curren
foreseen differences in their sensitivities to GW, the netw
1-2
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COINCIDENCE AND COHERENT DATA ANALYSIS . . . PHYSICAL REVIEW D 68, 102001 ~2003!
model uses the simplifying assumption of identical detect
performances. In this way, all interferometers contrib
equally to the network.

Yet, in Sec. IV C, a difference in the interferometer se
sitivities is introduced in a complementary study, investig
ing the case of nonidentical detectors. The ‘‘LIGO networ
~made of three interferometers, the two 4-km in Hanford a
Livingston, and the 2-km in Hanford! is well suited to this
work: as the GW sensitivity should scale with the a
length, the 2-km detector should ultimately be half as se
tive as the two other LIGO interferometers. As this comp
tation shows an important loss of efficiency induced by t
difference in sensitivity, the Hanford 2-km detector is n
considered elsewhere in this article.

The ~S1! parameters of the detectors are chosen to ma
the already existing or planned instruments; as the local
entation of ACIGA is not yet defined, it has been optimiz
to maximize the detection efficiency in the full network
interferometers@14,24#. TheP interferometers, labeled in th
following by the indexi, are assumed to have many featur
in common: the interaction with a GW signal—as defined
Sec. II A above, the sampling frequencyf samp, and the noise
characteristics. All noises are taken to be Gaussian, w
and uncorrelated with the same RMS:s i5s. Finally, the
interferometers are assumed to be properly synchronize

Any correlation between a filtering functions(t) and the
outputxi(t) of the i-th interferometer at timet ~the sampling
time at the origin of the analyzing windows! is represented in
the time domain by the following quantity:

^suxi&~ t !5 (
k50

N21

sS k

f samp
D3xi S t1

k

f samp
D ~2.3!

with N being the filtering window size.
The GW signals(t) is assumed to be a Gaussian peak

‘‘half-width’’ v51 ms: s(t)}exp(2t2/2v2). Such pulselike
shapes are characteristic of the most common GW b
waveforms simulated numerically: see e.g.@26,27# for the
case of supernova signals. Its amplitude with respect to
background noise is monitored by its optimal SNRrmax @14#:
the average value of the filter output, computed in a no
background with both the Wiener filtering method and a
tector optimally oriented. In the following, we mainly focu
on ‘‘weak’’ signals for which detection problems are likel
We also assume that the sources are uniformly distribu
over the sky, with a random timing. Finally, matched filterin
is used to simulate the detection process.

C. Receiving operator characteristics„ROC…

A convenient way to estimate the capability of a giv
filter to detect a particular GW signal—whose amplitude
fixed according to a chosen value of the maximum S
rmax—is the ROC, which presents on a single plot the det
tion efficiencye versus the filter false alarm ratet obtained
by varying the thresholdh. Following the prescription of
Refs. @18,28#, we consider in the rest of this paper a fal
alarm rateper bin:
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~2.4!

with NFA being the total number of false alarms,NMC the
number of Monte Carlo simulations, andN the size of the
vector of data analyzed at each simulation loop.

D. Coincidence analysis

For the coincidence analysis framework presented in
paper, the event compatibility is tested by comparing
delays between the triggered events for every pair of de
tors. In case of a real GW signal~detected in two detector
Di andD j at timest i andt j respectively!, the time difference
is related to the source position in the sky. LetnW be the unit
vector pointing from the Earth center to the GW source
cation. One has

Dt i j ~nW !5t j2t i5
nW •DW jDi

c
~2.5!

if the filters have triggered on the GW signal in both dete
tors. Neglecting timing errors, such equation defines a ci
in the sky on which the source is located.

Two compatibility tests can be set from Eq.~2.5! for co-
incidence analysis: the first one—the ‘‘loose’’ test—does n
assume that the source location in the sky is known while
other—the ‘‘tight’’ test—uses this additional information
The former case allows one to survey the whole sky with o
single analysis, but at the price of a lower efficiency, wher
the latter can reject more false coincidence events wit
more stringent compatibility condition.

1. Loose compatibility

Let us first consider a full sky search without any know
edge on the GW source location in the sky. The timing de
Dt i j between detectorsDi and D j must obey the following
inequality:

Dt i j &
iDW iD j i

c
5Dtmax

i j ~2.6!

with the term on the right side of the inequality being t
light time travel between the two detectors. Table I shows
maximum delays between all pairs of interferometers. T
largest distance is between LIGO Livingston and ACIG
about 42 ms.

To take into account the statistical uncertainty on the ti
ing locations, an error must be associated with the de
Dt i j . For each interferometer, a single detection error is co
puted by using the relation betweenDtRMS and the maximum
filter output r shown on Fig. 4—see Sec. III B for mor
details. The two errors, assumed to be independent, are
quadratically summed.

The validity of the coincidence is tested by requirin
uDt i j u to be smaller thanDtmax

i j 1h timing
loose 3DtRMS

i j with h timing
loose

being a tunable positive parameter. Finally, multifold coin
dences require that all participating pairs of interferomet
1-3
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TABLE I. Maximum time delays~in ms! Dtmax
i j between pairs of interferometers.

LIGO Hanford LIGO Livingston GEO600 TAMA300 ACIGA

Virgo 27.20 26.39 3.20 29.56 37.06
LIGO Hanford 10.00 25.01 24.86 39.33
LIGO Livingston 25.04 32.24 41.68
GEO600 27.80 37.46
TAMA300 24.58
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are valid. Despite the apparent weakness of condition~2.6!,
taking into account all the delays available between detec
~a redundant set of informations! should nevertheles
strongly cut false alarm events in the network considered

2. Tight compatibility

If the source location in the sky is nowa priori known,
the compatibility condition can be tightened as the true
laysDt true

i j between any pair interferometers are directly co
puted from Eq.~2.5!. In this favorable case, the test requir
the residual delayuDt i j 2Dt true

i j u to be smaller thanh timing
tight

3DtRMS
i j , with h timing

tight to be tuned as well to maximize th
detection efficiency at a given false alarm rate.

E. Simulation procedures

Consecutive outputs of any burst search filter are hig
correlated as the input data segments strongly overlap. T
algorithm outputs cannot be considered as statistically in
pendent realizations of the same random variable: one o
finds clusters of consecutive data exceeding a given thr
old @10# which, in the case of a real GW burst, all correspo
to the same signal. So, one has to redefine the event con
by counting only one single trigger when a consecutive se
filter output values are above the threshold. The two n
paragraphs aim at giving some details on the Monte C
simulation procedure for both coincidence and coher
analysis. Indeed, the latter method is more straightforwar
all chunks of data are ‘‘merged’’ in a precised way.

1. Coincidences

In the coincidence analysis simulations, an event is
fined as a triplet of data: the maximum filter output, its a
sociated time and the label of the interferometer in which
occurred. The coincidence ROC shown in this article ha
been constructed by using two different simulation steps:
computing the false alarm ratetnorm, the other estimating the
detection efficiency in the various network configurations.
both cases, the compatibility between alarms in different
tectors is tested according to the prescriptions given in S
II D above. Results for loose and tight coincidence analy
are presented in Sec. IV.

Concerning false alarms, a two-step process is use
order to limit the computing time needed for simulatio
First, the rate of~clustered! false alarms as a function of th
triggering threshold is computed for the single interferome
case. Fig. 1 shows in this case the evolution oftnorm versus
the threshold in a given window and some horizontal das
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lines translatetnorm into more convenient values. Given th
value of the thresholdh, this curve is used to generate ra
dom false alarms in a particular detector with a uniform tim
distribution. Finally, coincidences are searched in the lists
events associated with the different detectors in the netw

Another point worth being mentioned is that the ma
effect of the alarm clustering procedure is to strongly redu
the false alarm ratetnorm with respect to its estimator base
on the assumption that consecutive filter outputs are indep
dent. As shown in Fig. 2, the ratio between the latter quan
andtnorm is always above 10 and is indeed equal to the m
size of the false alarm clusters.

To compute the detection efficiency, the first part of t
simulation changes. As the maximum delay between two
isting interferometers is 41.7 ms and as millisecond bu
are considered, synchronized data windows ofN
51024 bins~corresponding to 51.2 ms for the sampling fr
quency f samp520 kHz) are enough to contain all the sign
components after interaction with the detectors. Then, ev
are searched for in the data chunks from different detec
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FIG. 1. Normalized false alarm ratetnorm as a function of the
triggering thresholdh. This curve is computed for a window siz
N51024 bins, i.e. 51.2 ms at a 20 kHz sampling frequency.
soon as the threshold is high enough to ensure that the proba
of having a false alarm in the analysis window is below one~i.e. for
a threshold around 3!, this curve is completely independent of th
value ofN used in the simulation.
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and the tests of coincidence compatibility between ala
are performed as in the false alarm case.

As false alarm rates are kept low, the noise realizati
are in this case required not to produce any false alarm
course, this bias is important only for large values oftnorm,
let say above 1025. Below, the probability to have a fals
alarm inN data is under 1%, and so the noise bias does
play any significant role. In this way, one is sure that
triggers are due to some signal components and that co
dence efficiencies are not affected by false alarm contr
tions.

2. Coherent analysis

The coherent analysis simulation is much simpler as
interferometer filter outputs are merged in a single data fl
Assuming a fixed analysis window size (N51024 for in-
stance!, false alarm rates and detection efficiencies are s
ply equal to the ratio of the number of simulations wi
outputs exceeding the threshold to the total number of si
lations. The only assumption made is that errors in the sou
location are negligible, so that the relative shifts applied
synchronize the interferometer data segments are exact.

III. SINGLE INTERFEROMETER STUDY

This section summarizes the performances of a single
terferometer, both in terms of detection efficiency and

FA rate for Gaussian and independent filter outputs
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FIG. 2. Effect of the consecutive filter output correlation on t
false alarm rate. The top graph compares the normalized false a
rate tnorm for a single detector—as computed with the simulati
procedure described in the core of the paper—with the false a
ratet indep computed for the same threshold, assuming that suc
sive filter outputs are uncorrelated normal random variables.
real false alarm rate is at least one order of magnitude below
Gaussian estimate, on the whole range of threshold considered
continuous line in the bottom plot shows, as a function of
thresholdh, the mean size~in bins! of the false alarm clusters
which is, to a very good approximation, equal to the ra
t indep/tnorm represented by the black bullets.
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timing resolution, providing the necessary inputs for the c
incidence studies.

A. ROC

Figure 3 collects some ROC for a single interferomete
the detection efficiencye versus the normalized false alar
ratetnorm. Five different values of the optimal SNRrmax are
considered, ranging from 5 to 15. Like for all the simil
plots of the article, some particular values of the normaliz
false alarm rate converted in more practical units are rep
sented by vertical lines: from 1/year to 1/hour. This fal
alarm range should cover all interferometer operating c
figurations.

Assumingrmax510 and an interferometer optimally or
entated would lead to a detection efficiency very close
100% in the whole false alarm range. Unfortunately, beca
of the nonuniform antenna pattern, the detected signal
plitude is strongly reduced on average, and so the probab
of detection. Thus, for intermediate values ofrmax, the de-
tection is not likely in a single detector, provided that t
trigger threshold is kept high enough to have a small fa
alarm rate. Let us consider for instance the curve correspo
ing to rmax510, a typical value one can expect for a sup
nova at the galactic center@26,27#. In order to reach a 50%
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FIG. 3. ROC for a single interferometer withv51 ms. Five

curves corresponding to different values of the maximal SNR
rmax55, 7.5, 10, 12.5 and 15—are plotted. Like for all the fort
coming ROC, vertical lines give convenient conversions of the fa
alarm rate per bin, assuming a sampling frequencyf samp520 kHz:
from left to right, one false alarm per year, per week, per day,
per hour respectively. Comparing these curves clearly show that
cannot have a high detection efficiency associated to an high
fidence level—i.e. a very small false alarm rate—by using only o
detector to seek GW bursts.
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efficiency, the detector must be run at a false alarm rate
roughly 1/second.

B. Timing performances

As all compatibility tests for network data analysis me
ods are based on time delays between the different inte
ometer candidates, the timing resolution of a filter is anot
important quantity. Like for the detection problem, th
matched filter appears to have the best resolution, as sh
in @28# where optimal and suboptimal filtering methods a
compared. A first study of the Wiener filtering for a Gauss
signal in @14# showed that the timing resolution~i.e. the
RMS of the differenceDt between the timing of the maxi
mum filter output and the real GW timing! could be simply
parametrized:

DtRMS'0.15 msS v

1msD S 10

r D ~3.1!

with an excellent agreement between the fit and the
RMS as soon asr>6.

Here, we extend this work by studying the evolution
DtRMS on a larger range ofr: from 0 ~no signal! to a very
large value—see Fig. 4. This result will be used later
validate coincidences in Sec. IV.
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FIG. 4. Timing resolutionDtRMS ~in ms! of the Gaussian filter
versus the SNRr of the signal as detected in the interferomet
Whenr→0, the noise becomes dominant: the timing of the ma
mum output is uniformly distributed in the analysis window (N
5512) and the resolution reaches the plateauN/A12/f sampling

'7.4 ms. The analytical fit presented in@14# DtRMS51.45/r is
valid in the intermediate rangerP@6;30#. For smaller values of the
SNR, it underestimates the timing uncertainty which increa
much faster because the noise contribution becomes more d
nant. On the other hand, the fit overestimatesDtRMS for very high
values ofr.
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As we focus in this article on a Gaussian peak with wid
v51 ms lasting around 6 ms in total, a window ofN5512
has been chosen to compute the evolution ofDtRMS versusr.
Indeed, it corresponds to 25.6 ms for a 20 kHz sampl
frequency, a duration large enough to include the whole s
nal. Choosing a much larger value forN is not suitable as for
a negligible GW signal completely dominated by the noi
Dt is uniformly distributed in the analysis window. The tim
ing error RMS would then grow ‘‘artificially’’ withN. Con-
sequently, the compatibility condition would be more eas
satisfied, leading thus to an increase of the false alarm r
On the other hand, for very large values ofr, one expect
DtRMS to scale like 1/Ar, i.e. a slower variation than Eq
~3.1!. Ultimately, the timing resolution would be limited b
the sampling frequency.

IV. COINCIDENCES

In this section, different configurations of interferometr
detector networks are studied: the 3-interferometer netw
Virgo-LIGO, the LIGO 3-interferometer network includin
the Hanford 2-km detector, and the full network made of t
six first generation interferometers. They allow one to pred
the performances that could be achieved in detecting G
bursts in coincidence in the future. This network detect
model could easily be updated when final relative sensit
ties are known, or when new second generation detec
appear. In these studies, the loose compatibility test is alw
used, apart in the last Sec. IV D where a summary of ti
coincidence performances is presented.

A. Virgo-LIGO network

First, we consider the three-interferometer network Virg
LIGO. Studying its efficiency is important for two main rea
sons: it includes the detectors with the best foreseen se
tivities and a threefold detection is the minimum number
coincidences required to estimate the source location in
sky.

1. Two-interferometer coincidences

The simplest network is made of two interferometers.
performances depend a lot of the particular configurat
considered, as shown in the following. For the timing co
patibility condition, three different values ofh timing

loose have
been tested in simulations: 1, 2 and 3. It turns out that
best compromise between low false alarm rate and high
tection efficiency is obtained withh timing

loose 51, value used in
the following for all loose coincidence tests.

Figure 5 compares the ROC computed for the three p
of detectors withrmax510. The first point to notice is tha
the efficiency never reaches 60%, even at very high fa
alarm rates: two interferometers are not enough to guara
a likely detection of such bursts. Then, the configuration
sociating the two LIGO detectors shows clearly better p
formances than the two others made of Virgo plus one LIG
Two reasons explain these differences:

The two LIGO interferometers have been built in order
maximize the correlation between their antenna patterns

.
-

s
i-
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creasing the coincidence efficiency. This is the domin
effect—see the next paragraph.

The LIGO detectors are close with respect to Virgo—s
Table I in Sec. II D—and less random coincidences are
lowed in the compatibility window. So, the false alarm rate
shifted to the left thanks to this effect.

This feature remains true if one compares all pairs
interferometers chosen among the full network of six det
tors: the two LIGO configuration ROC is clearly better th
any other. Even the Virgo-GEO600 pair—the two clos
instruments—cannot compete: for a given threshold,
false alarm rate is lower, but also the efficiency as the an
lar patterns do not overlap well.

Figure 6 shows how the two LIGO detection efficien
evolves for different values of the optimal SNR, between
and 15. The largerrmax, the better the efficiency, but th
improvement remains limited: even forrmax515, the detec-
tion probability is only around 50% fortnorm51/hour. So, a
two detector network appears to be not sufficient. Yet, a
point to be mentioned is that the efficiency decreases m
slowly with the false alarm rate than for the single detec
case—see Fig. 3 for comparison. The next section
clearly show the interest of this behavior.

2. Coincidence strategy comparison

Figure 7 compares forrmax510 all the possible coinci-
dence strategies in the Virgo-LIGO network: single detec
coincidences in the two LIGO interferometers~the best pair
of detectors!, twofold coincidences~at least two detections

Virgo-LIGO loose twofold coincidences
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/ d
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Virgo-Livingston

Hanford-Livingston
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FIG. 5. ROC comparing the pairs of detectors belonging to
three-interferometer network Virgo1 the two 4 km-LIGO detec-
tors. In this graph, the maximum SNRrmax is set to 10. As the two
LIGO interferometers have been built together in order to
‘‘aligned,’’ this network shows better performance than the tw
other ones.
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FIG. 6. ROC characterizing the two LIGO detectors which fo
the best pair of interferometers. The five curves cover the ra
betweenrmax55 and 15. Even for the larger values of the optim
SNR, detection efficiency remains below 50% for manageable f
alarm rates~below 1/s!.

FIG. 7. ROC comparing all the coincidence strategies in
Virgo-LIGO network forrmax510. The best configuration require
at least two detections among three, but its efficiency remains
ited for a false alarm rate small enough; in addition, the full co
cidence appears unlikely. These two results clearly show that la
networks are required. A last point worth being mentioned is t
for manageable false alarm rates, the detection efficiency is b
for a two interferometer network than for a single detector.
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among three! and finally full coincidences. The twofold co
incidence strategy is clearly the best: its ROC is above
other ones in the full range of false alarms covered by
graph. Yet, it does not show very high efficiencies: only a
more than 40% for 1 false alarm per hour, and around 25%
the level of 1 per year. In addition, threefold coincidences
very inefficient, and these results are indeed similar for
triplets of interferometers. The networks with the best RO
all include the two LIGO detectors, but their efficiencies d
pend weakly on the location of the third one on Earth:
placing Virgo by GEO600 gives a slightly better result, wh
using TAMA300 or ACIGA decreases a bit the efficiency
given false alarm rates. Therefore, a three interferometer
work does not appear large enough to reach high detec
efficiencies.

Two other interesting points can be extracted from
plots. First, as soon as the false alarm rate becomes s
enough to be realistic~say aroundtnorm51/ few seconds!,
the ROC corresponding to coincidences between the
LIGO detectors crosses the single interferometer ROC
shows larger efficiencies at fixed false alarm rate. This cro
ing is due to the fact that the large decrease in the false a
rate due to the compatibility condition required for a LIG
coincidence is stronger than the corresponding loss in
ciency caused by the twofold detection. This demonstra
that searching GW bursts in one detector is not only d
carded by the small confidence level one can associat
such events, but also because this method is simply les
ficient than others.

Second, for smaller false alarm rates, the ROC for tw
fold coincidences and for the two LIGO get closer. This
due to the fact that the two LIGO antenna patterns are c
one each other and quite different from the Virgo patte
Therefore, when the threshold increases, coincidences
tween Virgo and one LIGO are more strongly suppres
than for the LIGO pair. Yet, the two curves are widely sep
rated in the whole range of false alarm: adding Virgo allo
one to improve significantly the efficiency with respect to t
two LIGO detectors alone—more than 30% on a relat
scale. So, going from two to three interferometers in
network is a clear improvement.

B. Full network of six interferometers

As the previous section pointed out that a three inter
ometer network is not promising enough, we compute in t
section the detection efficiency for the full network of s
detectors. Operating such configuration in the near fut
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should be a clear goal of the worldwide GW communi
Indeed, this network reaches quite promising detection e
ciencies, as Fig. 8 shows. The ROC, computed again
rmax510, correspond to coincidence strategies in which
minimal number of detections is required: from two~top
curve! to six ~bottom curve!. In this configuration, twofold
coincidences are quite likely: more than 80% for 1 fa
alarm per hour and still about 60% for 1/year. In additio
threefold coincidences appear possible: in this case, the
ciency is around 60% for 1 false alarm per day. On the ot
hand, higher multiplicity coincidences are less and less e
cient.

Table II summarizes the loose coincidence results pre
ously presented. It collects detection efficiencies from va
ous strategies, sampled at representative false alarm rat

C. The LIGO network

The LIGO system actually consists of three interfero
eters: the two 4-km detectors in Hanford and Livingston, a

Six-interferometer loose coincidences
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FIG. 8. ROC for the full network coincidence strategies, fro

twofold ~top curve! to sixfold coincidences~bottom curve! and with
rmax510. Detection efficiencies clearly improve by going to thr
to six interferometers; indeed, in this larger configuration, both tw
fold and threefold coincidences are likely, even at very low fa
alarm rates.
TABLE II. Loose coincidence efficiency comparison forrmax510.

Configuration tnorm51/year tnorm51/week tnorm51/day tnorm51/hour

Single detector 16% 20% 23% 30%
At least 2/3~Virgo-LIGO network! 27% 34% 37% 44%
3/3 ~Virgo-LIGO network! 10% 13% 15% 20%
At least 2/6 57% 69% 74% 83%
At least 3/6 47% 52% 57% 65%
At least 4/6 23% 31% 35% 42%
1-8
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the Hanford 2-km interferometer located in the same vacu
tube as the larger instrument. Assuming the most optimi
situation in which the dominant noises of these two neigh
detectors are independent, their close locations significa
reduce the number of random false alarms between them
the other hand, the difference in the arm lengths reduces
2-km detector sensitivity by a factor two. Therefore, it
interesting to see how these two effects balance and ROC
well-suited for such a study.

Figure 9 compares the full LIGO network with the Virgo
LIGO ~4-km! network. The top plot presents ROC for pai
of interferometers: the two LIGO 4-km detectors, Virgo a
each of the LIGO 4-km interferometers, and finally each
the LIGO 4-km interferometers with the Hanford 2-km d
tector. The bottom plot compares the coincidence strate
involving the three detectors in each network: twofold co
cidence~at least two detections among three! and the full
coincidence.

FIG. 9. Comparison between two networks of three interfero
eters: Virgo and the two LIGO 4-km detectors on the one hand,
the three LIGO detectors~including the LIGO-Hanford 2-km! on
the other hand. In order to simplify the labels of the two plots,
interferometer names are shortened: Virgo~V!, LIGO Hanford
4-km ~H4km! and 2-km ~H2km! and LIGO Livingston 4-km
~L4km!. The top graph presents ROC corresponding to coin
dences between pairs of detectors: from top to bottom, the
LIGO 4-km detectors, Virgo associated with each of the two LIG
4-km interferometers, the two Hanford detectors~4 km and 2 km!
and finally Livingston 4-km with Hanford 2-km. The bottom grap
compares the two possible strategies involving all the detector
these networks: twofold coincidences~at least two detections
among three! and full coincidences. As the two LIGO Hanford de
tectors have identical locations, their coincidence false alarm ra
lower than for any other pair of detectors. Yet, this does not co
pensate the difference in sensitivity between them which limits th
detection efficiency: the full LIGO network is less efficient than t
Virgo-LIGO detector. This clearly shows the importance of the fin
interferometer sensitivity.
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These graphs show that the performance of the full LIG
network is worse than the Virgo-LIGO~4 km! network: de-
tections efficiencies at given false alarm rate are better in
latter case. The reduction factor of the LIGO Hanford 2-k
detector sensitivity plays a more important roˆle than the gain
in false alarm rate provided by the coincident locations of
Hanford interferometers. Conversely, this is a strong indi
tion that adding in a network detectors less sensitive t
others will only give limited improvements in detection effi
ciency.

D. Tight coincidences

To conclude this section dealing with coincidence det
tion, Fig. 10 compares ROC computed for different tig
coincidence strategies: coincidences between the two 4
LIGO detectors, twofold and threefold coincidences in bo
the Virgo-LIGO network and the full network of six interfer
ometers. As the source location is assumed to be known h
such curves can be directly compared with the coher
analysis results presented in the next section.

As for the loose coincidence case, a tuning of the para
eter h timing

tight has been performed; values ranging betwee
and 5 have been used, with the choiceh timing

tight 53 giving the
best ROC. Comparing Fig. 10 with Figs. 5 t
8—corresponding to the loose compatibility criterion—
shows that the tight coincidence ROC present larger rela
efficiencies. Yet, the improvement remains limited, from
to 20% in relative. Therefore, the main limitation of the c
incidence ROC appears to be the coincidence algorithm
self, handling only binary informations~signal present or ab
sent! in the different detectors with a fixed threshold.
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FIG. 10. Comparison of ROC (rmax510) corresponding to vari-
ous tight coincidence strategies: LIGO coincidences, twofold a
threefold detections in the Virgo-LIGO network and in the full ne
work of six interferometers.
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V. COHERENT ANALYSIS

Compared to coincidence searches, coherent ana
methods use a more complete set of informations com
from the different components of the network; thus, th
detection efficiency is larger. On the other hand, using th
in real analysis requires an additional hypothesis on
source location, which allows one to properly shift the va
ous detector outputs to synchronize them. In the most g
eral case, the source position in the sky, monitored by
angles, is unknown and thus must be added to the se
unknown parameters describing the GW signal. So, m
templates must be run in parallel to ensure an efficient c
erage of the sky, each of them focusing on a particular a
Consequently, any comparison between coincidence and
herent methods must take into account this fact, leading
particular to a renormalization of the false alarm rate in
case of loose coincidences—see Sec. VII for more det
Yet, if the source location is already known~e.g. from infor-
mations given by detectors sensitive to other radiations!, this
restriction is lifted and one coherent algorithm is enough
this case, its performances can be directly compared with
tight coincidence scenario.

To cope with this requirement, the study of cohere
analysis methods is performed in two steps. In this sect
ROC are computed for a single coherent algorithm, assum
a perfect knowledge of the source location in the sky. Th
the number of filters needed to cover the sky is estimate
Sec. VI, using the formalism of Ref.@23#.

A. Derivation of the statistics from the likelihood ratio

In the following, the derivation of the coherent statisti
based on the likelihood ratio is briefly recalled. Assumi
known the source sky location, the template to be used in
i-th detectorDi takes the form

~5.1!

wheres0 is the generic template shifted by the time delaydt i

and scaled byFi , the factor giving the quality of the inter
action between the antenna and the GW. Without loss
generality, one can assume that^s0us0&(0)51.

Let us consider first the search of a known signal in
single detector output. The most efficient method is in t
case the Wiener filter. Its expression naturally arises in
framework of the likelihood ratio, defined as the condition
probability to have a particular set of data assuming that
signal is present—see e.g. the corresponding discussio
@18#.

By using the same method, one can define a global l
lihood ratio for a set of detectors. With the hypothesis ma
on the interferometer noises~Gaussianity and independence!,
the logarithm of the ‘‘network’’ likelihood ratio lnl is com-
puted by simply summing the corresponding contributio
for the P single detectorsDi :
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ln l5(
i 51

P

ln l i .

Its final expression can be found in Refs.@18,20#:

ln l5(
i 51

P
^si uxi&

s i
2

2
1

2 (
i 51

P
^si usi&

s i
2

~5.2!

which is a second order polynomial function in the unknow
K. Still following @20#, maximizing over this variable and
extracting the polarization anglec from the beam pattern
functions gives the following expression:

ln l5
1

2 F ~cos 2cAW 1sin 2cBW !•gW

uucos 2cAW 1sin 2cBW uu
G 2

~5.3!

with

Ai5
ai

s i
Bi5

bi

s i
and g i~ t0!5

^suxi&

s i
for i 51, . . . ,P.

The vectorgW can be expanded in the following way:

gW 5GAAW 1GBBW 1gW' with gW''AW and gW''BW .
~5.4!

Therefore, only the two first terms of this sum contribu
to the likelihood ratio. One can now compute the value ofc
which maximizes it. By applying the Schwarz inequality, o
gets the following upper bound

~ ln l!max<
1

2
iGAAW 1GBBW i2 ~5.5!

which is reached by choosing 2c such as

cos~2c!5
GA

AGA
21GB

2
and sin~2c!5

GB

AGA
21GB

2
.

The maximum of the likelihood ratio statistics is thus pr
portional to the square of the norm of the orthogonal proj
tion of gW on the subspace generated by the couple (AW ,BW ).
Computing the values ofGA and GB allows one to give a
compact expression of this new statistics, denotedL in the
following:

L5
i~gW •BW !AW 2~gW •AW !BW i2

A2B22~AW •BW !2
~5.6!

with A5iAW i andB5iBW i .
This last expression shows that all the former calculatio

are meaningless ifAW andBW are parallel—indeed, invalidating
Eq. ~5.4!. Fortunately, this critical situation is unlikely in th
sky, as shown in Fig. 11 where the sky map ofucosuABu
5uAW•BW u/(AB) is represented as a function of the celest
sphere coordinates for the Virgo-LIGO network and for t
full set of six detectors.
1-10
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COINCIDENCE AND COHERENT DATA ANALYSIS . . . PHYSICAL REVIEW D 68, 102001 ~2003!
For the first network, the values cosuAB561 can be
reached only in a very small area of the sky while in t
second case, the absolute value of the cosine remains b
0.6 in any direction of the sky. This difference is simply d
to the fact that the vectorsAW andBW have grown from 3 to 6
components and are therefore less likely to be collinear.

B. Statistical behavior of L

To use the estimatorL for data analysis purposes, one c
first study its statistical properties under the hypothesis

FIG. 11. Sky maps and distributions ofucosuABu as a function of
the source sky coordinates (a,d) for two different network configu-
rations:~top! Virgo and the two LIGO interferometers;~bottom! the
full set of six antennas.
ce

10200
ow

f

noise only. To do this, one has to rewrite Eq.~5.6! on a
different way. First, introducing an orthogonal basis in t
plane containingAW andBW by defining the two following vec-
tors @20#:

uW 5
AW

A
1

BW

B
and vW 5

AW

A
2

BW

B
.

L can then be rewritten:

FIG. 12. ROC for the coherent search of GW burst signals in
three-interferometer network Virgo-LIGO, assuming the source
location to be known. The curves have been computed for f
different values of the optimal SNR:rmax51, 5, 7.5 and 10 respec
tively.
~5.7!
of
-
of

ent
e

The second term of the previous equation is the redu
statistics used in the following:

L reduced5F S gW •
uW

uuuW uu
D 2

1S gW •
vW

uuvW uu
D 2G . ~5.8!

From the definitions of the vectorsgW , uW andvW , it clearly
follows that the two Gaussian variablesgW •uW /uuuW uu and
dgW •vW /uuvW uu are uncorrelated. Indeed, the distribution
L reducedis close to ax2 variable with two degrees of free
dom, independently of the source location in the sky and
the particular network considered.

C. Coherent data analysis ROC

Figures 12 and 13 present two examples of coher
ROC, for the three detector network Virgo-LIGO and for th
1-11
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Six-interferometer coherent data analysis
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FIG. 13. ROC for the coherent search of GW burst signals in
full network of interferometers including the 6 currently existin
projects in the world. Forrmax510, the detection efficiency is
higher than 95% in the whole range oft considered ande.80%
for the casermax57.5, assuming the source location to be know
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FIG. 14. Timing resolution of the coherent analysis showing
evolution of the timing errorDtRMS ~in ms! as a function of the
square root of the coherent statistics (L reduced)

1/2. The two curves—
for the Virgo-LIGO network and for the full set o
interferometers—are identical, as expected from the netwo
independent statisticsL reduced.
10200
full set of six interferometers. For the two networks cons
ered here, the coherent analysis ROC are clearly above
coincidence ROC. This is mostly due to the more compl
management of data in the coherent method case. Moreo
comparing with the loose coincidence case, the coherent
proach benefits in addition from the fact that the source
cation is known. Section VII summarizes the comparison
both network data analysis approaches.

One can also note that going from three to six interfero
eters strongly increases the detection probabilities; the dif
ences are more significant than for the coincidence case
deed, forrmax510, the efficiency remains higher than 97
in the whole range of false alarm rates per bin; forrmax
57.5, the detection efficiency is at least 80%. Fort
51/hour andrmax55, one has stille550%.

D. Coherent data analysis timing accuracy

As for the single detector case, the timing accuracy of
coherent method can be easily studied—estimating the
ing accuracy for coincidences is not as straightforward. F
ure 14 shows the evolution of the timing errorDtRMS as a
function of (L reduced)

1/2 for the two examples of network
considered in this section: Virgo-LIGO and the full set of s
interferometers. As for the single detector case, the preci
goes well below the signal half-widthv—taken equal to 1
ms here. Taking the square-root of the~quadratic! coherent
statistics is mandatory in order to have a quantity scal
with the optimal SNRrmax. Due to the ‘‘universality’’ of
L reduced, the two curves presented on the plot overlap p
fectly.

One can also try to connect (L reduced)
1/2 andrmax, at least

in average. Forrmax>3, linear fits give

~L reduced!
1/2'0.673rmax10.89

for the Virgo-LIGO network

~L reduced!
1/2'1.063rmax10.35

for the six-interferometer network.

e

.

e

-

TABLE III. Timing performance comparison for different val
ues ofrmax.

Virgo-LIGO network Full network
rmax Single detector ~coherent analysis! ~coherent analysis!

5 0.44 ms 0.29 ms 0.25 ms
7.5 0.29 ms 0.23 ms 0.18 ms
10 0.24 ms 0.19 ms 0.14 ms

TABLE IV. Coherent timing accuracy for decreasing false ala
rates in the Virgo-LIGO network.

False alarm rate rmax55 rmax57.5 rmax510

1/hour 0.29 ms 0.23 ms 0.19 ms
1/day 0.25 ms 0.21 ms 0.18 ms
1/week 0.24 ms 0.20 ms 0.17 ms
1-12
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Inverting these equations allows one to roughly li
(L reduced)

1/2 to a value of the optimal SNRrmax. Of course,
the larger the network, the higher the mean value
(L reduced)

1/2 at fixedrmax.
The proper way to estimate the timing accuracy impro

ment provided by a network coherent analysis with respec
the single interferometer case is to compare the timing e
RMS for a given optimal SNRrmax. Table III below shows
the timing performances of the different configurations
three values ofrmax: 5, 7.5 and 10 respectively. Only even
exceeding the threshold tuned at a false alarm rate of 1/h
are included in the computation.

As expected, the coherent analysis improves also the
ing precision, especially at low optimal SNR. GW events
not only trigger more often; they are also more precis
located. Finally, Tables IV and V show how the cohere
timing performances at givenrmax evolve when the false
alarm rate is reduced. As the thresholds increase, the qu
of the selected sample improves; yet, the precision in lo
ing the GW signal peaks does not change significantly.

VI. MATCHED FILTERING OF THE CELESTIAL SPHERE
FOR A COHERENT ANALYSIS WITH A NETWORK

OF INTERFEROMETERS

The last step of the coherent search—when the so
location is a priori unknown—consists in estimating th
number of filtersN needed for the sky coverage. To do th
the most efficient way is to use the method first defined
Ref. @23# for the in-spiral binary case, and then extended
coherent analysis of Newtonian chirp binary signals in a n
work up to three interferometers@20#. Here, we still use a
Gaussian peak of widthv as ‘‘generic’’ GW burst signals.

The main difference with the matched filtering case is t
there is no more symmetry between the interferometer d
and the template. Quantifying the separation between
close filters is thus not easy. For instance, let us consider
case of the polarization anglec; as shown in Sec. V A, there
exists an analytical way to maximizeL over c templatewhile
csignal remains ‘‘hidden’’ in the noisy data. The solution pro
posed by Ref.@20# is to choose some values forcsignal—and
also for the binary orbit inclination in that case—and to e
timate the number of templatesN for these different configu-
rations. Numerically, it is found thatN does not change by
more than a factor 3 in the range of parameters tested. In
paper, a different path is followed: the logarithm of the lik
lihood ratio is first averaged overc, which allows one to
focus only on the sky angular dependence of the beam
tern function.

Before presenting the calculation one can remark that

TABLE V. Coherent timing accuracy for decreasing false ala
rates in the full network.

False alarm rate rmax55 rmax57.5 rmax510

1/hour 0.25 ms 0.18 ms 0.14 ms
1/day 0.24 ms 0.18 ms 0.14 ms
1/week 0.23 ms 0.18 ms 0.14 ms
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first pointed out in@20#, the loss in SNR caused by a mis
match in the source direction is mainly due to the cor
sponding wrong time delays.

A. Ambiguity function and metric in the celestial coordinates

Assuming a mismatchdt i between the Gaussian pea
template and the GW signal—both of characteristic wid
v—a straightforward calculation of the correlation gives

^si uxi&5K2~Fi !2expF2S dt i

2v D 2G . ~6.1!

The exponential term reduces the maximal correlation
the signal widthv provides a time scale with which the erro
dt i is compared. Of course, Eq.~6.1! would be meaningless
in the case of a single detector, as a simple opposite ti
shift of the template would allow one to recover the fu
SNR. In coherent analysis, time shifts cannot be optimiz
separately for each interferometer; therefore, a wrong ma
of the detection leads to unavoidable losses in SNR. T
logarithm of the likelihood ratio averaged on the polarizati
angle is thus equal to

ln l5K2(
i 51

P

~w i !2FexpF2S dt i

2v D 2G2
1

2G with w i5
F̄ i

s i
.

~6.2!

To ‘‘transform’’ ln l into an ambiguity function giving the
relative mean loss in SNR due to the direction mismatch,
choosesK such as lnlu(dti50)51, which is achieved with

K5A 2

( i 51
P ~w i !2

.

A Taylor expansionA around (dt i50)i 51, . . . ,P at the sec-
ond order gives the quadratic approximation of the ambi
ity function, assumed to be valid provided that the allow
losses of SNR remain small

A512
1

4v2

( i 51
P ~w i !2~dt i !2

w2
with w25(

i 51

P

~w i !2.

~6.3!

Then, one has to replace thedt i by their expressions in
term of the two angular variables locating the source dir
tion in the sky: the right ascensiona and the sine of the
declinationX5sind. Let V represent the center of Earth an
nW be the unit vector radiating from it in the source directio
One has

dt i52
1

c
dnW •VDW i

with c being the speed of light anddnW the error in the direc-
tion of the source location—note that from Eq.~6.2! the sign
convention ofdt i does not matter. The computation ofdnW is
straightforward:
1-13
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dnW5S 2A12X2 sina 2
X cosa

A12X2

A12X2 cosa 2
X sina

A12X2

0 1

D S da

dXD .

The 332 matrix appearing in the previous equation will b
designed asM in the following. In order to shorten the ex
s

be
r-
l-

as

10200
pressions appearing in the metric calculation, one can
introduce a 333 matrix G defined as follows:

Gkl5(
i 51

P

~w ikk
i !3~w ik l

i ! with VW Di5S k1
i

k2
i

k3
i
D .

The G matrix contains all the network characteristics. Equ
tion ~6.3! can thus be rewritten:
~6.4!
ul-
ch

al,
due
nnot
e

The tiling metricg is thus

g5
G

4v2c2w2
.

The exact expressions for the coefficients of the~symmetri-
cal! 232 matrix G are given in Appendix A, and also it
determinantDG .

B. Number of templates needed for the various
network configurations

Calculating the metric allows one to estimate the num
of templatesN2D needed to cover the whole sky for a pa
ticular network of interferometers, given the maximal a
lowed loss in SNR. This last quantity is usually written
r

12MM whereMM is the ‘‘Minimal Match’’ @23#—a con-
ventional value isMM597%.

Still following Ref. @23#, N2D is computed by integrating
over the sky the square root of the metric determinant, m
tiplied by a scaling factor depending on the minimal mat
and on the parameter space$(a,X)%. One gets finally

N2D;
1

8v2c2~12MM !
E

[ 2p;p] 3[ 21;1]
FADG

w2 GdadX.

~6.5!

From this formula, one can note that the longer the sign
the smaller the number of templates. This last feature is
to the particular burst shape chosen in the paper and ca
be generalized to any GW signal~indeed pure sines behav
at
TABLE VI. Comparison between coincidence and~rescaled! coherent analysis detection efficiencies
various false alarm rates.

False alarm ratetnorm 1/week 1/day 1/hour

Twofold loose coincidence 34% 37% 44%
Twofold tight coincidence 37% 41% 47%
Coherent analysis~no correlation! 61% 65% 72%
Coherent analysis (kcorrel57%) 46%~* ! 53%~* ! 60%
Coherent analysis (kcorrel51) 43% ~* ! 48% ~* ! 54% ~* !

Virgo-LIGO network

False alarm ratetnorm 1/week 1/day 1/hour

Twofold loose coincidence 69% 74% 83%
Twofold tight coincidence 76% 82% 87%
Threefold loose coincidence 52% 57% 65%
Threefold tight coincidence 61% 64% 72%
Coherent analysis~no correlation! 98% 99% 100%
Coherent analysis (kcorrel50.5%) 98.1%~* ! 98.6% 99.3%
Coherent analysis (kcorrel51) 96.0%~* ! 96.7%~* ! 97.6%~* !

Full network
1-14
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in an exactly opposite way as the larger their number
cycles, the more they need to be accurately tracked in n
data!. Appendix B gives an estimation ofN for the different
networks of existing interferometers.

One can see that the smaller the network, the more
value of N depends on the particular configuration. This
particularly true for the case ofP52 detectors for which
there is a factor higher than six between the extreme val
In this case, the number of templates does not only dep
on the light-distance between the two interferometers
also on their respective orientations. For larger networks,
results are closer: the exact locations of the detectors ap
less important; they look more ‘‘randomly’’ spaced on Ear
For the set of 6 interferometers, one hasN;5320.

C. Extending the space parameter

One can also assume that the exact width of the G
signal is not known and thus thatv is another parameter o
the search. It is easy to check that the only change in
~6.3! is the apparition of a new term reducing in addition t
ambiguity function:

2
1

4 S dv

v D 2

wheredv is the error on the Gaussian peak width. As t
width and the angular parameters are decoupled, estima
N is straightforward:

N3D;
3A3

64c2~12MM !3/2S E[ 2p;p] 3[ 21;1]
FADG

w2 GdadXD
3S E

[vmin ;vmax]

dv

v3 D . ~6.6!

To measure the ‘‘template cost’’ due to the addition of t
third free parameterv, one can for instance compute th
ratio between the ‘‘3D’’ number of filters needed to fill bo
thev range@vmin ;vmax# and the corresponding ‘‘2D’’ num-
ber forv5vmin fixed. As seen from Eqs.~6.5! and~6.6!, this
ratio does not depend on the network as the angular integ
simplify

N3D@vmin ;vmax#

N2D~vmin!
5

3A3

16A12MM
F12S vmin

vmax
D 2G . ~6.7!

For MM597%, the numerical factor in front of th
brackets is equal to 1.88 and this asymptotic value is quic
reached when the ratiovmin /vmax decreases. The number o
templates only doubles when one goes from two to th
parameters; thus, covering coherently the celestial spher
a burst search over a wide range of durations is not
expensive. This number has to be compared with the ove
timated value ofN3D computed by multiplyingN2D by the
number of filtersNv needed to cover the one-dimension
parameter space@vmin ;vmax#. As Nv512 for the numerical
data considered in this section@29#, the saving in template
number—and thus in CPU time—is at least a factor 6.
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VII. COMPARISON OF COINCIDENCES AND COHERENT
DATA ANALYSIS METHODS

As previously stated, comparing the ROC for cohere
and coincident analysis leads to the clear conclusion that
former approach shows better performances. Indeed, m
ods based on a coherent use of the various datasets mus
better results than coincidences, as the merging of infor
tions provided by the different interferometers is more co
plete than a simple binary test~absence or presence of th
signal in a given detector!.

A very strong assumption made for the study of the c
herent analysis is that the source location is known, wher
no such hypothesis is necessary for loose coincidence de
tions.A priori, this additional information could be the mai
origin of the performance differences between the two n
work data analysis methods. Yet, the studies performed
this paper do not confirm this hypothesis of the domin
improvement factor. Indeed, tight coincidences have a
been studied. In this case, the source location is assume
be known, as for the coherent analysis, and so ROC
directly comparable. Yet, the performance gap between
two network algorithms remains wide.

Requiring the knowledge of the source location for coh
ent filtering has also another consequence: to cover the
sky, many templates must be used in parallel. Therefore,
meaningful quantity is no more the false alarm rate per
tsingle of a given coherent filter, but rather the global fal
ratetglobal, computed by taking into account the whole set
templates. As the parameter space grid is thin, false ala
between close filters are certainly correlated: if one filter tr
gers, some templates corresponding to neighbor locat
should also exceed the threshold. Computing the correla
level is a complete work by itself; thus, in this article, w
only estimated it roughly with a toy Monte Carlo cheating
the precise location of the templates. Assuming 1 false al
per hour and per template, the fraction of filters triggeri
simultaneously iskcorrel'7% for the Virgo-LIGO network
andkcorrel'0.5% for the full set of 6 interferometers. As

tglobal;tsingle3kcorrel3N ~7.1!

with N being the number of templates computed in the p
vious section. From the numerical results given in Appen
B, one can deduce that with a minimal matchMM597%
one has

tglobal'H 3503tsingle for the Virgo-LIGO network

253tsingle for the full network
~7.2!

as the template number isN;5000 in both cases.
Comparing Figs. 3 to 8 on the one hand and Figs. 12,

on the other hand clearly shows that even if the horizon
axis of the coherent ROC are shifted by these values on
right, the corresponding detection probabilities rema
clearly higher than for the coincidence methods.
1-15
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Indeed, Table VI summarizes the coincidence and~res-
caled! coherent analysis efficiencies1 for different false alarm
rates. Three scenarios are compared:

tglobal5tsingle: no correlation between templates;
kcorrel equal to the estimations presented above;
the worst~and unlikely! case,kcorrel51: maximum corre-

lation.
Finally, one can note that keepingkcorrel constant when

tnorm decreases leads to an overestimation of the temp
correlations at smaller false alarm rates: the higher
threshold, the smaller the probability to have again the fi
outputs triggering when the data sets are shifted one w
respect to the other. Therefore, coherently analyzing d
coming from the different detectors increases significantly
all cases the detection potential of interferometer netwo
Moreover, the number of templates involved in such searc
appears low enough to make these analyzes feasible w
small CPU farm.

The main reason why coherent analysis appears so
cessful is certainly its capability to sum the signal contrib
tions from the different interferometers regardless whet
they individually trigger. A coherent detection can perfec
originate from outputs distributed in such a way that none
them triggers on coincidence strategies for thresholds
justed to the same false alarm rate. On the other hand, c
cidences always loose a significant fraction of the availa
information, which becomes more and more important as
network size increases: the larger the network, the m
likely that a GW signal strong enough is above the ba
ground noise in some of these detectors.

VIII. CONCLUSION

Coincidence and coherent data analysis methods in
works of interferometric GW detectors are compared in t
article thanks to a network model which allows one to co
pare these two approaches quantitatively, through R
curves. Indeed, these graphs summarize well the behavi
a particular algorithm for a given GW signal over a wid
range of false alarm rates. First, coincidence methods
studied in different networks from two to six interferomete
To select events, two different compatibility criteria are d
fined. The first one, the loose test, does not require any
sumption on the source location in the sky; therefore, usin
allows one to search events in the whole celestial sph
however with limited efficiency.

From this study, it clearly appears that searching G
bursts in a single detector is not efficient at all. For wh
concerns two detector networks, the LIGO 4-km pair is
most efficient, due to their relative closeness and espec
to their ‘‘parallel’’ orientation. Yet, detection efficiencies re
main limited for such reduced networks. Therefore, lar
sets of detectors have to be considered. Adding Virgo to
two LIGO detectors shows a significant enhancement of

1The values tagged with an~* ! in Table VI have been estimated b
prolongating the ROC beyond the range of false alarm ra
achieved by the numerical simulations.
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twofold detection efficiency. But higher-fold coincidences r
main improbable, unless the network size increases sig
cantly. So, the goal of a worldwide coincidence analy
should be to include as much interferometers as possib
indeed, six would not be too much—in the network.

A complementary study of the full LIGO network includ
ing the two 4-km interferometers and the 2-km detector
Hanford shows that differences in the sensitivity of netwo
components have important consequences on the netw
performances: the factor two difference in the 2-km interf
ometer sensitivity is more important than the false alarm r
reduction due to the close location of the two Hanford det
tors. Therefore, an efficient network should contain interf
ometers with sensitivities as close as possible. Convers
adding less efficient instruments to a network is not prod
tive.

Finally, few ROC about tight coincidences are present
As the source location is known, the compatibility test
more constraining, leading thus to an improvement of
ROC performances. Yet, the gain is small as coincide
analyses are limited by the loss of information due to
binary diagnostic made in each interferometer of the n
work. On the other hand, coherent analyses benefit from
detector outputs without a priori on the presence or abse
of a GW signal in the data, and are so much more power

The difference in performances between coincidence
coherent analysis is significant in both networks conside
here: Virgo-LIGO and the full network of six detectors. C
herent detection efficiencies remain very large even at sm
false alarm rate forrmax510—more than 95% attnorm
51/week in the six detector network. On the other ha
weaker signals~sayrmax55 or below! are not well seen: the
final sensitivities of network components will be critical. F
nally, the timing accuracy of coherent data analysis meth
is also considered; as expected, it is in average better tha
single interferometer case, and improves with the netw
size.

Another point worth being mentioned about cohere
analysis methods is that they could be used even when
waveform is not accurately known, like for GW bursts
general. Indeed, the only assumption made in this pape
that the filtering algorithm is linear—cf. Eq.~2.3!. For in-
stance, one could also use some robust and efficient fi
@6,28# which only depend on a single parameter, the analy
window size.

The price to pay for the high performances of the coher
data analysis method is its complexity, especially with
spect to the loose coincidence approach. But, at least in
case of burst signals, this does not appear to be a st
limitation: the number of templates needed to scan ac
rately the whole sky is quite small—at most a fe
thousand—even including the signal width. In addition, t
correlation between the templates is estimated to be belo
few percent or even less. Therefore, the loss in performan
induced by the increase of the global coherent false al
rate with respect to the single template case is limited:
herent methods are better than coincidence searches.

So, the main conclusion of this study is that one sho
not limit collaborative data analysis to the exchange of sin
s
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interferometer events, especially for GW bursts. Otherwis
large fraction of detection efficiency will be lost, which ma
be crucial for rare sources, like e.g. close supernovae. U
the full set of available data for GW signal search—in t
largest possible network—should be an important goal of
worldwide GW data analysis community, at least in a m
term perspective.

APPENDIX A: COEFFICIENTS AND DETERMINANT
OF THE METRIC MATRIX G

With the notations defined in the core of the paper,
coefficients of the 232 symmetrical matrixG are

G115~12X2!@G11sin2a2G12sin~2a!1G22cos2a#

G125G215XF ~G112G12!sin 2a

2
2G12cos 2a G

1A12X2~G23cosa2G13sina!

G225
X2

12X2
~G11cos2a1G22sin2a1G12sin 2a!

2
2X

A12X2
~G13cosa1G23sina!.

To estimate the number of templatesN, one needs to com
pute the determinant ofG. Extensive calculations give

DG5~G11G222G12
2 !X222XA12X2@~G22G132G12G23!

3cosa1~G11G232G12G13!sina#1~12X2!

3@~G22G332G23
2 !cos2a1~G11G332G13

2 !sin2a

1~G13G232G12G33!sin 2a#.

As shown by the previous formula,DG is never singular,
even in the directionsX561.

APPENDIX B: LIST OF THE NUMBERS
OF TEMPLATES FOR THE DIFFERENT

CONFIGURATIONS OF DETECTORS

This appendix gives the estimated number of templa
needed to cover the whole sky for each possible networ
interferometers: from 2 detectors to the whole set of 6 an
nas. These numbers are computed withv51 ms andMM
597% and thus must be properly rescaled for differ
choices of these two coefficients—see Eq.~6.5!.

In Tables VII–X compiling the results of the calculation
the interferometers are simply designed by a single let
Virgo ~V!, LIGO Hanford ~H! and LIGO Livingston~L!,
GEO600~G!, TAMA300 ~T! and ACIGA ~A!.
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TABLE VII. Estimated number of templates for 2 interferomet
networks.

Configuration N Configuration N Configuration N

V-H 4980 H-L 2580 L-T 5070

V-L 4770 H-G 4680 L-A 2040

V-G 800 H-T 4870 G-T 5060

V-T 5060 H-A 3590 G-A 4180

V-A 4190 L-G 5100 T-A 4710

TABLE VIII. Estimated number of templates for 3 interferom
eter networks.

Configuration N Configuration N Configuration N

V-H-L 5020 V-G-T 5050 H-G-A 4920

V-H-G 4880 V-G-A 4260 H-T-A 5430

V-H-T 5130 V-T-A 5150 L-G-T 5220

V-H-A 5050 H-L-G 5000 L-G-A 4820

V-L-G 4910 H-L-T 5200 L-T-A 5080

V-L-T 5060 H-L-A 3460 G-T-A 5300

V-L-A 4800 H-G-T 5090

TABLE IX. Estimated number of templates for 4 interferomet
networks.

Configuration N Configuration N Configuration N

V-H-L-G 5290 V-H-T-A 5300 H-L-G-T 5340

V-H-L-T 5150 V-L-G-T 5190 H-L-G-A 5260

V-H-L-A 4970 V-L-G-A 5080 H-L-T-A 4870

V-H-G-T 5190 V-L-T-A 5170 H-G-T-A 5220

V-H-G-A 5140 V-G-T-A 5230 L-G-T-A 5290

TABLE X. Estimated number of templates for 5 interferomet
networks.

Configuration N Configuration N Configuration N

V-H-L-G-T 5270 V-H-L-T-A 5240 V-L-G-T-A 5290

V-H-L-G-A 5230 V-H-G-T-A 5330 H-L-G-T-A 5290
1-17
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