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Supernova pointing with low- and high-energy neutrino detectors

R. Tomàs, D. Semikoz, G. G. Raffelt, M. Kachelrieß, and A. S. Dighe
Max-Planck-Institut fu¨r Physik (Werner-Heisenberg-Institut), Fo¨hringer Ring 6, 80805 Mu¨nchen, Germany

~Received 14 July 2003; published 21 November 2003!

A future galactic SN can be located several hours before the optical explosion through the MeV-neutrino
burst, exploiting the directionality ofn-e scattering in a water Cherenkov detector such as Super-Kamiokande.
We study the statistical efficiency of different methods for extracting the SN direction and identify a simple
approach that is nearly optimal, yet independent of the exact SN neutrino spectra. We use this method to
quantify the increase in the pointing accuracy by the addition of gadolinium to water, which tags neutrons from
the inverse beta decay background. We also study the dependence of the pointing accuracy on neutrino mixing
scenarios and initial spectra. We find that in the ‘‘worst case’’ scenario the pointing accuracy is 8° at 95% C.L.
in the absence of tagging, which improves to 3° with a tagging efficiency of 95%. At a megaton detector, this
accuracy can be as good as 0.6°. A TeV-neutrino burst is also expected to be emitted contemporaneously with
the SN optical explosion, which may locate the SN to within a few tenths of a degree at a future km2

high-energy neutrino telescope. If the SN is not seen in the electromagnetic spectrum, locating it in the sky
through neutrinos is crucial for identifying the Earth matter effects on SN neutrino oscillations.

DOI: 10.1103/PhysRevD.68.093013 PACS number~s!: 97.60.Bw, 14.60.Pq, 25.30.Pt, 95.55.Vj
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I. INTRODUCTION

Observing a galactic supernova~SN! is the holy grail of
low-energy neutrino astronomy. The question ‘‘how well c
one locate the SN in the sky by the neutrinos alone?’
important for two reasons. First, the MeV-neutrino burst p
cedes the optical explosion by several hours so that an e
warning can be issued to the astronomical community@1,2#,
specifying the direction to look for the explosion. Second
in the absence of any SN observation in the electromagn
spectrum, a reasonably accurate location in the sky is cru
for determining the neutrino Earth-crossing path to vario
detectors since the Earth matter effects on SN neutrino o
lations may well hold the key to identifying the neutrin
mass hierarchy@3–8#.

Nearly contemporaneously with the optical explosion
outburst of TeV neutrinos is expected due to pion product
by protons accelerated in the SN shock@9#. This neutrino
burst could produce of order 100 events in a future k2

high-energy neutrino telescope, allowing for a pointing ac
racy of a few tenths of a degree. Apart from the precise
pointing, the detection of high-energy neutrinos would
important as the first proof that SN remnants accelerate
tons.

The optical signal from a SN, if observed, can give t
most accurate determination of its position in the sky. Ap
from the observations at the optical telescopes, the m
GeV to TeV photons associated with the accelerated pro
in the shock could be detected on the ground by air Che
kov telescopes after the SN environment becomes trans
ent to high-energy photons. If a suitable x- org-ray satellite
is in operation at that time, the SN would be visible in the
wavebands starting from the optical explosion. A satel
such as INTEGRAL could resolve the SN with an angu
resolution of 12 arc min@10#.

However, it is possible that the SN is not seen in the en
electromagnetic spectrum. This can be the case if it is o
cally obscured, no suitable x- org-ray satellite operates, an
0556-2821/2003/68~9!/093013~12!/$20.00 68 0930
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the air Cherenkov telescopes are blinded by daylight or
satellites and telescopes simply do not look in the right
rection at the right time. It is also possible that not eve
stellar collapse produces an explosion so that only neutr
and perhaps gravity waves can be observed. In such a
nario, the best way to locate a SN by its core-collapse n
trinos is through the directionality ofne2→ne2 elastic scat-
tering in a water Cherenkov detector such as Sup
Kamiokande@11,12#. Much less sensitive methods includ
the time-of-arrival triangulation with several detecto
@11,13# or the systematic dislocation of neutrons in scintill

tion detectors that measuren̄ep→ne1 and the subsequen
neutron capture@14#.

The pointing accuracy of Super-Kamiokande or a futu
megaton detector such as Hyper-Kamiokande or UNO

strongly degraded by the inverse beta reactionsn̄ep→ne1

that are nearly isotropic and about 30–40 times more
quent than the directional scattering events. Recently it w
proposed to add to the water a small amount of gadoliniu
an efficient neutron absorber, that would allow one to det
the neutrons and thus to tag the inverse beta reactions@15#.
Evidently this would greatly improve the pointing: a taggin
efficiency of 90% would double the pointing accuracy@15#.
At high tagging efficiency, however, the nearly isotrop
oxygen reactionne1 16O→X1e2 remains as the dominan
background limiting the pointing accuracy. In this paper w
analyze the realistic pointing accuracy of a water Cheren
detector as a function of the neutron tagging efficiency.

The directionality of the elastic scattering reaction is p
marily limited by the angular resolution of the detector a
to a lesser degree by the kinematical deviation of the fin
state positron direction from the initial neutrino. Extractin
information from ‘‘directional data’’ is a field in its own righ
@16,17#. An efficient method is the ‘‘brute force’’ maximum
likelihood estimate of the electron events, taking into a
count the angular resolution function of the detector on
of a nearly isotropic background. For a large number
©2003 The American Physical Society13-1
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events, the accuracy with this method in fact asymptotica
approaches the minimum variance as given by the R
Cramér bound@18,19#. However, for a small number of sig
nal events,Ns&200, we find that a fraction of the informa
tion content of the data as measured by the Fis
information @20# cannot be extracted by even the maximu
likelihood method. Using the Rao-Crame´r bound therefore
overestimates the pointing accuracy of an experiment
small Ns . In this paper, we determine the realistic accura
by using a concrete and nearly optimal estimation metho

Since the angular resolution depends on the event ene
the likelihood method requires as input the functional fo
of the neutrino energy spectra that are only poorly known
is difficult to systematically take into account the errors
troduced by a wrong choice of the fit function for the like
hood method. Therefore we look for ‘‘parameter-free’’ met
ods like harmonic analysis that use only the informat
contained in the data and exploit the symmetry of the ph
cal situation. We discuss the efficiency of two metho
closely related to the harmonic analysis and find a sim
iterative procedure making them nearly as efficient as
maximum likelihood approach. We use the most efficie
method thus obtained for analyzing the simulated events
detector. This makes our estimations realistic and even a
conservative, since the existence of a better parameter
method is not excluded. We also study the dependence o
pointing accuracy on the neutrino mixing parameters and
initial neutrino spectra, and use the ‘‘worst case’’ scenario
order to estimate the accuracy.

Finally, we briefly study the pointing accuracy in high
energy neutrino telescopes that can pick up the TeV neut
burst expected around the time of the optical explosi
While an accurate pointing is easy for any of the existing a
future neutrino telescopes if the neutrinos are obser
through the Earth, it is far more difficult against the atm
spheric muon background from above. Even this would
possible for future km2 detectors such as IceCube or Nem
that could detect around 100 SN events with TeV energ
within about one hour.

We begin in Sec. II with a discussion of the statistic
methodology for extracting information from directional da
using a toy model. In Sec. III we study the realistic S
pointing accuracy of water Cherenkov detectors as a func
of the neutron tagging efficiency, using realistic SN neutr
spectra. In Sec. IV we turn to the pointing accuracy of hig
energy neutrino telescopes. Section V is given over to c
clusions.

II. ANALYZING DIRECTIONAL DATA

A. Pointing with maximum likelihood estimate

As a first case we study SN pointing with then-e elastic
scattering events in the absence of any other backgro
thus obtaining a bound on the realistic pointing accuracy.
this end we use the toy model introduced in Ref.@11#, i.e. we
imagine a directional signal that is distributed as a tw
dimensional Gaussian on a sphere. This choice is motiv
by the observation that the scatter of signal event directi
is dominated by the angular resolution of the detector, and
09301
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the assumption that the angular resolution function is Gau
ian. Later in Sec. III we consider a more realistic appro
mation to the angular detector response.

The angular width of the assumed Gaussian distributio
denoted byds , where s stands for ‘‘signal.’’ As a further
simplification we assumeds!p/2, allowing us to approxi-
mate the sphere by a plane. Taking the signal to be cent
at q050, the probability distribution function~PDF! of the
signal events is

f s~q,f!dqdf5
1

C expS 2
q2

2ds
2D dm ~1!

with dm5sinqdqdf. HereC[*dm exp@2q2/(2ds
2)# is a nor-

malization constant taking the valueC52pds
2 for planar ge-

ometry.
In the case of Super-Kamiokande, around 300 elastic s

tering events constitute the directional signal. Assuming
mean electron energy to be 11 MeV, a cone with open
angle,68'25° around the true direction contains 68% of t
reconstructed directions@21#. Solving

E
0

2p

dfE
0

(,68p/180°)

dq f s~q,f!50.68, ~2!

we find ds'17°. For Ns@1 signal events without back
ground, the central limit theorem implies that the mean
constructed direction is withinds /ANs of the true direction
for 68% of all SN observations. This quantity, which is'1°
for 300 events, gives the absolute lower bound on the po
ing accuracy in the absence of all backgrounds. We note
Ref. @11# usesds'25° and hence obtains 1.5° for the poin
ing accuracy. We further note that ourds /ANs'1° implies
that 95% of all SN reconstructions lie within a circle of a
gular radius 2.4° of the true direction.

The main degradation of the pointing accuracy is cau
by the nearly isotropic inverse beta decay background.
extent of this degradation was addressed for the first tim
Ref. @11#. The PDF on a sphere that representsNs signal
events distributed like a Gaussian around the direct
(q0 ,f0) as well as theNb isotropic background events is

f ~q,fuq0 ,f0!dqdf5
dm

Nb1Ns
F Nb

4p
1

Ns

C expS 2
,2

2ds
2D G ,

~3!

where

,[cos21@cosq cosq01sinq sinq0cos~f2f0!# ~4!

is the angular distance between the direction of an incom
neutrino and the experimentally measured direction of
Cherenkov cone. We have introduced here the usual nota
f (xux0) for the PDF to stress the dependence off on the data
x5(f,q) and the parametersx05(f0 ,q0).

The maximum likelihood estimate~MLE! method is the
most efficient way to extract information from statistic
data. For the PDF of Eq.~3! the likelihood function forN
events is
3-2
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L~q0 ,f0!} )
a51

N

f ~q (a),f (a)uq0 ,f0!, ~5!

where (q (a),f (a)) are the coordinates of thea th event.
One commonly uses the Fisher information matrix@20# to

estimate a lower bound on the uncertainty of the parame
extracted by the MLE method. In our case the Fisher ma
is defined as

Fi j [ K ]2ln L~q0 ,f0!

]Q i]Q j
L , ~6!

wherei , j 51,2, Q1[q0 , Q2[f0 and^•••& denotes an av-
erage with respect tof dqdf. Since the off-diagonal ele
ments of this matrix vanish, the error in the measuremen
the two angles is simply given by

DQ i5A1/Fii . ~7!

This lower bound on the pointing error is also known as
Rao-Crame´r bound@18,19#.

For the sake of definiteness, we have chosen the SN
rection to lie in the equatorial plane so thatDq05Df0, and
define the pointing errorDq as

Dq[A 1

N21 ( ~q̄2^q̄&!2, ~8!

whereq̄ is the estimate forq0 from a given method andN is
the number of simulations used. The Rao-Crame´r bound cor-
responds to the inequality

~Dq!2>~Dq!Fisher
2 [1/F, ~9!

whereF may beF11 or F22.
The accuracy of the MLE method approaches asympt

cally the Rao-Crame´r bound for a sufficiently large numbe
of events@22#. For a finite number of data points, the ML
saturates this bound only if the PDF used in the MLE can
written in the product form

f ~xux0!5g~x0!h~x!exp@A~x0!B~x!#. ~10!

If the PDF cannot be written in this form, the efficiency
the MLE is significantly smaller than unity at low values
Ns .

In Fig. 1 we show the efficiency« of the MLE in ‘‘Fisher
units,’’

«[~Dq!Fisher
2 /~Dq!2, ~11!

as a function of the numberNs of signal events while keep
ing the background-to-signal ratioNb /Ns fixed at 30, which
is the expected ratio of the inverse beta decay events to
elastic scattering events in a water Cherenkov detec
Though the MLE efficiency tends asymptotically to the Ra
Cramér bound for large values ofNs , this bound overesti-
mates the MLE pointing accuracy by;10% for Ns&200.

We stress that the Rao-Crame´r bound as an estimate of th
MLE pointing efficiency is useful only in the limit where th
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spherical nature of our problem can be approximated b
planar geometry, i.e. when the angular resolution of the
tector is much better than 90°. This condition is satisfied
our case. For the general case of a PDF defined on a sp
the MLE still provides an optimal method to determine t
pointing accuracy, but the Fisher information matrix n
longer provides a direct asymptotic bound on the point
accuracy. We are not aware of a generalized version of
Rao-Crame´r bound that would relate directly to the varianc
of the pointing estimate in the case of a truly spherical pr
lem.

B. Efficiencies of parameter-free methods

The MLE is an optimal method to extract informatio
from experimental data if the probability distribution fun
tion is known. This is not the case in our situation, where
exact forms of the neutrino spectra are needed and thes
only poorly known. It is therefore worthwhile to look fo
other methods which may be less efficient, but which do
depend on the exact form of the PDF. In our case of
pointing we wish to consider methods that do not depend
prior knowledge of the exact neutrino energy spectra.

Let us consider two pointing methods that exploit t
symmetries of our physical situation, but are independen
the exact details of the PDF. If the efficiency of such
method turns out to be comparable to the maximum like
hood method for the toy model of the previous section, th
that method may be expected to be efficient also in the r
istic case where the exact PDF is not known and the M
method cannot be employed.

One obvious approach is the ‘‘center of mass’’~CM!
method. The center of massS of the events,

Si[ (
a51

N

m(a)xi
(a) , i 51,2,3, ~12!

FIG. 1. Efficiencies of different estimation methods described
the text forNb /Ns530. RC corresponds to the Rao-Crame´r mini-
mum variance.
3-3
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TOMÀS et al. PHYSICAL REVIEW D 68, 093013 ~2003!
is taken to be the estimator of the true center of the distri
tion, wherex[(sinq cosf,sinq sinf,cosq). For an ideal
detector the event weightsm(a) are equal and can be set
one. More realistically, the detection probabilityp is a func-
tion of the detection anglesq,f and the weight ism(a)

51/p(q (a),f (a)).
A second approach is the ‘‘orientation matrix’’~OM!

method@16#. Here the major principal axis of the orientatio
matrix

Ti j [ (
a51

N

m(a)xi
(a)xj

(a) ~13!

is taken to be the estimator.
These two methods are equivalent to a harmonic analy

alm5 (
a51

N

Ylm~q (a),f (a)!, ~14!

restricted to the first moment for CM, and up to the seco
moment for OM. This equivalence can be seen either b
direct evaluation of Eq.~14! or by identifyingSi with a di-
pole moment and relatingTi j to a quadrupole momentQi j .
Since 3Ti j 5Qi j 1Nd i j , the direction of the major principa
axis is identical for both ellipsoids. Note that the orientati
matrix is a reducible tensor and therefore contains inform
tion from the first as well as the second moment.

Neither of these methods requires any prior knowledge
the neutrino spectra or cross sections. However, they inv
some loss of information and hence will give larger pointi
errors than the MLE. In order to quantify the efficiency
these methods we generate a data sample according t
PDF of Eq. ~3! and show the respective pointing errors
Fig. 2. We keep the number of signal events fixed atNs

FIG. 2. Pointing errorDq for different estimation methods fo
Ns5300. RC corresponds to the minimum variance as given by
Rao-Crame´r bound.
09301
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5300, and show the pointing errorDq as a function of
Nb /Ns . Note that in the absence of neutron tagging this ra
is expected to be around 30–40.

Figure 2 shows that the error of MLE is almost the sa
as the Rao-Crame´r ~RC! bound. However, the errors of CM
and OM are much larger. One may also notice that OM
more accurate than CM. This difference may be attributed
the fact that whereas CM tries to exploit the spherical sy
metry of the background, OM exploits the cylindrical sym
metry of the background about the arrival direction, which
broken much more weakly by statistical fluctuations in t
background. Moreover, in terms of a harmonic analysis, O
involves information from bothl 51 and 2 while CM in-
volves onlyl 51.

In order to increase the efficiency of CM and OM, we u
the physical input that the signal is concentrated within
small region around the peak. Cutting off the events beyo
a certain angular radius would then increase the signa
background ratio and the above methods may be app
iteratively to this new data. This procedure converg
quickly and gives a much better estimate of the incom
neutrino direction. The optimal value of the angular cut ha
very weak dependence on the number of events and
background-to-signal ratio. It depends mainly on the value
ds and is found to lie between 2ds and 3ds . Within this
range, the efficiency depends only weakly on the exact va
of the angular cut. We tried both a sharp cutoff and a Gau
ian weight function; both choices give practically identic
results.

The optimal value of the cut also increases slowly w
decreasing background-to-signal ratio, and in the limit
zero background, the method without cut is clearly mo
efficient than the method with cut since the latter now c
off signal but no background. However, the variation due
changing the cut is of the order of only a few percent. The
fore, we keep the value of the cut to be constant at 40°
the analysis in this section. Our results for the pointing
curacy will therefore be somewhat conservative.

We denote the CM and OM methods with this cuttin
procedure by CMc and OMc, respectively. Figure 2 sho
how the pointing error decreases drastically with the cutt
procedure. It may also be observed that the accuracy of C
stays close to that of MLE for low values of the backgroun
to-signal ratio, while the accuracy of OMc is close to ML
in the entireNb /Ns range.

The efficiencies of all methods depend on bothNs and
Nb /Ns . In Fig. 1 we show the efficiency« for different
methods as a function ofNs , keepingNb /Ns fixed at 30. For
a large number of signal events,Ns*300, all methods tend
to their asymptotic efficiencies«` . The OMc method is
close to its asymptotic efficiency«`'0.77 already forNs
'200 whereas CMc needsNs'300 events to reach«`

'0.71. Since the OMc method turns out to be more effici
that CMc in all the parameter ranges, henceforth we conti
using only the OMc method for further estimations.

With neutron tagging, the value ofNb /Ns decreases, and
that increases the efficiency of the OMc method. In Fig.
we show the efficiency of OMc at different values ofNb /Ns .
At Nb /Ns510, which corresponds to the tagging efficien

e
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« tag'67%, the asymptotic efficiency of OMc already in
creases to 0.85, and atNb /Ns55, corresponding to« tag
'83%, it reaches 0.90. Moreover, with decreasingNb /Ns
the asymptotic value is reached at lower and lower num
of signal events. For higher tagging efficiencies, the optim
value of the angular cut increases. In fact, as noted befor
the limit of no background the OM method without the cut
more optimal. However this limit is physically not reache
due to the presence of oxygen events.

The OMc method thus sacrifices less than 25%, and
higher tagging efficiency, even less than 15%, of the point
accuracy of the MLE method. On the other hand, it has
great advantage of being independent of the detailed neu
spectra and cross sections. Therefore, this method ca
extremely useful for a fast analysis of the SN signal. Af
all, an early warning would depend on a quick and sim
data analysis while later one can certainly optimize by fitt
detailed energy spectra to the observed signal.

We stress that our preference for a parameter-free me
over MLE in this analysis is strongly influenced by the cu
rent status of our knowledge regarding the PDF of the an
lar distribution. It may indeed be possible to use MLE a
include all the systematic uncertainties, perhaps giving a
ter estimate for the pointing accuracy. However, faced wit
tradeoff between model independence and higher efficie
we give more weight to the former. If in future we unde
stand the primary spectra much better than we do now,
preference may change.

III. SUPERNOVA POINTING ACCURACY OF WATER
CHERENKOV DETECTORS

We now apply our method to a more realistic represen
tion of the SN signal in a water Cherenkov detector. We sh
limit our analysis of the pointing accuracy to our be

FIG. 3. Efficiency of OMc with a 40° angular cut for differen
values ofNb /Ns .
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parameter-free method, i.e. the orientation matrix meth
with an angular cut~OMc!.

In order to determine the pointing accuracy numerica
we simulate a large ensemble of SN signals in a water C
enkov detector, assuming different efficiencies for neut
tagging. To this end we assume that the SN is at a dista
D510 kpc and releases the neutron-star binding energyEb

5331053 erg in the form of neutrinos. Details of the a
sumed neutrino spectra and fluxes are given in Appendix
The spread in the predicted neutrino spectra has been t
care of by using two models, a model from the Garchi
group~model G! @23# and a model from the Livermore grou
~model L! @24# as described in the same appendix. We ta
into account the effects of neutrino flavor conversions
considering the three mixing scenarios,~a! normal mass hi-
erarchy and sin2Q13*1023, ~b! inverted mass hierarchy an
sin2Q13*1023, and ~c! any mass hierarchy and sin2Q13

&1023. The six combinations of the models and neutri
mixing scenarios are represented by G-a, G-b, G-c, L-a, L
L-c. We use sin2(2Q()50.9 for the solar neutrino mixing
angle.

As reaction channels we use elastic scattering on elect
ne2→ne2, inverse beta decayn̄ep→ne1, and the charged-
current reactionne1 16O→X1e2, while neglecting the
other, subdominant reactions on oxygen. The cross sect
for these reactions are summarized in Appendix B. The o
gen reaction is included because it provides the domin
background for the directional electron scattering reaction
a detector configuration with neutron tagging where the
verse beta reaction can be rejected.

For the detector we assume perfect efficiency above
‘‘analysis threshold’’ of 7 MeV, and a vanishing efficienc
below this energy. The actual detector threshold may be
low as 5 MeV. Though lowering the threshold increases
ratio of elastic scattering events and the inverse beta eve
it also introduces a background from the neutral-current
citations of oxygen~see Appendix B!. In order to avoid ad-
ditional uncertainties from the cross section of these oxy
reactions, we use the higher analysis threshold. We h
checked that the net improvement by lowering the thresh
to 5 MeV is less than 10% in all cases.

We assume a fiducial detector mass of 32 kiloton of wa
Using the neutrino spectra and mixing parameters from
six cases mentioned above, we obtain 250–300 electron s
tering events, 7000–11500 inverse beta decays, and 1
800 oxygen events. The ranges correspond to the varia
due to the six different combinations of neutrino mixing sc
narios and models for the initial spectra.

The procedure of event generation is described in App
dix C. The angular resolution function of the Supe
Kamiokande detector does not follow a Gaussian distri
tion, rather it is close to a Landau distribution that we use
our simulation. In Fig. 4, the angular distribution ofn̄ep
→ne1 events~gray/green! and elastic scattering eventsne2

→ne2 ~black/blue! of one of the simulated SNe are show
in Hammer-Aitoff projection, which is an area preservin
map from a sphere to a plane.

The position of the SN is estimated with the OM
3-5
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TOMÀS et al. PHYSICAL REVIEW D 68, 093013 ~2003!
method. As explained in Sec. II, the optimal value of t
angular cut depends on the neutron tagging efficiency as
as the neutrino spectra. We use a sharp cutoff with 30° op
ing angle for the OMc, which may not be optimal, but
observed to be close to optimal in almost the whole para
eter range. For low values of« tag, the value of the cut should
be lowered whereas for large values of« tag it should be in-
creased by about 10°. The optimal cut depends also on
details of the detector properties and neutrino spectra.

A histogram of the angular distances between the true
the estimated SN position found in 40000 simulated SNe
different neutron tagging efficiencies for the case G-a
shown in Fig. 5. The histogram fits well the distribution

f ~, !d,5
1

d2
expS 2

,2

2d2D ,d,, ~15!

where, is the angle between the actual and the estimated
direction, andd is a fit parameter.

FIG. 4. Angular distribution ofn̄ep→ne1 events~gray/green!
and elastic scattering eventsne2→ne2 ~black/blue! of one simu-
lated SN.

 0

 500

 1000

 1500

 2000

 0  1  2  3  4  5  6  7  8

FIG. 5. Histogram of the angular distance, of the estimated SN
direction to the true one for 40000 simulated SNe with neutr
parameters corresponding to G-a and neutron tagging efficien
« tag50,0.8 and 1. The fits using the distribution in Eq.~15! are also
shown.
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Defining the opening angle,a for a given confidence
level a as the value of, for which the SN direction esti-
mated by a fractiona of all the experiments is containe
within a cone of opening angle,, we show in Fig. 6 the
opening angle for 95% C.L. for the six cases of neutri
parameters. Clearly, the pointing accuracy depends we
on the neutrino mixing scenario as well as the initial neutr
spectra. Some salient features of this dependence ma
understood qualitatively as follows.

The signal events are dominated byne . Indeed, nearly
half of the elastic scattering events are due tone , whereas
the remaining half are due to the other five neutrino spec
The cross section of electron scattering events increases
energy. Therefore, the more energetic thene arriving at the
detector, the larger the number of signal events and the b
the pointing accuracy. Though the initial averagene energies
are equal in the models G and L, the model L gives a mu
larger average energy for the initialnx spectrum. Thene-nx
mixing then tends to give more energeticne in the model L.
As a result, for each mixing scenario, the model L predict
better pointing accuracy than the model G.

Within a model, the pointing accuracy is governed by t
background-to-signal ratio. Since the cross section of
dominating backgroundn̄ep reaction increases with energ
more n̄e-nx mixing tends to give more energeticn̄e and
hence more background and less pointing accuracy. The
of n̄e-nx mixing to ne-nx mixing within a model is the small-
est for the mixing scenario~a! and the largest for the scenar
~b!. Therefore, within a model the scenario~a! always gives
the best pointing accuracy and the scenario~b! always gives
the worst. Note that in the limit« tag51.0 when all then̄ep
background is eliminated, the scenarios~b! and~c! give iden-
tical pointing accuracies since the finalne spectra in these
two schemes are identical.

o
ies

FIG. 6. The pointing accuracy,95 as a function of the neutron
tagging efficiency« tag for six cases corresponding to three neutri
mixing scenarios and two models for the initial neutrino spectra
3-6
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SUPERNOVA POINTING WITH LOW- AND HIGH- . . . PHYSICAL REVIEW D 68, 093013 ~2003!
If neutrino experiments or supernova simulations have
ready identified the actual scenario, we could use the co
dence limits given by that particular scenario. Indeed,
information for identifying the mixing scenario may alread
be contained in the observed neutrino spectra themse
which may be extracted by further data analysis@3–8#. How-
ever, in the absence of the immediate availability of t
information, one has to select the least efficient scena
G-b, in order to obtain the most conservative limits. This
the scenario with the leastne-nx mixing, the largestn̄e-nx
mixing and the lowest initial average energy fornx .

Since the pointing accuracy is worse when the compon
of initial nx flux in the final ne flux is smaller, the ‘‘worst
case’’ scenario is expected to be when thene survival prob-
ability p ~see Appendix A! takes its highest possible valu
which is nearly 0.45 at 3s @25#, corresponding to
sin2(2Q()'0.99. In Table I we give the values of the ope
ing angle, for this ‘‘worst case’’ scenario for various confi
dence levelsa and tagging efficiencies. We also give th
values of the fit ford in Eq. ~15!, from which the numbers
for any confidence level can be read off. For« tag50, at 95%
C.L. the pointing accuracy is 7.8°, which improves to 3.
for « tag580% and 3° for« tag51. This is nearly a factor of 3
improvement in the pointing angle, which corresponds
almost an order of magnitude improvement in the area of
sky in which the SN is located.

The last column~marked by!) in the table shows the
pointing accuracy in the limit of no background, i.e. the ca
where all the inverse beta decay as well as the oxygen ev
are weeded out. This gives the intrinsic limiting accuracy d
to the angle of electron scattering, the angular resolution
the detector and the efficiency of our OMc algorithm. F
95% C.L. the table gives a pointing accuracy of 2.9°. T
may be compared with the 2.4° that was estimated in S
II A for the toy model when there was no background. T
degradation in the pointing accuracy may be attributed to
loss of information in the OMc method, the 10% smal
number of events in the SN simulation, and the differen
between the actual angular distribution and the Gaussia
taken in the toy model.

For a SN at 10 kpc, in the worst case scenario we
nearly 10600 events, out of which the electron scatter
signal isNs'270. We are then already at or just below t

TABLE I. Opening angle,a of the cone witha confidence level
to contain the true SN direction for different tagging efficienc
with the ‘‘worst case’’ scenario. The bottom row gives the widthd
of the Gaussian distributionf (,). The! column gives the pointing
accuracy in the limit when all the background, including the oxyg
events, is weeded out.

« tag

0 0.5 0.8 0.9 0.95 1.0 !

a50.68 4.7 3.0 2.4 2.0 1.9 1.8 1.7
a50.90 6.8 4.2 3.1 2.9 2.7 2.6 2.5
a50.95 7.8 5.0 3.6 3.2 3.2 3.0 2.9
a50.99 10.0 6.1 4.5 4.1 3.9 3.7 3.6

d 3.0 1.9 1.4 1.3 1.2 1.2 1.1
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asymptotic limit for the efficiency of the OMc method. For
larger detector like Hyper-Kamiokande, the desired accur
can be calculated simply by rescaling according to the nu
ber of signal events. For a detector with 25 times the fiduc
volume of Super-Kamiokande, the pointing accuracy is th
expected to be 2° without gadolinium and 0.6° with« tag

.90%. If the total number of events is much smaller th
10000, for small« tag the efficiency of OMc will be smaller
and this factor needs to be taken into account for calcula
the real pointing accuracy. For« tag.0.8, the scaling with
number of events should even work for a very small num
of events, as can be seen from Fig. 3.

Note that all the model dependences discussed h
though clearly observable, are only around 10%~see Fig. 6!.
This indicates that the pointing accuracy estimates are q
model independent, and hence robust.

IV. HIGH-ENERGY NEUTRINO TELESCOPES

A. High-energy supernova neutrinos

Turning to the putative TeV neutrino burst associated w
a SN explosion we note that the shock wave may well ac
erate protons to energies up to 1016 eV. This idea is sup-
ported by the fact that the cosmic rays below the kneeE
,1016 eV, contain a total amount of energy comparable
that injected by all galactic SNe. The possibility of detecti
high-energy neutrinos from a galactic SN has been discus
in the literature. In particular, it was shown that during t
first year after the explosion, the SN shock wave will pr
duce a large flux of neutrinos with energies above 100 G
inducing more than 103 muons in a km2 detector@26#. More
recently it was suggested that the high-energy neutrino sig
would arrive just 12 hours after the SN explosion and wo
last for about one hour, giving about 100 muon events w
E.1 TeV in a km2 detector@9#. The possibility of neutrino
emission soon after the pulsar formation inside the SN en
lope was also considered in@27#.

Of course, the number of expected events strongly
pends on unknown parameters, in particular on the total
ergy emitted in the form of pionsEp

tot at a given time and the
maximum energy of the emitted neutrinosEmax. The neu-
trino spectrum depends on that of the accelerated prot
However, higher-energy neutrinos have a greater chanc
being detected so that we are not interested in the exact s
tral shape once it is a typical power law for shock accele
tion, dNn /dE}E2a with a<2. If the spectrum is softer,a
.2, detecting the neutrinos is more difficult. Note that t
spectrum of protons after shock acceleration can be do
nated by high-energy particles in some cases@28#, or even
can be monochromatic if protons are accelerated in a po
tial gap. We will concentrate on the ‘‘standard’’ case of
E22 neutrino spectrum, although our results for other ca
will be similar. Following the calculation of Ref.@9# and
assumingEmax51 TeV we expect around 50 muon events
a km2 detector during 1 hour at a time about 12 hours af
the SN explosion. For a larger maximum energy,Emax
51000 TeV, the number of muons increases to 200.

n
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B. Signal from below

In order to discuss the expected signal in different n
trino telescopes@29,30# we begin with the case where the S
happens in a part of the sky that a given neutrino telesc
sees through the Earth. Future km2 detectors like IceCube a
the South Pole@31#, or northern projects like the Gigato
Water Detector at Baikal@32# and Nemo in the Mediterra
nean @33# can detect the high energy neutrinos. For ea
event the angular resolution is around one degree. In
case the pointing to the SN can be resolved with an accu
of about 1°/A50'88 ~arc min!. However, this purely statis
tical error does not include possible systematic effects. M
important is the limited knowledge of the alignment of the
detectors. Therefore, the pointing accuracy of a km2 detector
is probably larger and around a few tenths of a degree.

Even the existing smaller detectors can see a signific
signal. The northern sky is under control of AMANDA-I
@34# with an effective area of 0.1 km2 and angular resolution
of 2° at TeV energies. AMANDA-II will then detect 5~20!
events forEmax51 TeV (1000 TeV) and thus will be able t
resolve the SN direction to better than 1°. After the
completion, the northern projects ANTARES@35# and
NESTOR@36# will be comparable to AMANDA-II.

C. Signal from above

If the high-energy SN neutrinos arrive ‘‘from above
they are masked by the large background of atmosph
muons. For IceCube this background is about
31010 yr21 from the upper hemisphere at the ‘‘trigger’’ leve
@37#. This corresponds to nearly 300 hr21 deg22. If we note
that the angular resolution is about 1°, the expected signa
100 events will be much larger than the background fluct
tions in one pixel of the sky. Moreover, the expected S
neutrinos will have multi-TeV energies so that energy c
will reduce the background. Also, the significance of the s
nal will be enhanced by the angular prior defined by
low-energy signal in Super-Kamiokande.

For AMANDA-II size detectors both background and si
nal are about 10 times smaller. Moreover, the angular re
lution is only about 2°. Therefore, the expected signal in o
pixel of the sky will be comparable to the background flu
tuations. Energy cuts may allow one to detect the SN sig
from the ‘‘bad’’ side of the sky.

V. SUMMARY AND CONCLUSIONS

The MeV neutrinos from the cooling phase of a SN w
arrive at the Earth several hours before the optical explos
These neutrinos will not only give an early warning of t
advent of a SN explosion, but they can also be used to
termine the location of the SN in the sky, so that the opti
telescopes may concentrate on a small area for the obs
tion.

In a water Cherenkov detector like Super-Kamiokan
then-e scattering events are forward peaked and thus ca
used for the pointing. The main background comes from
inverse beta decay reactionsn̄ep→ne1, which is nearly iso-
tropic and has a strength more than 30 times that of
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electron scattering ‘‘signal’’ reaction. The reactions of t
neutrinos with oxygen also contribute to the nearly isotro
background.

The authors of Ref.@11# have estimated the pointing ac
curacy using the Rao-Crame´r bound. This may overestimat
the accuracy by;10% since even the most efficient metho
the maximum likelihood estimate, can reach the minimu
variance bound only for a large number of signal even
More importantly, the maximum likelihood method needs
an input the exact form of the fit function, which is no
available due to our currently poor knowledge of the ne
trino spectra. Taking into account the errors due to a wro
choice of the fit function is difficult. Therefore we choose
calculate the pointing accuracy using a concrete and sim
estimation method that is independent of the form of the
function.

We explore some parameter-free methods that only
the data and exploit the symmetries inherent in the phys
situation, and therefore give a model independent estima
of the pointing accuracy while sacrificing some informati
from the data. We perform a statistical analysis of the
methods using a toy model, which has a Gaussian signa
top of an isotropic background. We find that a method t
uses the ‘‘orientation matrix’’ with an appropriate angular c
~OMc! is an efficient method that uses more than 75% of
information contained in the data ifNs*200. We argue that
this loss of information is well worth the gain of model in
dependence, and continue to use this method for the sim
tion of the actual angular distribution at a water Cherenk
detector. It turns out that this method is much more effici
than the one used in Ref.@12#.

One may add gadolinium to Super-Kamiokande in ord
to tag neutrons and therefore reduce the background du
inverse beta decay events. We quantify the increase in
pointing accuracy as a function of the neutron tagging e
ciency« tag. It is found that the accuracy increases by mo
than a factor of two with« tag50.8 and by nearly a factor o
3 for « tag50.95. For« tag.0.95, the oxygen events act as th
major background and that saturates the advantage o
creasing the tagging efficiency beyond this value.

The efficiency of the OMc method improves with
smaller background-to-signal ratio, which makes this meth
even more useful at high tagging efficiencies. It is also o
served that at higher« tag this method attains its maximum
efficiency level for a much smaller number of events. T
optimal value of the cut increases with increasing« tag,
though this dependence is weak and we perform our esti
tions with a fixed value of the cut, which is near optimal
the whole parameter range. Our estimations are there
slightly conservative.

With a simulation of a water Cherenkov detector lik
Super-Kamiokande, we determine the pointing accuracy
tained from a SN at 10 kpc. The accuracy has a weak dep
dence on the neutrino mixing scenarios and the initial n
trino spectra. We find that the worst case scenario is w
the detectedn̄e spectrum has the largest admixture of t
initial nx spectrum, and the detectedne spectrum has the
lowest admixture of the initialnx spectrum. This worst cas
turns out to be the one with the inverted neutrino mass h
3-8
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SUPERNOVA POINTING WITH LOW- AND HIGH- . . . PHYSICAL REVIEW D 68, 093013 ~2003!
archy, sin2Q13*1023, and the largest possible solar mixin
angle. The OMc method gives the pointing accuracy of 7
at 95% C.L. without neutron tagging. The accuracy improv
to 3.6° at 80% tagging efficiency and to 3.2° at 95% tagg
efficiency. Beyond this, the pointing accuracy saturates
to the presence of the oxygen events and the limited ang
resolution of the detector. For a larger detector, the expe
accuracy may be scaled according to the number of eve
At a megaton detector like hyper-Kamiokande, this gives
accuracy of 0.6° for« tag.0.9.

The SN shock wave may produce a TeV neutrino bu
that arrives at the Earth within a day of the initial Me
neutrino signal. This can give about 100 events withE
.1 TeV at a km2 detector like IceCube. Since the angul
resolution of this detector is as good as 1°, the SN may
located to an accuracy of a few tenths of a degree. The
iting factor here is the alignment error of these detectors.
time correlation and the directionality of the events allo
IceCube to detect them even ‘‘from above’’ against the ba
ground of atmospheric muons.
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APPENDIX A: NEUTRINO FLUXES

For the time-integrated neutrino fluxes we assume dis
butions of the form@38#

F05
F0

E0

~11a!11a

G~11a! S E

E0
D a

expF2~a11!
E

E0
G , ~A1!

whereF0 denotes the flux of a neutrino species emitted
the SN scaled appropriately to the distance travelled from
SN to Earth. HereE0 is the average energy anda a param-
eter that relates to the width of the spectrum and typica

TABLE II. The parameters in the neutrino spectra models fr
the Garching group and the Livermore group.

Model ^E0(ne)& ^E0( n̄e)& ^E0(nx)&
F0~ne!

F0~nx!

F0~n̄e!

F0~nx!

G 12 15 18 0.8 0.8
L 12 15 24 2.0 1.6
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takes on values 2.5–5, depending on the flavor and the p
of neutrino emission. The values of the total fluxF0 and the
spectral parametersa andE0 are generally different forne ,
n̄e andnx , wherenx stands for any ofnm,t or n̄m,t .

We consider two models for the initial neutrino fluxe
The first one is the recent calculation from the Garch
group@23#, which we refer to as the model G. It includes a
relevant neutrino interaction rates, including nucleon brem
tahlung, neutrino pair processes, weak magnetism, nuc
recoils and nuclear correlation effects. The second one is
Livermore simulation@24#, referred to as model L, that rep
resents traditional predictions for flavor-dependent SN n
trino spectra that have been used in many previous analy
The parameters of these models are shown in Table II.
takea(ne)5a( n̄e)5a(nx)53.0 for both models. The value
of a is not expected to have any significant influence on
pointing accuracy.

When neutrino mixing is taken into account, the flux
arriving at a detector are

Fne
5pFne

0 1~12p!Fnx

0 , ~A2!

F n̄e
5 p̄F n̄e

0
1~12 p̄!Fnx

0 , ~A3!

4Fnx
5~12p!Fne

0 1~12 p̄!F n̄e

0

1~21p1 p̄!Fnx

0 . ~A4!

Since the four neutrino speciesnx cannot be distinguished a
the detectors, we only give the sum of their fluxes, 4Fnx

.

Here p and p̄ are the survival probabililities ofne and n̄e
respectively.

Depending on the mass hierarchy and the value of
mixing angleQ13, the survival probabilitiesp and p̄ belong
to one of the three mixing scenarios shown in Table III. W
neglect the Earth matter effects and the details of the ‘‘tr
sition’’ region around sin2Q13;1023 @3,4#. We also neglect
terms of order (Q13)

2 in p and p̄. Thenp and p̄ depend only
on the solar mixing angle as given in the table, and are
dependent of the values of solar and atmospheric m
squared differences as well as the atmospheric mixing an

APPENDIX B: NEUTRINO REACTIONS IN WATER

1. Elastic scattering on electrons

The differential cross section of the reactionn1e2→n

1e2 with n5$ne ,n̄e ,nm,t ,n̄m,t% is given by

TABLE III. The possible combinations of survival probabilitie

p and p̄.

Case Hierarchy sin2Q13 p p̄

~a! Normal *1023 0 cos2Q(

~b! Inverted *1023 sin2Q( 0
~c! Any &1023 sin2Q( cos2Q(
3-9
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ds

dy
5

GF
2meEn

2p FA1B~12y!22C
me

En
yG , ~B1!

wherey5Ee /En is the energy fraction transfered to the ele
tron, GF the Fermi constant, andme the electron mass. Th
coefficientsA, B andC differ for the four different reaction
channels and are given in Table IV. The vector and ax
vector coupling constants have the usual valuesCV52 1

2

12 sin2QW andCA52 1
2 with sin2QW'0.231.

The scattering angleq between the incoming neutrin
and final-state electron is implied by

y5
2~me /En!cos2q

~11me /En!22cos2q
. ~B2!

2. Inverse beta decay

For n̄ep→ne1 we use the differential and total cross se
tions Eqs.~5!–~7! of Ref. @39#, including the leading QED
radiative corrections.

3. Oxygen as a target

Another important reaction is the charged-currentne ab-
sorption on oxygen@40,41#. The dominant channels are

ne116O→ 15O1p1e2, ~B3!

ne116O→ 15O* 1p1g1e2, ~B4!

ne116O→ 14N* 1p1p1e2. ~B5!

While these reactions cause far fewer events in a water C
enkov detector than inverse beta decay, they do not h
final-state neutrons and thus cannot be tagged. Therefor
a detector configuration with efficient neutron tagging, the
reactions provide the dominant background to the directio
electron scattering reactions.

The neutrino energy threshold in these reactions is
proximately 15 MeV. The total cross section, summed o
all channels, has been tabulated for the range 15<En

<100 MeV @41#. Directly above threshold the cross secti
is very small. We find that for 25<En<100 MeV the tabu-
lated cross sections are nicely represented by the analyt

s~ne116O→X1e2!

54.7310240 cm2F S En

MeVD 1/4

2151/4G6

. ~B6!

TABLE IV. Coefficients used in Eq.~B1! for the elastic scatter-
ing of neutrinos on electrons.

A B C

ne (CV1CA12)2 (CV2CA)2 (CV11)22(CA11)2

n̄e
(CV2CA)2 (CV1CA12)2 (CV11)22(CA11)2

nm,t (CV1CA)2 (CV2CA)2 CV
22CA

2

n̄m,t
(CV2CA)2 (CV1CA)2 CV

22CA
2
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For an accurate determination of the detector respo
one needs the differential distribution of final-statee2 ener-
gies and angular directions for a given incidentEn . Refer-
ence@40# provides extensive plots of such distributions af
folding them with thermalEn distributions. This information
is too indirect for our purposes. Therefore, we limit our i
vestigation to a schematic implementation of this proc
where we assume that in every reaction the final-state en
is Ee5En215 MeV. For the angular distribution we assum

ds

d cosq
512

11~Ee/25 MeV!4

31~Ee/25 MeV!4
cosq, ~B7!

whereq is the angle between incidentne and final-statee2.
This means that for small energies the angular distributio
proportional to 12 1

3 cosq while for large energies it is 1
2cosq, i.e. it becomes more backward peaked for high e
ergies. Our schematic approach roughly mimics the beha
shown in Ref.@40#. Since the oxygen cross section is ve
energy dependent, the contribution of this reaction to
pointing accuracy depends sensitively on the neutrino ene
spectrum and is thus very uncertain anyway.

Another potentially important class of charged-current
actions is@40,41#

n̄e116O→X1e1. ~B8!

However, the contribution to the detector signal is somew
smaller than caused by the abovene reactions. Moreover, the
n̄e reactions typically involve final-state neutrons and th
are rejected by neutron tagging. One exception is

n̄e116O→ 16N1e1, ~B9!

but its contribution is small. Therefore, we neglect this ent
class of reactions in our study.

Another class of reactions is the neutral-current excitat
of oxygen@42#

n116O→n1X1g. ~B10!

Most of these reactions cannot be rejected by neutron
ging. However, the total cross section for neutral-curr
scattering, including the channels without final-stateg, is
smaller than for the charged-currentne reaction@41#. More-
over, theg energies are below 10 MeV, and most of the
even below our analysis threshold of 7 MeV. Therefore,
also neglect this class of reactions.

APPENDIX C: EVENT GENERATION

For the generation of each of the events the followi
steps are performed:

~1! The energyEn of the reacting neutrino is chosen accor
ing to Fn(En)s(En). The energyEe and the scattering
angleq of the outgoing electron/positron is chosen a
cording to the differential cross section of the particu
reaction.
3-10
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SUPERNOVA POINTING WITH LOW- AND HIGH- . . . PHYSICAL REVIEW D 68, 093013 ~2003!
~2! The measured energyEdet of the scattered electron
positron is determined by adding Gaussian noise w
variances(Ee)5AEeE0, whereE050.22 MeV. If Edet

,Eth57 MeV, the event is not used in the data analys
~3! The measured position (f,q) of the event is simulated

according the angular resolution function of Sup
Kamiokande.

The angular resolutionR(,)d, is defined as the probabil
ity that inside two cones with opening angles, and ,1d,
around the true direction the reconstructed direction is c
tained. Reference@21# gives numerical values for the open
ing angle, of a cone around the true direction which co
tains 68% of the reconstructed directions as well as
values ofR(,) as a function of, for various energies. An
inspection by eye shows thatR(,) is characterized by a
large tail and cannot be well fitted by a Gaussian distributi
Inspired by the Landau distribution for energy losses,
have found thatR(,) is well described by

R~, !5C expS 2
x1e2x

2 D sin~, !, ~C1!

whereC is a normalization constant, and

x5
,

s
2a, ~C2!

a520.7E/MeV23.7, ~C3!
98

s

s

rt.

rt.

h/

s,

09301
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qmax538°AMeV/E, ~C4!

s5@qmax1 ln~22A3!#/a. ~C5!

For illustration, we show in Fig. 7 the angular resolutio
R(,) as a function of, for positron energiesEe56.8 and
16.1 MeV as implemented in our simulation, together w
the measurements extracted from@21#.
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FIG. 7. Our fit of the angular resolutionR(,) as a function of,
for positron energiesEe56.8 and 16.1 MeV together with measure
points from Ref.@21#.
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