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Supernova pointing with low- and high-energy neutrino detectors
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A future galactic SN can be located several hours before the optical explosion through the MeV-neutrino
burst, exploiting the directionality af-e scattering in a water Cherenkov detector such as Super-Kamiokande.
We study the statistical efficiency of different methods for extracting the SN direction and identify a simple
approach that is nearly optimal, yet independent of the exact SN neutrino spectra. We use this method to
quantify the increase in the pointing accuracy by the addition of gadolinium to water, which tags neutrons from
the inverse beta decay background. We also study the dependence of the pointing accuracy on neutrino mixing
scenarios and initial spectra. We find that in the “worst case” scenario the pointing accuracy is 8° at 95% C.L.
in the absence of tagging, which improves to 3° with a tagging efficiency of 95%. At a megaton detector, this
accuracy can be as good as 0.6°. A TeV-neutrino burst is also expected to be emitted contemporaneously with
the SN optical explosion, which may locate the SN to within a few tenths of a degree at a futtre km
high-energy neutrino telescope. If the SN is not seen in the electromagnetic spectrum, locating it in the sky
through neutrinos is crucial for identifying the Earth matter effects on SN neutrino oscillations.
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[. INTRODUCTION the air Cherenkov telescopes are blinded by daylight or the
satellites and telescopes simply do not look in the right di-
Observing a galactic supernoy&N) is the holy grail of rection at the right time. It is also possible that not every
low-energy neutrino astronomy. The question “how well canstellar collapse produces an explosion so that only neutrinos
one locate the SN in the sky by the neutrinos alone?” isand perhaps gravity waves can be observed. In such a sce-
important for two reasons. First, the MeV-neutrino burst pre-nario, the best way to locate a SN by its core-collapse neu-
cedes the optical explosion by several hours so that an eartyinos is through the directionality ofe” — ve™ elastic scat-
warning can be issued to the astronomical commuriit§],  tering in a water Cherenkov detector such as Super-
specifying the direction to look for the explosion. Secondly,Kamiokande[11,12. Much less sensitive methods include
in the absence of any SN observation in the electromagnetiie time-of-arrival triangulation with several detectors

spectrum, a reasonably accurate location in the sky is crucial 1 13 or the systematic dislocation of neutrons in scintilla-

for determining the neutrino Earth-crossing path to variou ion detectors that measuren—ne* and the subsequent
detectors since the Earth matter effects on SN neutrino oscil- &P q

lations may well hold the key to identifying the neutrino heutron cgpt'uré14]. :
mass hierarchy3—§]. The pointing accuracy of Super-Kamiokande or a future

Nearly contemporaneously with the optical explosion anMegaton detector such as Hyper-Kamiokande or UNO is

outburst of TeV neutrinos is expected due to pion productiorstrongly degraded by the inverse beta reactiogs—ne*

by protons accelerated in the SN shd&. This neutrino that are nearly isotropic and about 30—40 times more fre-
burst could produce of order 100 events in a future’? km quent than the directional scattering events. Recently it was
high-energy neutrino telescope, allowing for a pointing accuproposed to add to the water a small amount of gadolinium,
racy of a few tenths of a degree. Apart from the precise SNan efficient neutron absorber, that would allow one to detect
pointing, the detection of high-energy neutrinos would bethe neutrons and thus to tag the inverse beta reackisis
important as the first proof that SN remnants accelerate prdzvidently this would greatly improve the pointing: a tagging
tons. efficiency of 90% would double the pointing accurddp.

The optical signal from a SN, if observed, can give theAt high tagging efficiency, however, the nearly isotropic
most accurate determination of its position in the sky. Apartoxygen reactiorv,+ 10— X+e~ remains as the dominant
from the observations at the optical telescopes, the multibackground limiting the pointing accuracy. In this paper we
GeV to TeV photons associated with the accelerated protorsnalyze the realistic pointing accuracy of a water Cherenkov
in the shock could be detected on the ground by air Chererdetector as a function of the neutron tagging efficiency.
kov telescopes after the SN environment becomes transpar- The directionality of the elastic scattering reaction is pri-
ent to high-energy photons. If a suitable x-piray satellite  marily limited by the angular resolution of the detector and
is in operation at that time, the SN would be visible in theseto a lesser degree by the kinematical deviation of the final-
wavebands starting from the optical explosion. A satellitestate positron direction from the initial neutrino. Extracting
such as INTEGRAL could resolve the SN with an angularinformation from “directional data” is a field in its own right
resolution of 12 arc mif10]. [16,17. An efficient method is the “brute force” maximum

However, it is possible that the SN is not seen in the entirdikelihood estimate of the electron events, taking into ac-
electromagnetic spectrum. This can be the case if it is opticount the angular resolution function of the detector on top
cally obscured, no suitable x- grray satellite operates, and of a nearly isotropic background. For a large number of
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events, the accuracy with this method in fact asymptoticallythe assumption that the angular resolution function is Gauss-
approaches the minimum variance as given by the Raadan. Later in Sec. Ill we consider a more realistic approxi-
Crame bound[18,19. However, for a small number of sig- mation to the angular detector response.
nal eventsN,=200, we find that a fraction of the informa-  The angular width of the assumed Gaussian distribution is
tion content of the data as measured by the Fishedenoted byéds, wheres stands for “signal.” As a further
information[20] cannot be extracted by even the maximumsimplification we assumeé,< /2, allowing us to approxi-
likelihood method. Using the Rao-Crambound therefore mate the sphere by a plane. Taking the signal to be centered
overestimates the pointing accuracy of an experiment foat J,=0, the probability distribution functiodPDF of the
small Ns. In this paper, we determine the realistic accuracysignal events is
by using a concrete and nearly optimal estimation method.

Since the angular resolution depends on the event energy, 1
the likelihood method requires as input the functional form fs(9,¢4)ddde= EeXF{ - E
of the neutrino energy spectra that are only poorly known. It S

is difficult to systematically take into account the errors in-yith dp=sin 9d9de. HereC=[du exd —9%/(289)] is a nor-
troduced by a wrong choice of the fit function for the likeli- malization constant taking the valde= 252 forsplanar ge-
hood method. Therefore we look for “parameter-free” meth—Ometry S

odst I|_ke dh_ar;r;]on(ljc tanal)(/jss tr"’_‘: tﬁse only tthe |P{ﬂrma;;uor_1 In the case of Super-Kamiokande, around 300 elastic scat-
coln a_|tnet_ n \?V ad"?‘ an E)t(ﬁ ol ff.e_ symmefr;t/ ofthe 'E)h yds"[ering events constitute the directional signal. Assuming the
cal situation. Ve discuss the efliciency of o meth00S.,qan glectron energy to be 11 MeV, a cone with opening

plose_ly related to the hgrmonic analysis and f!n.d a Simpl%ngle€68~ 25° around the true direction contains 68% of the
iterative procedure making them nearly as efficient as th?econstructed directior@1]. Solving

maximum likelihood approach. We use the most efficient
method thus obtained for analyzing the simulated events at a 2m (£ggmI180°)

detector. This makes our estimations realistic and even a bit f d¢f ddfy(9,4)=0.68, 2
conservative, since the existence of a better parameter-free 0 0

method is not excluded. We also study the dependence of thga fing 5,~17°. For N1 signal events without back-
pointing accuracy on the neutrino mixing parameters and thgrqnd, the central limit theorem implies that the mean re-

initial neutrino spectra, and use the “worst case” scenario inygnstrycted direction is withid,/ N, of the true direction
orde_r to estimate the accuracy. . S for 68% of all SN observations. This quantity, whichisl °
Finally, we briefly study the pointing accuracy in high- ¢, 300 eyents, gives the absolute lower bound on the point-
; : . fhg accuracy in the absence of all backgrounds. We note that
burst expected around the time of the optical explosionp [11] usess.~25° and hence obtains 1.5° for the point-
While an accurate pointing is easy for any of the existing ancﬁg .accuracy VSVe further note that oﬁg/\/N—.S~1° implies

: . . i
future neutrino telescopes if the neutrinos are observe 0 : St .
through the Earth, it is far more difficult against the atmo-élat 95% of all SN reconstructions lie within a circle of an

spheric muon background from above. Even this would béJU|ar radius 2.4° of the true direction.

. The main degradation of the pointing accuracy is caused
possible for future krh detectors such as IceCube or Nemo . .
that could detect around 100 SN events with TeV energieby the nearly isotropic inverse beta decay background. The

o xtent of this degradation was addressed for the first time in
within about one hour. Ref. [11]. The PDF on a sphere that represeNtssignal
We begin in Sec. Il with a discussion of the statistical _~° } P P 9

S : S events distributed like a Gaussian around the direction
methodology for extracting information from directional data(q9 o) as well as the\,, isotropic background events is
using a toy model. In Sec. Ill we study the realistic SN* 9 %0 b P 9

pointing accuracy of water Cherenkov detectors as a function

132
du ey

2
of the neutron tagging efficiency, using realistic SN neutrino f( 9, ¢| 9, ¢o)dddp= dp &Jr EQXI{ — 6_)
spectra. In Sec. IV we turn to the pointing accuracy of high- Np+Ns| 47 C 2582
energy neutrino telescopes. Section V is given over to con-
clusions.
where
[l. ANALYZING DIRECTIONAL DATA ¢=cos [cosd cosdy+sind sindycod d— )] (4)

A. Pointing with maximum likelihood estimate is the angular distance between the direction of an incoming

As a first case we study SN pointing with tlree elastic  neutrino and the experimentally measured direction of the
scattering events in the absence of any other backgroun&herenkov cone. We have introduced here the usual notation
thus obtaining a bound on the realistic pointing accuracy. Td (x|Xg) for the PDF to stress the dependencé of the data
this end we use the toy model introduced in R&l], i.e. we  x=(¢,9) and the parametergy = (pg, Vo).
imagine a directional signal that is distributed as a two- The maximum likelihood estimatéMLE) method is the
dimensional Gaussian on a sphere. This choice is motivatesiost efficient way to extract information from statistical
by the observation that the scatter of signal event directiondata. For the PDF of Eq3) the likelihood function forN
is dominated by the angular resolution of the detector, and bgvents is
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Lo o= 1 10,6 0,00, © 1 -
(@ @ - th - L MLE 2
where ', #'*) are the coordinates of the™ event. :

One commonly uses the Fisher information mafig] to 0.8~ [ —
estimate a lower bound on the uncertainty of the parameters - /.,-"" P -
extracted by the MLE method. In our case the Fisher matrix - .7 8
. . > 061 s ‘ _
is defined as o Y Y ,

S I OMc,/ ]
#In L(ﬁ0,¢o)> 5 = 7 ’ g
=\ ——), (6) L - /' CMe .
" < ﬁ®|(9] % 0.4 | ./,/ /! ]
wherei,j=1,2, ©,= 19, 0,=¢, and(- - -) denotes an av- L. i
erage with respect tdddd¢. Since the off-diagonal ele- 0.2 I oM
ments of this matrix vanish, the error in the measurement of Eooesr— T ]
the two angles is simply given by = | CM™ a
O | L1 | | | | |-
AG;=J1/F;. (7) 107 10°

Ns
This lower bound on the pointing error is also known as the
Rao-Cramebound[18,19. FIG. 1. Efficiencies of different estimation methods described in
For the sake of definiteness, we have chosen the SN dibe text forNy /Ns=30. RC corresponds to the Rao-Crameini-
rection to lie in the equatorial plane so that,=A ¢y, and ~ Mum variance.

define the pointing errod & as spherical nature of our problem can be approximated by a

1 - planar geometry, i.e. when the angular resolution of the de-
Ad=\]—— Z ({)-(,9))2, (8 tector is much better than 90°. This condition is satisfied in
N-1 our case. For the general case of a PDF defined on a sphere

the MLE still provides an optimal method to determine the
pointing accuracy, but the Fisher information matrix no
longer provides a direct asymptotic bound on the pointing
accuracy. We are not aware of a generalized version of the
Rao-Cramebound that would relate directly to the variance

of the pointing estimate in the case of a truly spherical prob-
lem.

whered is the estimate foi), from a given method anM is
the number of simulations used. The Rao-Crabmind cor-
responds to the inequality

(A9)?=(AD)Eigne=1IF, 9)

whereF may beF; or F,,.
The accuracy of the MLE method approaches asymptoti- S

cally the Rao-Crantebound for a sufficiently large number B. Efficiencies of parameter-free methods

of events[22]. For a finite number of data points, the MLE ~ The MLE is an optimal method to extract information

saturates this bound only if the PDF used in the MLE can bérom experimental data if the probability distribution func-

written in the product form tion is known. This is not the case in our situation, where the
_ exact forms of the neutrino spectra are needed and these are
f(X[x0) = g(xo)h(X)eXH A(X0)B(X)]. (10 only poorly known. It is therefore worthwhile to look for

other methods which may be less efficient, but which do not
depend on the exact form of the PDF. In our case of SN
pointing we wish to consider methods that do not depend on
prior knowledge of the exact neutrino energy spectra.
Let us consider two pointing methods that exploit the
symmetries of our physical situation, but are independent of
e=(A9)2 o/ (AD)?, (11) the exact details of the PDF. If the efficiency of such a
method turns out to be comparable to the maximum likeli-
as a function of the numbeﬂs of Signa| events while keep_ hood method for the toy model of the p-l'e-ViOUS Se9ti0n, then
ing the background_to_signa| ratmb/NS fixed at 30, which that method may be eXpeCted to -be efficient also in the real-
is the expected ratio of the inverse beta decay events to tHgtic case where the exact PDF is not known and the MLE
elastic scattering events in a water Cherenkov detectof€thod cannot be employed.
Though the MLE efficiency tends asymptotically to the Rao- One obvious approach is the “center of mas€M)
Crame bound for large values dflg, this bound overesti- Method. The center of massof the events,
mates the MLE pointing accuracy by10% for Ng=<200. N
We stress that the Rao-Cranmund as an estimate of the _ (@) (@) P
MLE pointing efficiency is useful only in the limit where the Si_;l MG, 1=1.2.3, (12

If the PDF cannot be written in this form, the efficiency of
the MLE is significantly smaller than unity at low values of
Ns.

In Fig. 1 we show the efficiency of the MLE in “Fisher
units,”
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8

=300, and show the pointing erra&xd as a function of
N, /Ng. Note that in the absence of neutron tagging this ratio
is expected to be around 30-40.

Figure 2 shows that the error of MLE is almost the same
as the Rao-Cramé&RC) bound. However, the errors of CM
and OM are much larger. One may also notice that OM is
more accurate than CM. This difference may be attributed to
the fact that whereas CM tries to exploit the spherical sym-
metry of the background, OM exploits the cylindrical sym-

) metry of the background about the arrival direction, which is
p T MLE ] broken much more weakly by statistical fluctuations in the
background. Moreover, in terms of a harmonic analysis, OM
involves information from botH=1 and 2 while CM in-
volves onlyl=1.

In order to increase the efficiency of CM and OM, we use
the physical input that the signal is concentrated within a
small region around the peak. Cutting off the events beyond

T a certain angular radius would then increase the signal to
Oo 10 20 30 40 50 background ratio and the above methods may be applied
Nb/Ns iteratively to this new data. This procedure converges

quickly and gives a much better estimate of the incoming

FIG. 2. Pointing erroA 9 for different estimation methods for neutrino direction. The optimal value of the angular cut has a
Ns=300. RC corresponds to the minimum variance as given by th&/ery weak dependence on the number of events and the
Rao-Crame bound. background-to-signal ratio. It depends mainly on the value of

65 and is found to lie between& and 35;. Within this
is taken to be the estimator of the true center of the distriburange, the efficiency depends only weakly on the exact value
tion, wherex=(sindcosg¢,sindsin¢,cosd). For an ideal of the angular cut. We tried both a sharp cutoff and a Gauss-
detector the event weighta(®) are equal and can be set to ian weight function; both choices give practically identical
one. More realistically, the detection probabiljiyis a func-  results.
tion of the detection angles,¢ and the weight ism(® The optimal value of the cut also increases slowly with
=1/p(3Y, p(). decreasing background-to-signal ratio, and in the limit of

A second approach is the “orientation matriXOM)  zero background, the method without cut is clearly more
method[16]. Here the major principal axis of the orientation efficient than the method with cut since the latter now cuts
matrix off signal but no background. However, the variation due to
changing the cut is of the order of only a few percent. There-
fore, we keep the value of the cut to be constant at 40° for
the analysis in this section. Our results for the pointing ac-
curacy will therefore be somewhat conservative.
is taken to be the estimator. We denote the CM and OM methods with this cutting

These two methods are equivalent to a harmonic analysigrocedure by CMc and OMc, respectively. Figure 2 shows

\ how the pointing error decreases drastically with the cutting
_ 2 (@) (@) procedure. It may also be observed that the accuracy of CMc
&m= = Yim(31%, ¢, (14 stays close to that of MLE for low values of the background-
to-signal ratio, while the accuracy of OMc is close to MLE
restricted to the first moment for CM, and up to the secondn the entireN,/Ng range.
moment for OM. This equivalence can be seen either by a The efficiencies of all methods depend on bdth and
direct evaluation of Eq(14) or by identifyingS; with a di- Np/Ng. In Fig. 1 we show the efficiency for different
pole moment and relating;; to a quadrupole momenQ;; . methods as a function &g, keepingNy /N fixed at 30. For
Since 3r;;=Q;; +N§;;, the direction of the major principal a large number of signal eventds=300, all methods tend
axis is identical for both ellipsoids. Note that the orientationto their asymptotic efficiencies... The OMc method is
matrix is a reducible tensor and therefore contains informaelose to its asymptotic efficiency.,.~0.77 already forNg
tion from the first as well as the second moment. ~200 whereas CMc needds~300 events to reacl.,

Neither of these methods requires any prior knowledge of=0.71. Since the OMc method turns out to be more efficient
the neutrino spectra or cross sections. However, they involvthat CMc in all the parameter ranges, henceforth we continue
some loss of information and hence will give larger pointingusing only the OMc method for further estimations.
errors than the MLE. In order to quantify the efficiency of  With neutron tagging, the value &f,/Ng decreases, and
these methods we generate a data sample according to ttieat increases the efficiency of the OMc method. In Fig. 3,
PDF of Eq.(3) and show the respective pointing errors in we show the efficiency of OMc at different valuesibf/Ns.

Fig. 2. We keep the number of signal events fixedNgt At N,/Ns=10, which corresponds to the tagging efficiency
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parameter-free method, i.e. the orientation matrix method
with an angular cutOMc).

In order to determine the pointing accuracy numerically
we simulate a large ensemble of SN signals in a water Cher-
enkov detector, assuming different efficiencies for neutron
tagging. To this end we assume that the SN is at a distance

D =10 kpc and releases the neutron-star binding engigy
=3x 10 erg in the form of neutrinos. Details of the as-
sumed neutrino spectra and fluxes are given in Appendix A.
The spread in the predicted neutrino spectra has been taken
care of by using two models, a model from the Garching
] group(model G [23] and a model from the Livermore group
- (model L [24] as described in the same appendix. We take
. into account the effects of neutrino flavor conversions by
L ] considering the three mixing scenariga) normal mass hi-
- : erarchy and sit®,,=10" 3, (b) inverted mass hierarchy and
Sif®,,=10 3, and (c) any mass hierarchy and 4@y,
<10 3. The six combinations of the models and neutrino
mixing scenarios are represented by G-a, G-b, G-c, L-a, L-b,
L-c. We use sif(20,)=0.9 for the solar neutrino mixing
angle.

As reaction channels we use elastic scattering on electrons
ve” —ve , inverse beta decay,p—ne’, and the charged-
current reactionve+ *0—X+e~, while neglecting the

o
2]
T

efficiency ¢
o
N
T ‘ T T
| ‘ L

0.2+

Ns

FIG. 3. Efficiency of OMc with a 40° angular cut for different
values ofN, /Ng.

e1ag~67%, the asymptotic efficiency of OMc already in-

creases to 0.85, and &,/Ns=5, corresponding (e other, subdominant reactions on oxygen. The cross sections

~83%, it reaches 0.90. Moreover, with decreashig/Ng . . d .
. X for these reactions are summarized in Appendix B. The oxy-
the asymptotic value is reached at lower and lower number T . . .
en reaction is included because it provides the dominant

of signal events. For hlglher tagging efficiencies, the Opt'ma.gackground for the directional electron scattering reaction in
value of the angular cut increases. In fact, as noted before, in

the limit of no background the OM method without the cut is & detector configuration with neutron tagging where the in-

. R . verse beta reaction can be rejected.
more optimal. However this limit is physically not reached -
For the detector we assume perfect efficiency above an
due to the presence of oxygen events. p

i o analysis threshold” of 7 MeV, and a vanishing efficiency
The OMc method thus sacrifices less than 25%, and Felow this energy. The actual detector threshold may be as

higher tagging efficiency, even less than 15%, of the pointin . .
accuracy of the MLE method. On the other hand, it has thqow as 5 MeV. Though lowering the threshold increases the

reat advantage of being independent of the detailed neutrir?atlo of elastic scattering events and the inverse beta events,
9 9 9 P ; \? also introduces a background from the neutral-current ex-
spectra and cross sections. Therefore, this method can be_ . .
. : Citations of oxygensee Appendix B In order to avoid ad-
extremely useful for a fast analysis of the SN signal. After ... 2 .
. . , ditional uncertainties from the cross section of these oxygen
all, an early warning would depend on a quick and simple

data analysis while later one can certainly optimize by fittin reactions, we use the higher analysis threshold. We have
. y yop y 9Ychecked that the net improvement by lowering the threshold
detailed energy spectra to the observed signal.

We stress that our preference for a parameter-free methot8 S MeV is less than 10% in all cases.
p P We assume a fiducial detector mass of 32 kiloton of water.

over MLE in this analysis is strongly influenced by the cur- Using the neutrino spectra and mixing parameters from the
rent status of our knowledge regarding the PDF of the angu: 9 P gp

lar distribution. It may indeed be possible to use MLE andsix cases mentioned above, we obtain 250—300 electron scat-
include all the;s stemyatic uncertairﬁ)ties erhaps giving a be ering events, 7000-11500 inverse beta decays, and 150-
y P bs giving 00 oxygen events. The ranges correspond to the variation

ter estimate for the pointing accuracy. However, faced with g - S . =
_ ; .. due to the six different combinations of neutrino mixing sce-
tradeoff between model independence and higher efficiency,_ - B
arios and models for the initial spectra.

we give more weight to the former. If in future we under- The procedure of event generation is described in Appen-

stand the primary spectra much better than we do now, thlaiX C. The angular resolution function of the Super-

preference may change. Kamiokande detector does not follow a Gaussian distribu-
tion, rather it is close to a Landau distribution that we use for

our simulation. In Fig. 4, the angular distribution efp

—ne' events(gray/greeh and elastic scattering eventg ™

—ve~ (black/blug of one of the simulated SNe are shown
We now apply our method to a more realistic representain Hammer-Aitoff projection, which is an area preserving

tion of the SN signal in a water Cherenkov detector. We shalmap from a sphere to a plane.

limit our analysis of the pointing accuracy to our best The position of the SN is estimated with the OMc

IIl. SUPERNOVA POINTING ACCURACY OF WATER
CHERENKOV DETECTORS
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method. As explained in Sec. Il, the optimal value of the Ctag
angular cut depends on the neutron tagging efficiency as well

ﬁ\sgtgigliu;gpct)hsep%&i \vaiiléﬁen?asyh?]g Cbuetogp\?i”r;halsobu?ﬁgI?agging efficiencye 4 for six cases corresponding to three neutrino
' . . ’ mixing scenarios and two models for the initial neutrino spectra.
observed to be close to optimal in almost the whole param-
eter range. For low values ef,g, the value _of the cut shc_JuId Defining the opening anglé, for a given confidence
be lowered whereas for large valueseqly it should be in- - jaye) 4 as the value oft for which the SN direction esti-
creased by about 10°. The optimal cut depends also on theieq by a fraction of all the experiments is contained
details of the detector properties and neutrino spectra. ithin a cone of opening anglé, we show in Fig. 6 the
A histogram of the angular distances between the true angpening angle for 95% C.L. for, the six cases of neutrino
the estimated SN position found in 40000 simulated SNe f0f, -y meters. Clearly, the pointing accuracy depends weakly
d|fferen.t neutron tagging efﬂmenues for the case G-a Isyn the neutrino mixing scenario as well as the initial neutrino
shown in Fig. 5. The histogram fits well the distribution spectra. Some salient features of this dependence may be
understood qualitatively as follows.
1 The signal events are dominated by. Indeed, nearly
f(6)de= ;exp( _E> tde, (19 haif of the elastic scattering events are duevto whereas
the remaining half are due to the other five neutrino species.

where is the angle between the actual and the estimated SI-\Irhe cross section of electron scattering events increases with

L . X energy. Therefore, the more energetic thearriving at the
direction, ands is a fit parameter. detector, the larger the number of signal events and the better

the pointing accuracy. Though the initial averageenergies
are equal in the models G and L, the model L gives a much
larger average energy for the initia} spectrum. Thevg-vy
mixing then tends to give more energetigin the model L.
] As a result, for each mixing scenario, the model L predicts a
better pointing accuracy than the model G.

Within a model, the pointing accuracy is governed by the
background-to-signal ratio. Since the cross section of the

dominating background.p reaction increases with energy,

more vg-v, mixing tends to give more energetie, and
i hence more background and less pointing accuracy. The ratio
7 8 of ve-v, mixing to ve-vy Mixing within a model is the small-
est for the mixing scenari@) and the largest for the scenario
(b). Therefore, within a model the scenaf® always gives
FIG. 5. Histogram of the angular distan€ef the estimated SN the best pointing accuracy and the scendbioalways gives
direction to the true one for 40000 simulated SNe with neutrinothe worst. Note that in the limi¢,;=1.0 when all thevp
parameters corresponding to G-a and neutron tagging efficiencid®ackground is eliminated, the scenaribsand(c) give iden-
&ag=0,0.8 and 1. The fits using the distribution in Efj5) are also  tical pointing accuracies since the fingl spectra in these
shown. two schemes are identical.

FIG. 6. The pointing accuracfgs as a function of the neutron
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TABLE I. Opening angle’,, of the cone witha confidence level  asymptotic limit for the efficiency of the OMc method. For a
to contain the true SN direction for different tagging efficiencies|arger detector like Hyper-Kamiokande, the desired accuracy
with the “worst case” scenario. The bottom row gives the width  can pe calculated simply by rescaling according to the num-
of the Gaussian distributiof(¢). The column gives the pointing e of signal events. For a detector with 25 times the fiducial
accuracy in the limit when all the background, including the oxygen o1 ime of Super-Kamiokande, the pointing accuracy is then
events, is weeded out. . T .

expected to be 2° without gadolinium and 0.6° with
Cuag >90%. If the total number pf events is mugh smaller than

0 05 08 09 095 10 =x 10000, for smalls,q the efficiency of OMc will be smaller
and this factor needs to be taken into account for calculating
«=068 47 30 24 20 19 18 17 the real pointing accuracy. Far,s>0.8, the scaling with
=090 68 42 31 29 27 26 25 pumber of events should even work for a very small number
=09 78 50 36 32 32 30 29 ofevents, as can be seen from Fig. 3.
=099 100 61 45 41 39 37 36 Note that all the model dependences discussed here,

g 30 19 14 13 12 12 11 though clearly observable, are only around 1G%e Fig. 6.

This indicates that the pointing accuracy estimates are quite

If neutrino experiments or supernova simulations have almodel independent, and hence robust.
ready identified the actual scenario, we could use the confi-
dence limits given by that particular scenario. Indeed, the
information for identifying the mixing scenario may already IV. HIGH-ENERGY NEUTRINO TELESCOPES
be contained in the observed neutrino spectra themselves
which may be extracted by further data analy8is 8. How-
ever, in the absence of the immediate availability of this Turning to the putative TeV neutrino burst associated with
information, one has to select the least efficient scenarica SN explosion we note that the shock wave may well accel-
G-b, in order to obtain the most conservative limits. This iserate protons to energies up to'4@V. This idea is sup-
the scenario with the least,-v, mixing, the largestv,-v,  ported by the fact that the cosmic rays below the krige,
mixing and the lowest initial average energy fay. <10 eV, contain a total amount of energy comparable to
Since the pointing accuracy is worse when the componerthat injected by all galactic SNe. The possibility of detecting
of initial v, flux in the final v, flux is smaller, the “worst high-energy neutrinos from a galactic SN has been discussed
case” scenario is expected to be when thesurvival prob-  in the literature. In particular, it was shown that during the
ability p (see Appendix A takes its highest possible value, first year after the explosion, the SN shock wave will pro-
which is nearly 0.45 at & [25], corresponding to duce a large flux of neutrinos with energies above 100 GeV,
SinZ(20,)~0.99. In Table | we give the values of the open- inducing more than fomuons in a krf detector{26]. More
ing angle¢ for this “worst case” scenario for various confi- recently it was suggested that the high-energy neutrino signal
dence levelse and tagging efficiencies. We also give the would arrive just 12 hours after the SN explosion and would
values of the fit fors in Eq. (15), from which the numbers last for about one hour, giving about 100 muon events with
for any confidence level can be read off. kgy=0, at 95% E>1 TeV in a knf detector{9]. The possibility of neutrino
C.L. the pointing accuracy is 7.8°, which improves to 3.6° €mission soon after the pulsar formation inside the SN enve-
for ,g=80% and 3° for,g=1. This is nearly a factor of 3 lope was also considered 27].
improvement in the pointing angle, which corresponds to Of course, the number of expected events strongly de-
almost an order of magnitude improvement in the area of th@ends on unknown parameters, in particular on the total en-
sky in which the SN is located. ergy emitted in the form of piong'® at a given time and the
The last column(marked byx) in the table shows the maximum energy of the emitted neutrin&s,... The neu-
pointing accuracy in the limit of no background, i.e. the casdrino spectrum depends on that of the accelerated protons.
where all the inverse beta decay as well as the oxygen evenk¥powever, higher-energy neutrinos have a greater chance of
are weeded out. This gives the intrinsic limiting accuracy dugdeing detected so that we are not interested in the exact spec-
to the angle of electron scattering, the angular resolution ofral shape once it is a typical power law for shock accelera-
the detector and the efficiency of our OMc algorithm. Fortion, dN,/dExE™* with a<2. If the spectrum is softery
95% C.L. the table gives a pointing accuracy of 2.9°. This>2, detecting the neutrinos is more difficult. Note that the
may be compared with the 2.4° that was estimated in Sespectrum of protons after shock acceleration can be domi-
Il A for the toy model when there was no background. Thenated by high-energy particles in some caf28], or even
degradation in the pointing accuracy may be attributed to theéan be monochromatic if protons are accelerated in a poten-
loss of information in the OMc method, the 10% smallertial gap. We will concentrate on the “standard” case of a
number of events in the SN simulation, and the differenceE 2 neutrino spectrum, although our results for other cases
between the actual angular distribution and the Gaussian a@ll be similar. Following the calculation of Ref9] and
taken in the toy model. assuminge,.x=1 TeV we expect around 50 muon events in
For a SN at 10 kpc, in the worst case scenario we ge@ kn? detector during 1 hour at a time about 12 hours after
nearly 10600 events, out of which the electron scatteringhe SN explosion. For a larger maximum enerd .y
signal isNg~270. We are then already at or just below the =1000 TeV, the number of muons increases to 200.

A. High-energy supernova neutrinos

093013-7



TOMAS et al. PHYSICAL REVIEW D 68, 093013 (2003

B. Signal from below electron scattering “signal” reaction. The reactions of the

In order to discuss the expected signal in different neu_neutrinos with oxygen also contribute to the nearly isotropic
background.

trino telescopef29,3(0 we begin with the case where the SN . L

happens in a part of the sky that a given neutrino telescope The au'thorsh of Rei{ll]' have estlmhqted the pomtlr!g ac-
sees through the Earth. Future kdetectors like IceCube at C# racy using lt:) © 1%%/()-Qrambounth 'S ma;l/cfp\./erestlmﬁte(:j
the South Pold31], or northern projects like the Gigaton the accuracy by 10% since even the most efficient method,

. : . the maximum likelihood estimate, can reach the minimum
Water Detector at Baikdl32] and Nemo in the Mediterra- variance bound only for a large number of signal events.

nean[33] can detect the .h'gh energy neutrinos. For eachore importantly, the maximum likelihood method needs as
event the angular resolution is around one degree. In thlgn input the exact form of the fit function, which is not

case the pointing to the SN can be resolved with an accuracy, iiable due to our currently poor knowledge of the neu-
o ’ 1 1 H

of about 1°4’50~8" (arc min. However, this purely statis- in, gpectra. Taking into account the errors due to a wrong

tical error does not include possible systematic effects. Mos{ice of the fit function is difficult. Therefore we choose to

important is the limited knowledge of the alignment of thesecalculate the pointing accuracy using a concrete and simple

detectors. Therefore, the pointing accuracy of & kietector  ggtimation method that is independent of the form of the fit
is probably larger and around a few tenths of a degree.  ¢,nction.

Even the existing smaller detectors can see a significant g explore some parameter-free methods that only use

signal. The northern sky is und%rré:ontrol of AMANDA-II 6 gata and exploit the symmetries inherent in the physical
[34] with an effective area of 0.1 kivand angular resolution - g ation, and therefore give a model independent estimation

of 2° at TeV energies. AMANDA-II will then detect 80) ot the pointing accuracy while sacrificing some information
events forE =1 TeV (1000 TeV) and thus will be able 10 5 the data. We perform a statistical analysis of these

resolve _the SN direction to l_)etter than 1°. After their pethods using a toy model, which has a Gaussian signal on
completion, the northern projects ANTAREESS] and o of an isotropic background. We find that a method that
NESTOR([36] will be comparable to AMANDA-II. uses the “orientation matrix” with an appropriate angular cut
(OMc) is an efficient method that uses more than 75% of the
C. Signal from above information contained in the dataM,=200. We argue that

muons. For IceCube this background is about 5.2on of the actual angular distribution at a water Cherenkov

% 100 yrfl from the upper hemisphere at the “trigger” level detector. It turns out that this method is much more efficient

[37]. This corresponds to nearly 300 Hrdeg 2. If we note  than the one used in Ref12]. , ,
that the angular resolution is about 1°, the expected signal of On€ may add gadolinium to Super-Kamiokande in order
100 events will be much larger than the background fluctual® 89 neutrons and therefore reduce the background due to
tions in one pixel of the sky. Moreover, the expected SNINVErse beta decay events. We quantify the increase in the
neutrinos will have multi-TeV energies so that energy cutd?0inting accuracy as a function of the neutron tagging effi-
will reduce the background. Also, the significance of the sig-C1€NCY £g- It is found that the accuracy increases by more
nal will be enhanced by the angular prior defined by thethan a factor of two withe,g=0.8 and by nearly a factor of
low-energy signal in Super-Kamiokande. 3 fqr £tag= 0.95. Fore,g>0.95, the oxygen events act as the_
For AMANDA-II size detectors both background and sig- M&jor background and that saturates the advantage of in-
nal are about 10 times smaller. Moreover, the angular resd:"éasing the tagging efficiency beyond this value.
lution is only about 2°. Therefore, the expected signal in one The efficiency of the OMc method improves with a
pixel of the sky will be comparable to the background fluc-Smaller background-to-signal ratio, which makes this method
tuations. Energy cuts may allow one to detect the SN signgfVen more useful at high tagging efficiencies. It is also ob-

from the “bad” side of the sky. served that at highet,4 this method attains its maximum
efficiency level for a much smaller number of events. The
V. SUMMARY AND CONCLUSIONS optimal value of the cut increases with increasiag,,

though this dependence is weak and we perform our estima-

The MeV neutrinos from the cooling phase of a SN will tions with a fixed value of the cut, which is near optimal in
arrive at the Earth several hours before the optical explosiorthe whole parameter range. Our estimations are therefore
These neutrinos will not only give an early warning of the slightly conservative.
advent of a SN explosion, but they can also be used to de- With a simulation of a water Cherenkov detector like
termine the location of the SN in the sky, so that the opticalSuper-Kamiokande, we determine the pointing accuracy ob-
telescopes may concentrate on a small area for the observiained from a SN at 10 kpc. The accuracy has a weak depen-
tion. dence on the neutrino mixing scenarios and the initial neu-

In a water Cherenkov detector like Super-Kamiokandetrino spectra. We find that the worst case scenario is when
the v-e scattering events are forward peaked and thus can bge detected?e spectrum has the largest admixture of the
used for the pointing. TheEain background comes from thenitial v, spectrum, and the detected spectrum has the
inverse beta decay reactiongp—ne", which is nearly iso- lowest admixture of the initiab, spectrum. This worst case
tropic and has a strength more than 30 times that of théurns out to be the one with the inverted neutrino mass hier-
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archy, sif®,3=10 3, and the largest possible solar mixing ~ TABLE Ill. The possible combinations of survival probabilities
angle. The OMc method gives the pointing accuracy of 7.8% andp.

at 95% C.L. without neutron tagging. The accuracy improves : ; —
to 3.6° at 80% tagging efficiency and to 3.2° at 95% tagging Case Hierarchy sfid,5 p p
efficiency. Beyond this, the pointing accuracy saturates due

—3
to the presence of the oxygen events and the limited angular (S) INorn:ald iig_a .n§® coi@)@
resolution of the detector. For a larger detector, the expected ®) nverte A S o
Any =10 Sirf@g cos04

accuracy may be scaled according to the number of events.
At a megaton detector like hyper-Kamiokande, this gives an
accuracy of 0.6° foe,g>0.9.

takes on values 2.5-5, depending on the flavor and the phase

The SN shock wave may produce a TeV neutrino bursibf neutrino emission. The values of the total fiy and the

that arrives at the Earth within a day of the initial MeV .
: ) . ) spectral parameterg andE, are generally different for,,
neutrino signal. This can give about 100 events with P P 0 9 y aife ©

>1 TeV at a kn detector like IceCube. Since the angular e @1d¥x, wherew, stands for any ob,, , or v, ,.

resolution of this detector is as good as 1°, the SN may b We consider two models for the initial neutrino fluxes.
located to an accuracy of a few tenths of a,degree. The Iime-i_he first one_is the recent calculation from the Garching
iting factor here is the alignment error of these detectors. Thgroup[ZS], Wh.'Ch we refe.r to as thg modgl G. It includes all
time correlation and the directionality of the events allows'€/evant neutrino interaction rates, including nucleon bremss-

IceCube to detect them even “from above” against the back:[ahlu_lng' ndeutrlr:o pair pri)ctgsse?f, vvtea?hmagnetlsdm, nu_cleir(:n
ground of atmospheric muons. recoils and nuclear correlation effects. The second one is the

Livermore simulation{24], referred to as model L, that rep-
resents traditional predictions for flavor-dependent SN neu-
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APPENDIX A: NEUTRINO FLUXES t(2+prp)F,. (A4)

For the time-integrated neutrino fluxes we assume distriSince the four neutrino species cannot be distinguished at

butions of the forn{38] the detectors, we only give the sum of their quer,,X4
Oy (1+a)t+e [ E\a E Herep gnd p are the survival probabililities of, and v,
0—_——" " | —| exg—(a+1)—|, (Al) respectively.
Eo I'(1+a) \Ep Eo Depending on the mass hierarchy and the value of the

mixing angle® 5, the survival probabilitie® andp belon
whereF° denotes the flux of a neutrino species emitted by, <19 &€ 13 urvivar p nuep anap g

. X to one of the three mixing scenarios shown in Table Ill. We
the SN scaled appropriately to the distance travelled from the g6 the Earth matter effects and the details of the “tran-
SN to Earth. Herd, is the average energy arda param-

eter that relates to the width of the spectrum and typicall sition” region around sif9,~10 ° [3,4). We also neglect
P P yterms of order @52 in p andp. Thenp andp depend only

on the solar mixing angle as given in the table, and are in-
dependent of the values of solar and atmospheric mass
squared differences as well as the atmospheric mixing angle.

TABLE Il. The parameters in the neutrino spectra models from
the Garching group and the Livermore group.

Do(ve)  Do(ve)

Model (Eo(v)  (Eo(re)) (Eolm)) 75 Do)
X o\ ¥x.

APPENDIX B: NEUTRINO REACTIONS IN WATER

1. Elastic scattering on electrons
G 12 15 18 0.8 0.8

L 12 15 24 20 16 The differential cross section of the reactiof-e™ — v

+e” with v={ve,ve,v,.,,v, .} is given by

wT
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TABLE IV. Coefficients used in Eq(B1) for the elastic scatter-
ing of neutrinos on electrons.

A B C
ve  (Cy+Cat+2)? (Cy—Cn)? (Cy+1)>~(Cpt+1)?
Ve (Cy—Cn)? (Cy+Cat2)® (Cy+1)°—(Cat1)?
Vyr (Cy+Cp)? (Cy—Cp)? ci—Ca
V. (Cy—Cn)? (CytCa)? Ci-Ca
do GZm.E, , Me
dy - 2m A+B(1-y) —CE—VY , (BY

wherey=E./E, is the energy fraction transfered to the elec-

tron, Gg the Fermi constant, anah, the electron mass. The
coefficientsA, B and C differ for the four different reaction

channels and are given in Table IV. The vector and axial

vector coupling constants have the usual valGgs= — 3
+2 sirf®,, andC,= — 3 with sirf®,,~0.231.

The scattering angleéd between the incoming neutrino
and final-state electron is implied by

2(mg/E,)cos 9
(1+mg/E,)2—cosd

(B2)

2. Inverse beta decay

PHYSICAL REVIEW D 68, 093013 (2003

For an accurate determination of the detector response
one needs the differential distribution of final-stafe ener-
gies and angular directions for a given incidént. Refer-
ence[40] provides extensive plots of such distributions after
folding them with thermakE,, distributions. This information
is too indirect for our purposes. Therefore, we limit our in-
vestigation to a schematic implementation of this process
where we assume that in every reaction the final-state energy
is Ec=E,—15 MeV. For the angular distribution we assume

do

14 (EJ/25 MeV)*
= cosv
dcosd

3+ (EJ25 MeV)*

(B7)

whered is the angle between incidenf and final-statee™.

This means that for small energies the angular distribution is
proportional to + 1 cosd while for large energies it is 1
—CosY, i.e. it becomes more backward peaked for high en-

ergies. Our schematic approach roughly mimics the behavior
shown in Ref.[40]. Since the oxygen cross section is very
energy dependent, the contribution of this reaction to the
pointing accuracy depends sensitively on the neutrino energy
spectrum and is thus very uncertain anyway.

Another potentially important class of charged-current re-
actions is[40,41]

v+ 180X +et. (B8)

However, the contribution to the detector signal is somewhat

For vep—ne™ we use the differential and total cross sec-smaller than caused by the abaygreactions. Moreover, the

tions Eqgs.(5)—(7) of Ref.[39], including the leading QED
radiative corrections.

3. Oxygen as a target

Another important reaction is the charged-curreptab-
sorption on oxyge40,41]. The dominant channels are

ve+%0— 0O+p+e, (B3)
Vet 1%0— O* +p+y+e, (B4)
vt 80— ¥N* +p+p+e . (B5)

7e reactions typically involve final-state neutrons and thus

are rejected by neutron tagging. One exception is

Vet 20— N+ e, (B9)
but its contribution is small. Therefore, we neglect this entire
class of reactions in our study.

Another class of reactions is the neutral-current excitation
of oxygen[42]

v+1%0— v+ X+ . (B10)

Most of these reactions cannot be rejected by neutron tag-

While these reactions cause far fewer events in a water Cheging. However, the total cross section for neutral-current
enkov detector than inverse beta decay, they do not havgattering, including the channels without final-stateis
final-state neutrons and thus cannot be tagged. Therefore, §aller than for the charged-current reaction[41]. More-

a detector configuration with efficient neutron tagging, theseyyer, they energies are below 10 MeV, and most of them
reactions provide the dominant background to the directionabyen below our analysis threshold of 7 MeV. Therefore, we

electron scattering reactions. _ ~ also neglect this class of reactions.
The neutrino energy threshold in these reactions is ap-

proximately 15 MeV. The total cross section, summed over
all channels, has been tabulated for the range<B5
<100 MeV [41]. Directly above threshold the cross section
is very small. We find that for 28E,<100 MeV the tabu-
lated cross sections are nicely represented by the analytic fg

o(vet1f0—X+e")

=4.7x10"% cn?

1/4 6
) —151’4}. (B6)

(Mev

APPENDIX C: EVENT GENERATION

For the generation of each of the events the following

steps are performed:

3) The energ)E, of the reacting neutrino is chosen accord-
ing to F,(E,)o(E,). The energyE, and the scattering
angle ¢ of the outgoing electron/positron is chosen ac-
cording to the differential cross section of the particular
reaction.
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(2) The measured energiq; Of the scattered electron/ 12
positron is determined by adding Gaussian noise with
varianceo (Eg) = VEEy, whereEy=0.22 MeV. If Ejg 10 | * E=16.1MeV ]

<E{,=7 MeV, the event is not used in the data analysis.

(3) The measured positiong( ) of the event is simulated
according the angular resolution function of Super-
Kamiokande.

The angular resolutio® (€)d<¢ is defined as the probabil-
ity that inside two cones with opening anglésand ¢ +d¢
around the true direction the reconstructed direction is con-
tained. Referencf21] gives numerical values for the open-

. . . . 0 L L L L L s

ing angle¢ of a cone around the trge dllrectlon which con- 0 10 20 30 40 50 60 70 80 90
tains 68% of the reconstructed directions as well as the

values of R(€¢) as a function oft for various energies. An ¢/degree

inspection by eye shows th&(€) is characterized by a
P y €y (6) y FIG. 7. Our fit of the angular resolutioR(¢) as a function o

large tail and cannot be well fitted by a Gaussian distribution : o .
Inspired by the Landau distribution for energy losses, Wefor positron energieE.= 6.8 and 16.1 MeV together with measured

have found thaR(¢) is well described by points from Ref[21).

x+e™* ¥ max=38°VMeV/E, C4
R(€)=Cexp( S )sin(€), (Cy max ©4
where( is a normalization constant, and o=[Fmaxt IN(2-3)]/a. (€9
x=£—a (C2) For illustration, we show in Fig. 7 the angular resolution
o R(€) as a function oft for positron energie€.=6.8 and
16.1 MeV as implemented in our simulation, together with
a=—0.7E/MeV—3.7, (C3)  the measurements extracted froai].
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