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We report on determinations ¢¥,,| resulting from studies of the branching fraction agfddistributions
in exclusive semileptonicB decays that proceed via the—u transition. Our data set consists of
the 9.7<10° BB meson pairs collected at tHé(4S) resonance with the CLEO Il detector. We measure
B(B°— 7 € v)=(1.33+0.18+0.11+0.01+0.07)x 10 * and B(B°—p ¢'v)=(2.17+0.34" 521+ 0.41
+0.01)x 104, where the errors are statistical, experimental systematic, systematic due to residual form-factor
uncertainties in the signal, and systematic due to residual form-factor uncertainties in the cross-feed modes,
respectively. We also find3(B*— n¢* v)=(0.84+0.31+0.16+ 0.09)x 10" 4, consistent with what is ex-
pected from thé8— ¢ v mode and quark model symmetries. We exti&G}| using light-cone sum rules for
0=<0?<16 GeV\? and lattice QCD for 16 Ge¥<q?<q?,,. Combining both intervals yieldsV,,|=(3.24
+0.22+0.137955+0.09)x 1072 for v, and |V ,|=(3.00+0.21" 323" 549+ 0.28)x 1072 for pfv, where
the errors are statistical, experimental systematic, theoretical pémdorm-factor shape, respectively. Our
combined value from both decay modeg\g,|=(3.17+0.17" 316923+ 0.03)x 1072,

DOI: 10.1103/PhysRevD.68.072003 PACS nuniberl3.20.He, 12.15.Hh, 14.40.Nd

[. INTRODUCTION decays, wheré =e or u. A second measurement of thé v
modes by CLEQ4], using similar techniques but a much

The elementV,, remains one of the most poorly con- different signal to background optimization, provided consis-
strained parameters of the Cabibbo-Kobayashi-Maskawtent, essentially independent, results with a similar total un-
(CKM) matrix[1]. Its magnitudeV,,| plays a central role in  certainty. The combined analyses yieldg¥,,|=(3.25
constraints based on the unitarity of the CKM matrix and*0.14"9%5=0.55)x10 3, where the errors are statistical,
inputs from bothCP-conserving processes in tlBemeson €Xxperimental systematic, and estimated theoretical uncertain-
decay andCP-violating processes in the neutral kaon @d ties, respectively. Ther and p modes contribute about
systems. The value d¥,,| and, in particular, the accuracy €qually to this result. N .
to which we have measured this important parameter, have 1NiS paper presents an update of the original exclusive
been the subjects of considerable debate over the past decddie’ Xul ¥ @nalysig 3], and is based on a total data sample of
[2]. An accurate determination p¥,,,| with well-understood 97X 10° BB pairs collected on th&/(4S) resonance. An
uncertainties remains one of the fundamental priorities foRdditional data sample totalling 4.5 b was collected off-
heavy flavor physics. resonance for the estimation of continuum backgrou_n_ds. The

A number of |V,,| measurement approaches have beeﬁesult_s presented here supersede thoge of Bein addmo.n_
attempted, and are reviewed in Rd]. Inclusive techniques to using a larger data set, the analysis has been modified to

; " ; ; inimize uncertainties arising from the momentum-transfer
are hamper_ed by a mismatch in kinematic regions where th 2) dependence of the form factors. Most notably, the lower
large experimental backgrounds fram-c¢v can be sup- 4 P ' Ys

pressed versus regions in which the theoretical uncertaintié&oundS on the charged-lepton momentum for both the pseu-
can be reliably determined. For exclusive reconstruction offoscalar and the vector modes have been lowered, and the

particular final states, the primary challenge is the calculatior?r@nching fractions are determined independently in thfee

of the form factors for those channels. The first measurel€9ions. For they modes, the branching fractions as a func-

) . .
ments of exclusive charmless semileptonic branching fracion of g~ were first determined by the second CLE®v
tions[3], including evaluation ofV,,|, were performed by analysisi4]. The present analysis has a significantly broader

the CLEO experiment at the Cornell Electron Storage Ringiccepted range for the charged lepton momentum, which al-
(CESR using the mode®®—m ¢ v, Bt =% "y, B°  lOWs for better discrimination among models. A detailed de-

—p 0w, B —p%* 1, B —wl* v, and charge-conjugate scription of this analysis can be found in RES].
Il. EXCLUSIVE CHARMLESS SEMILEPTONIC DECAYS

*Present address: McGill University, Mondile Quéoec, Canada The semileptonic transition of B meson(a pseudoscalar
H3A 2T8. to a final state with a single pseudoscalar meB@an, in the
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limit of a massless charged lepton, be described by a single 3%0prrrrrrrrrrerree 40000 e
form factor f4(q?): e L S —"
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wherey=qg%M?2, Mg is the mass of th& meson Gy is the
Fermi constantkp is the meson momentum, amy,, is the ;
angle between the charged lepton direction in the virtifal O
(€ +v) rest frame and the direction of the virtualin the B
rest frame. For a transition to a final state with a single vector FIG. 1. Predictions fodl'(B— m¢v)/dg? (left) and fordI'(B
mesonV, three form factorsA;, A,, andV) are necessary: —pfv)/dg? (right) for a variety of calculations, illustrating the
range of variation of the predictegf dependence. See Sec. VI for
[H.|? further discussion of the calculations.

2 bounds and experimentally constrained models based on
IH_|2 heavy quark symmetry, all seek to improve the range/of
over which the form factors can be estimated without intro-
2 duction of significant model dependence. Figure 1 illustrates
the broad variation in shape that arises in the literature. Un-
+sin20W€|H0|2}, (2 fortunately, all the form-factor calculations currently have
contributions to the uncertainty that are uncontrolled. The
light-cone sum rules calculations assume quark-hadron dual-
ity, offering a “canonical” contribution to the uncertainty of
10%, but with no known means of rigorously estimating that

5000f 1 so00f

dr(BLv—eW):'V |ZG,2:kVM§y
dydcosfy, ubl 53

(1—coSbyy)?

+(1+coSbyy)?

where ky, is the meson momentum and the three helicity
amplitudes are given by

1 uncertainty. The LQCD calculations to date remain in the
Ht:m[Al(qz)IZMBkVV(qz)]v (3 *guenched” approximation(no light quark loops in the
BTV propagatorgs which limits the ultimate precision to the 15%
and to 20% range. With the quark-model calculations it is diffi-
cult to quantify the uncertainty of a particular calculation by
1 Mg their very nature. These uncertainties in the form factors
H=—=sr—r+7--—"7"— translate directly into the same fractional uncertainty on
\/; zmv(MB+ m\/) |Vub|-
m2 In the =€ v modes, with only a single form factor in the
_ vV 2y AL2 2 massless lepton approximation, we expect that the rates ex-
8 ( ! Mé Y [A@7) — 4kuAL(aT) |- @ tracted in they? intervals that we have chosen will be largely

independent of the form-factor shapes. In the vector modes,
The structure of these differential decay rates immediatelyrowever, the three form factors interfere and differences in
allows us to draw some general conclusions regarding ththis interference among models, particularly at logéwal-
properties of the semileptonic decays that we reconstruct ines, can lead to a residual model dependence. To investigate
this analysis. For the(w){v transitions, the left-handed, this effect, we will analyze the vector modes with three sepa-
V—A, nature of the charged current at the quark level manirate charged lepton momentum requirements.
fests itself at the hadronic level 48l _|>|H,|. The H_
contribution is also expected to dominate tHg contribu- Ill. EVENT RECONSTRUCTION AND SELECTION
tion, leading to a forward-peaked distribution for &g .
For m(#){v, there is a siff,, dependence, independent of The CLEO detector{49,50 contains three concentric
the form factor. The pseudoscalar modes also contain an exracking devices within a 1.5 T superconducting solenoid that
tra factor of the meson momentum squared, which supeletect charged particles over 9583%) of the solid angle
presses the rate ne@,iax(kp:O). Taken together, these two for the first third (last two-thirds of the data. For the last
effects give the pseudoscalar modes a softer charged leptdwo-thirds of the data, a silicon vertex detector replaced a
momentum spectrum than the vector modes. straw-tube wire chamber. The momentum resolution at
Calculation of the form factors has become a considerabl@ GeVic is 0.6%. A Cs(Tl) electromagnetic calorimeter,
theoretical industry, with a variety of techniques now beingalso inside the solenoid, covers 98% ofr 4A typical m°
employed. Form factors based on lattice Q@ICD) cal- mass resolution is 6 MeV. Charged tracks are assigned the
culations[6—-18] and on light-cone sum rulesCSR) [19—  most probable mass based on specific ionization, time of
27] currently have uncertainties in the 15% to 20% range. Aflight, and the relative rates as a function of momentum for
variety of quark-model calculations ex{@8-42. Finally, a  proton,K™, and 7" production inB decay.
number of other approachdg3-48, such as dispersive The undetected neutrino complicates analysis of semilep-
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tonic decays. Because of the good Hermiticity of the CLEOquirement for the vector modes defines the nominal analysis.
detector, we can reconstruct the neutrino via the missing eflAfe also analyze the vector modes with the lepton momen-

ergy (EmissEZEbeam_EEi) and missing momentumﬁcmss tum requirement$)€> 1.75 GeVt andp€>2.0 GeVEk. The
25) in each event. In the process™e —>Y(4S) identification efficiency above 1.5 Ged//averages over
|

_.BB. the total energy of the beams is imparted to BB 90%; the probability that a hadron is misidentified as an

electron(muon, a fake lepton, is about 0.1%4%).
system; at CESR, that system is at, or nearly at, rest. (muory b ! . 1w

The 5-interaction-length requirement for muons causes
small crossing angle has been in use at CESR for most of tq%e muon acceptance to fall rapidly below 1.4 GeVAs a

running) The missing Mas$yl7s=E s [Pmisd >, Must be eyt only electrons contribute at the low end of the mo-
consistent, within resolution, with a massless neutrino. Spementum range we accept farfv, and electrons dominate
cifically, we require —0.5<M};J2Ess<0.3 GeV for  the measurement in the lowast interval.
events with a total chargeAQ=0, and |M;d/2E s A 70 candidate must have @y mass within 2 standard
<0.3 GeV for events withAQ|=1. deviations of them® mass. We reconstruct the via its
Signal Monte CarldMC) events show #,d resolution "7~ #° decay, reducing combinatoric background by re-
of 85 MeV/c. The resolution orE, s is about three times jecting combinations away from the center of theDalitz
larger than the momentum resolutifil]. Significant effort  plot. In particular, we requiréa|?/|an.)>>0.4, wherea is
has been devoted to minimizing multiple counting of chargedhe decay amplitude for the reconstructed point in the Dalitz
particles in the track reconstructide.g., particles that curl plot, anda,, is the maximum amplitude at the center of the
multiple times within the tracking volumgand to suppress- Dalitz plot. We reconstructy in both the yy and the
ing clusters in the calorimeter from charged hadrons thatr* 7~ #° decay modes. For thgy, we require the recon-
have interacted. structed mass to be within 2 standard deviations of ghe
With an estimate of the neutrino four-momentum in hand,mass(within about 26 MeV. For thew* 7~ °, we require
we can employ full reconstruction of our signal modes. Be{m_+,-0o—m,|< 10 MeV (about 1.7 times the resolutipn
cause the resolution dB,ssis S0 much larger than that for We impose a kinematic mass constraint on the momentum of
|Pmisd, We use E,,p,)=(|Pmisd,Pmisd for full reconstruc-  all 7° or 5 candidates in the/y final state.
tion. The neutrino combined with the signal charged lepton Backgrounds arise from thete _>qa and ete”
(¢) and mesorim) should satisfy, within resolution, the con- _, 7+ 7= continuum, fake leptonsy—ctv, and B—X,{v
straints on energyAE=(E,+E +En) ~Epeant=0, and  modes other than the signal modes. Backgrounds from con-
on momentum, Mmh_[Ebeam |apv+ p€+ pml 13~Mg, tinuum processes are suppressed by use of two event-shape
wherea is chosen to forcd E=0. The neutrino momentum variables. The selection criteria were optimized using back-
resolution dominates thAE resolution, so the momentum ground and signal Monte Carlo samples, rather than data, to
scaling corrects for the mismeasurement of the magnitude afvoid potential bias. The first variable is the angle
the neutrino momentum in thd ., calculation. Uncertainty  (cosé,s) between the thrust axis evaluated for the candi-
in the neutrino direction then remains as the dominant sourcgate signal-mode particleésiot including the neutrinoand
of smearing in this mass calculation that for the rest of the eventThe thrust axes are signed by
We reconstructq?=My, =(p,+p,)? for each decay picking the hemisphere containing the most engriggr BB
from the reconstructed charged lepton four-momentum angdvents at CESR, the distribution in this variable is flat be-
the missing momentum. In addition to using the scaled recause theB's are nearly at rest and thus their decay orienta-
constructed momentump described above, the direction of tions are independent. For continuum events the distribution
the missing momentum is changed through the smalless strongly forward and backward peaked. The r&joof the
angle consistent with forcing/l ,,,,=Mpg. This procedure second to the zeroth Fox-Wolfram mom¢Bg], which dis-
results in ag? resolution of 0.3 Ge¥, independent off?>.  tinguishes spherical from jetty topologies, is also utilized.
The w¢v and thepfv modes are analyzed separately in The continuum background tends to have a small recon-
the intervals q°<8 Ge\?, 8=0?<16 Ge\?, and g° structedq?. We therefore tune the continuum cut employed
=16 Ge\?. For thewfr and »¢v modes, for which we in the R,—C0Sf;s: Plane separately in eadt interval, and
have low statistics, we sum over ajf. separately for ther andp modes. Signal events with log?
Information from specific ionization is combined with appear rather jetty, so a cut usiRg, when data are binned
calorimetric and tracking measurements to identify electronsver a broad)? range, would introduce an efficiency bias. So
with p,>600 MeV/c over 90% of the solid angle. Particles for the w and » modes, for which allg? regions are com-
registering hits in counters deeper than 5 interaction lengthbined, only a co®y,s; cut is applied, reducing uncertainties
over the polar angle rangécos6|<0.85 are considered from the q? dependence of the form factors. Our criteria
muons. Those with hits beyond 3 interaction lengths ovesuppress the continuum background by over a factor of 10
|cos|<0.71 are used in a multiple-lepton veto, describedand are about 80% efficient.
below. Candidate leptons must hapg>1.0 GeVk for the The |p,| cuts greatly reduce background frotm—c
7 andz (pseudoscalaimodes, ang,>1.5 GeVk for thep —sfv and bias mildly againsb—c{v. For the vector
and w (vectop modes, which can couple to thW helicities  modes, we further require cég,>0, since the signal rate is
+1 and hence have a harder spectrum. This momentum réargely suppressed by —A outside this region, while the
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background is roughly flat in the region excluded, and falls TABLE I. Summary of the number of bins used in each mode
off in the region accepted. for the nominal fit.
Backgrounds, particularhlb—c€v, can smear into the

signal region iMAE andM ,,;, whenP < Misrepresents,, .

AE, M., AQ My.3,  Q°  Total

Such backgrounds are highly suppressed by rejecting events-¢+,, 7 2 1 3 42
with multiple charged leptons or a total event chajd®| o0+, 7 2 1 3 42
>1, both of which indicate missing particles. Requiring ,-¢+, 7 1 3 3 63
M2t be consistent with zero also provides powerful back-,0¢+;, 7 1 3 3 63
ground suppression. Still, Monte Carlo studies show that theg ¢+, 7 1 3 1 21
dominant remainingp—c{ v events contain eitherlg, me- -+, 7 2 1 1 14
. . Y
son or a second neutrirrom c—s¢v, with the lepton not "¢+, 7 2 1 1 14

identified that is roughly collinear with the primary neu-
trino.

Our selection criteria studies, based on statistical consid- . .
erations, indicated that keeping th®Q|=1 sample as well <M, <5.2875 GeV. In thelE signal band, this second
as theAQ=0 was favorable in spite of the poorer signal-to- mass interval is d|V|.ded'|nto two equal bands. Hence we used
background ratio. Further systematic considerations indi& tg)tal ofdseven bins dlnhthese twcl) t\)/_arlables. r;g g‘é"
cated that the use of tHaQ|=1 sample remained advanta- (@¢?) MO es,.vr;/.e u§865 It/lr(\e/e S%%aM 'C/S 0;/errlt (@) |
geous for the pseudoscalar modes. For the vector, iff'@SS fange er: mth > € (_I ) he ) of t S r;]omlna
particular thep modes, however, the overall poorer signal-? () mass. The threq” intervals in the ¢ v and thep(»

2 2 2
to-background ratio made thAQ|=1 sample overly sensi- r>nodes Q/ﬁverehq <8 bGeVZf’b.SSq <16h Ge\éz, _anr? @€
tive to systematic effects in both the modelling of tBe = 16 G€V". The number of bins for each mode in the nomi-

— X fv backgrounds and the simulation of the detector.gggﬁgi ;u?(;?a}srtiigideisn iﬁa\?vlsiéhT?Hean(g[nirlalsfgggldeaistoitr?l of
Therefore for the vector modes we requi@=0. cluded in thep and  modes, the fit had an additional 147
bins for a total of 406 bins.
IV. EXTRACTION OF BRANCHING FRACTIONS To examine yields, efficiency, and kinematics in this pa-
per, we use the most sensitive kihe “signal bin”) 5.265
<M ,,,<5.2875 GeV and-0.15<AE<0.25 GeV, though

To extract the branching fraction information, we per- neighboring bins also contribute information to the fit. For
formed a binned maximum likelihood fit that was extendedcomparison, théM .., and AE resolutions are about 7 MeV
to include the finite statistics of the Monte Carlo, off- and 100 MeV, respectively, dominated by the resolution on
resonance, and fake-lepton samples following the method 9 |. The 27 (or 37) mass intervals=95 MeV and
Barlow and Beestor{59]. The data in each mode were +10 MeV, centered on the nominal masses, are used for
Coarsely binned over the tWO'dimenSional region 5.17Eﬁgures forp andw CandidateS, respective'y_
<M, <5.2875 GeV [AE|<0.75 GeV. We further binned  ~ To simplify the statistical interpretation of the results, we
the data in the reconstructedrzand 3w masses in the and  |imited the number of multiple entries per event. For each
» modes. The[AQ|=1 samples were binned separately individual mode, the candidate with the smalldstE|
from AQ=0 samples. Separation of the net charge samplegmong those satisfyinll ,,>5.175 GeV was chosen, inde-
allowed us to take advantage of the better signal-to-noisgendent ofg?. A given event could contribute to multiple
ratio of the|AQ|=0 sample while reducing our dependencemodes, although contribution near the signal region in more
on our knowledge of the absolute tracking efficiency. Finally,than one mode was rare. In theand @ modes, each of the

we binned the data ig” for the two{» and the twop€v  mass bins described above was considered a separate mode.
modes. For the{ v and thez¢ v modes, we combined aj?

information into a single bin.

Our fitting strategy was designed to minimize dependence ) ) . o .
of the results on the details of the simulation—both from MC simulation provided the distributions in each mode
detector and physics standpoints. The choice of binning bafor signal, theb—c background, the cross-feed among the
anced separation of signal and background against reliandgodes, and the feed down from higher mass X, (v de-
on detailed MC shape predictions. To help minimize theca@ys. It included a full description of the—c and charm
model dependence of the branching fraction determinationglecay modes and @EanT-based[53] detector model. The
we did not use information from the lepton momentum specX,{ v feed down was evaluated with a simulation of e
trum or from cosi,, within the fit. Extraction of rates in the — X,{v process based on an inclusive operator product ex-
separateq? intervals further reduces reliance on the form Pansion(OPB calculation[54] of dI'(B— X¢v)/dMy, us-
factors. ing parameters determined from the CLEO analysis of the

The AE bin intervals used in the nominal fit were B— X,y photon spectruni55,56 (also used in the recent
—0.75<AE<—-0.45 GeV, —0.45<AE<—-0.15 GeV, and CLEO Ilepton-momentum end-point analysj§7]). The
—0.15<AE<0.25 GeV (the AE signal band The M.,  hominal analysis combined this inclusive spectrum with the
bin intervals were 5.1%M,,,<5.2425 GeV and 5.2425 ISGW Il model[31] for all mesons through the(1450). For

A. Method and binning

B. Fit components and parameters
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each exclusive mode, we “subtracted rate” from the inclu- TABLE Il. The efficiency matrix in percent describing the prob-
sive calculation with a weight of the form dxpa(My ability that an event from a given generaggdinterval reconstructs
u

i ; 2 0, _—p+
B 242 . _inagiveng” interval forB"— 7~ ¢ v events that pass all cuts and
Mr)7Aqcol, Where Mg is the central mass of the reso- . ncict within the “signal region” oAE versusM,,. The

nanceR. At any given qu, the rate remaining after this ¢iciencies are based on Ball01.
subtraction of the exclusive modes is hadronized nonresc=
nantly. Variations of the inclusive parameters based on the Trueg? Reconstructed®

uncertainties in the8— Xy analysis and variations of the (GeV?) 0-8 8-16 =16
hadronization modele.g., fully nonresonant but witkr 7€ v

: . . 0-8 25 0.07 0.001
removed from the mass regionare included in the system- 8-16 0.07 46 0.06
atic uncertainties. The signal modes are excluded from these ~16 0.000 015 44

B— X, v samples.
The contributions from events in which hadrons have
faked the signal leptons and from continuum are evaluated , ,
using data. The electron and muon identification fake rates For these results, we have examined the following form
from pions, kaons, and protons are measured in data usingf@ctors for the signal modes and cross-feed rates.zHor:
variety of tagged samples. The analysis is performed on Ball and Zwicky (light-cone sum rules[27], ISGW I (a
sample of hadronic events with no identified leptons, treatingionrelativistic quark modg[31], and the skewed parton dis-
each track in turn as a signal electron and then a signdtibutions (SPD of Feldmann and Krol[39]. Other LQCD
muon. The contribution in each mode is weighted accordingaind LCSR calculations are also considered in extracting
to the fake rate. |[Vyl. For p€v: Ball and Braun(light-cone sum rules—
We determined the residual continuum background usingall’98) [20], ISGW II, Melikhov and StecHa relativistic
data collected 60 MeV below thé(4S) energy. The center- quark model—Melikhov'0D [38], and UKQCD (a LQCD
of-mass energy and cross-section differences were taken int@alculation—UKQCD’98 [8]. For »{ v, we have only con-
account as necessary. For each combination of mode, recosidered the ISGW Il form factor. The above choices #div
structedg? bin, and for eacm’\Q value, we determined the andp€ v bracket the extremes in the variation of the shape of
rate over the full AE-M,,,, plane by applying all cuts, in- dI'/dg? and hence provide a conservative estimate of the
cluding continuum-suppression cuts, and then scaling acheoretical uncertainty on the branching fractions. In general,
cording to the relative on-resonance and off-resonance lumthe theory references provide minimal guidance on the theo-
nosities. To smooth the statistical fluctuations within eachretical uncertainty in the form-factor shapes, and the varia-
combination, we determined ttghapeover theAE-M,,,,  tion among the chosen calculations appears larger than the
plane by the following procedure. First, we dropped thevariation expected within a given calculation. For nominal
continuum-suppression cuts and obtained the shape over t&lds and figures, we use Ball’'01 for the modes and
AE-M ., plane for each combination from data. Then, fromBall’98 for the vector modes.
continuum qa MC calculations, "7~ MC, and our fake We fit all the signal modes simultaneously. The param-
lepton samples, we determined the change in shape over tigéers for the threer ¢ v g intervals, the thregp ™ ¢ " v g?
AE-M,,, plane caused by application of the continuum-intervals, and the totaj¢ v branching fraction floated as free
suppression cuts, i.e., we obtained the ratio of yields, with tgparameters in the fit, for a total of 7 signal parameters. The
without cuts, for eaclAE-M ,;, bin, for each combination. isospin and quark symmetry relation§(B%— 7~ ¢ v)
Within the MC statisticSabout 4.5 times the on-resonance =2 (B* — 7% " v) and I'(B%—p ¢*v)=2I'(B*
continuum contribution in dajathe predicted ratios were —p%€*v)=2I'(B*—wt*v) constrain the rates foB™
consistent with flatno change in shapeApplying the ratios  relative toB?, and are assumed to hold for eaghregion.
so obtained to the off-resonance data without continuumWe combined the threef v rate predictions that result from
suppression cuts, we obtained tsleapeof the background the quark symmetry assumption and the thpée’ rates to
over theAE-M,,, plane, for each combination. The overall obtain the fit prediction for the total observed reconstructed
normalization for each combination was, again, determinedo€ v yield. As mentioned above, only this integrated yield
from the observed rate in the off-resonance data for thafior w€v contributes to the likelihood. The twg submodes
combination. are tied to the totaly¢ " v branching fraction by the mea-
For each signal mode, we generated a sample of signaured» branching fractions and the submode reconstruction
Monte Carlo that is flat in phase space and processed theséficiencies. To implement the isospin constraints, we assume
samples with oulGEANT-based detector simulation. As we equal charged and neutBlproduction,f, —=fq,, and input
analyze each reconstructed event, we reweight the event t lifetime ratio of 1.083:0.017[58]. For self-consistency,
correspond to a particular calculation for the form factorsthe cross-feed rates are constrained to the observed yields.
involved in the decay. This procedure allowed us to sample a Theb— c normalization in the fit varies independently for
variety of form factor calculations. For each mode, we detereach mode, and within each mode fAQ=0 and |AQ)|
mine the efficiency matrix for reconstructed versus tgde  =1. The normalizations obtained are generally within 10%
Given our resolution and binning, the matrix is essentiallyof those derived from luminosity and cross sections. The
diagonal, as Table Il shows for thef v form-factor calcula- nominal fit therefore has an additional 11 free parameters for
tion of Ball and Zwicky(Ball'01) [27]. these normalizations.
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We float the overall normalization of the generi® 20— T T —T
— X v feed-down sample, determining it from the fit. To
help in determining that normalization, we take advantage of
CLEO’s recent measuremeft7] of the branching fraction

for b—ufv decays with leptons in the 2.2—-2.6 Gewho- 15 —
mentum range:B(B— X {v,2.2<P,<2.6 GeVkt)=(2.30 T
+0.38)x 10 * (the “end-point branching fraction? We 2 i
constrained th&8— X, ¢ v feed-down normalization by add- 5 4
ing a y? term to the log likelihood of the fit: 310 —
E -

2 = 4

—2|nc_>—2|nc+w, (5) i -

0‘ -

em

whereBB,, is the measured end-point branching fractieg,,
is the total experimental uncertainty on that measurement,
and Bg, is the branching fraction implied by the fit param-

\ S ) S ) 0 . . .
eters. The fit prediction in each iteration is given by 360 340 380 220 460
Ngz(m) -2Inz
Bep= Bueofurn+ 2 21 Bmifmi (6) FIG. 2. Distribution of—2 InL from the bootstrap procedure
m 1=

described in the text. The arrow indicates the value obtained from
whereme (7, 7°%p",p% w, ), By, is the branching frac- the corresponding fit to the data.

. 2 . T . _

::82 f]f) ' .ﬂi]stgicf?gc?oondg iggrtle(?Iemttc?r:\;alflonr;[gﬁr:;edrg an dfit to the data is also shown. As discussed above, this fit has
5. M ; . g P ' . 406— 22= 384 degrees of freedom. The result from the fit to

g< interval, that is predicted by the form-factor calculation to ;

o ; . . . . data is reasonable.

lie in the end-point region3,,, is the branching fraction for

. . ; For the actual nominal fit to the datao |AQ|=1 data in
the B— X, ¢ » feed-down background in that iteration, and o\ 61 modas we obtained a value- 2 InL=240.3 for
fue, is the fraction of charged leptons in the end-point mo-

: 259-19 degrees of freedom. Most bins in the data fit have
mentum range obtained from our model.

. B . . . 2 .

. . sizable statistics, so interpretation o2 InL as ayx* is rea-
The systematic error evaluation for tie—X,tv feed o0 "rpho probability of? for the fit to the data is 0.48.

down, and checks using alternative procedures, are describé . S .
I . In Figs. 3—6 we show thM ., (AE) distributions in the
below. The normalization is floated independently for each . v P
: L : . AE (M,) signal band for the individuaj“ regions exam-
systematic variation of the various Monte Carlo, contlnuum,meoI for mtv and for ofv. For ofv. we show both the

or fake samples described below so that the effect on th pev. pEYs

background normalization of mismodeling within the simu- ?Af’)ﬂgﬂ&?ﬁ \rl\gthuitrr:ngr?tmlz:r?:j l.v?/itﬁe%;nmr;n;lrjem :(eag':ﬁgtive
lation is properly assessed. q

n summen we have 19 fee parameters i the i 9 SEVE SNt of e o10ne) CLEC anaysi The
seven signal rates, the 11 gendsie:c background normal- 9 '

2
izations, and the one generB—X (v feed-down back- Summed oveg” for the 7 andp modes and fow{wv and

ground normalization. The continuum background and fake.7¢ ¥ @'€ shown in Fig. 7. The ¢ » mode remains consistent

lepton background samples are absolutely normalized anlaoge] ;V;Tk t?g fgebségicéfge?'fg ;hfcyf';?jtetr?emrj]ovrvrzgl' a
their rates do not float in the fit. In fits discussed below forP" ground. wise specilied, 12

which we include thd AQ|=1 information in the vector- tions in all figures derive from the fit with the requirement

meson modes, there are an additionab-3¢ background P¢>1.5 GeVE in the vector modes.

- The lepton momentum spectra and égg distributions in
normalization parameters, for a total of 22 free parameters.the (M,....,AE) signal bin are shown in Figs. 8 and 9. This

information is not used in the fit, but shows good agreement

with the signals preferred in the fit. Thew mass distribu-
We have examined the reliability of our fitting procedure tion for the combineg € » modes is shown in Fig. 10.

via a bootstrap technique. We created 100 mock data samples The branching fractions from the nominal fit are summa-

by randomly choosing a subset of events from each of ourized in Table Ill. The results are remarkably stable as the

Monte Carlo samples. From fits to these samples we fountepton momentum requirement in the vector modes is varied.

that our procedure reproduces the branching fractions withThe greatest variation is observed in the lowggsinterval in

out bias, and that the scatter of central values agrees with thtee p£ v modes, which we expected because of the larger role

uncertainties reported by the fit to better than 15%. Thes¢hat interference between the form factors plays in that re-

studies were done with theAQ|=1 data included in the gion.

vector modes as well as in the pseudoscalar modes. The dis- Use of ay?-based fitting procedure produced similar re-

tribution of likelihoods that we obtained is shown in Fig. 2. sults, though we saw clearly that low statistics bins had an

For comparison, the likelihood obtained from a comparablaundue influence on the results of that fitter. Such sensitivity

C. Checks and results
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FIG. 3. M, (left) andAE (right) in the AE andM ¢, “sig- FIG. 4. M., (left) and AE (right) in the AE and M ,;, “sig-

nal” band requiringAQ=0 for the combinedr™,7° modes. The nal” band requiringl AQ|=1 for the combinedr=,7° modes. The

points are the on-resonance data. The histogram components, frgpeints are the on-resonance data. See Fig. 3 for component and

bottom to top, ard—c (fine 45° hatch, continuum(gray or green  normalization descriptions.

cross-hatch) fake leptons(cyan or dark gray feed down from

other B— X, ¢ » modes(yellow or light gray, cross-feed from the  spectrum fork} production inB decay and in the process

vectoor andzy modes into the reconstructed mode=d or blflck fine b—c—sfv, both of which affect the background rate into

e e L3S A he Sgnal region. The fll MC samples wer reanalyze fo
: ' each variation to allow for leakage of events across the se-

was eliminated with the log likelihood minimization. lection boundaries. The variations are described in more de-
The increase in-2 In£ from best fit toB(B*— »¢*v)  tail in Appendix A.
=0 is 10.4, corresponding roughly to a 3.2tatistical sig- For many of the variations in the simulation, we expect a
nificance. cancellation between the change in the signal yield and the
change in the efficiencyNote that we are not changing the
V. EXPERIMENTAL SYSTEMATICS analysis—the data yields remain unchangddhe cancella-

tion arises as follows. If we degrade the reconstructed neu-

Table IV summarizes the contributions to the systematidrino, the efficiency for signal is reduced, but background
errors for the nominal analysis. The dominant contribution istends to smear more readily into the signal region. Hence the
from uncertainties in % simulation,” which includes inaccu- signal yield also tends to be reduced, offsetting the change in
racies in detector simulation and uncertainty in the decagfficiency. Because of the expected imperfections in our
model of the nonsigna. The breakdown of ¥ simulation”  simulation, we do not expect the observed cancellation to be
into its component parts is given in Table(&nd with lepton  perfectly reliable. For each variation, we therefore assign an
momentum cuts for vector modes of 1.75 Ge\dnd 2.0 additional uncertainty in the branching fraction so that the
GeVl/c, in Tables VI and VII, respectively total fractional uncertainty estimate is

We investigated the systematic uncertainties insimu-
lation” by modifying, for each systematic contribution under B .
consideration, the reconstruction output of all of the Monte 0= 0gr® 3 MiN(0yiel, Ter)- @)
Carlo samples used in the fit. Using independent studies by
CLEO for this and other analyses, our modifications reflectedn this expressionogg is the percentage change in the
the uncertainties in charged-particle-finding and photonbranching fraction from the fitoyeq is the percentage
finding efficiencies, simulation of false charged particles andchange in the “signal bin” yield, andr¢« is the percentage
photons, charged particle momentum resolution, photon erghange in the “signal bin” efficiency. For complete cancel-
ergy resolution, hadronic shower simulation, and chargedation (oyieiq= oerr; ogr=0), the additional term amounts to
particle identification. In addition, we reweighted the Montethe addition in quadrature of one-third of the change ob-
Carlo samples to account for the uncertainties in the rate angerved in the yield and in the efficiency. When no cancella-
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FIG. 5. M, (left) andAE (right) in the AE and M, “sig- FIG. 6. M., (left) and AE (right) in the AE and M ,;, “sig-

nal” band requiingAQ=0 for the combinedp™,p® modes with ~ Nal” band requiringAQ=0 for the combinedp=,p° modes with

the requiremenp,> 1.5 GeVk in the vector modes. The points are the requiremenp,>2.0 GeVk in the vector modes. The points are
the on-resonance data. The hatching and normalization are as ffi€ On-resonance data. The hatching is as in Fig. 5. The normaliza-
Fig. 3 except that the red or black fine 135° hatch cross-feed comions come from the fit with the corresponding lepton momentum
ponents are fromr and » modes into thep modes, and the coarse reduirement.

hatch cross-feed component is from among the vector modes. _
for the HQET parameters; versusA, and we choose the

tion | ted. the additional . Th | f Eoints on that ellipse that make the maximal change. The
10N 1S expected, the additional term 1S z€ro. 1Nhe Values 10keqqn4 contribution regards uncertainty in the hadronization
Oyield @Nd ey are estimated by examining the changes in they¢ e final state light quarks. We change from our model that

“signal bin.” _ marries the ISGW Il exclusive and OPE inclusive calcula-
Note that because of correlations between the tlyee tions (see the preceding sectioto a purely “nonresonant”
intervals in a given mode, the sum of the intervals tends to b@adronization procedur@imilar to that oS ETSET[60]). The
less sensitive to the systematic variations than the individuahadronization is nonresonant in the sense that single hadron
intervals themselves. final states(e.g.,a;€v) are not produced. Resonances can
Consider now the items in Table IV other tham Simu-  appear in the multihadron final state.g.,p7¢v). To avoid
lation.” We reweight the Monte Carlo sample to allow varia- overlap of the nonresonant sample with the signal modes, we
tion in the relative rates foD¢v, D*€v, and Onw){v,  eliminateB— X,{ v events with a low mass final state.
both for resonanDn7 and nonresonaridn. We vary the  The uncertainties presented correspond to a mininvipy
rates by +8%, 6%, =30%, and*=30%, respectively. of 1 GeV. Variation of that threshold over the 0.9-1.1 GeV
Note that if we completely eliminate any one of theserange results in similar systematic estimates. As a cross-
charmed modes except* € v, the total branching fractions check, we have also used the strictly resonant description of
for = and p remain stable within 4% of themselves, which ISGW II, which yields results consistent with our uncertainty
demonstrates that we are quite insensitive to the details afstimates.
the poorly measured nonresonant and resondi ) We have used different normalization schemes forBhe
modes. ZeroingD* € v completely causes changes of only — X ¢v background to check the sensitivity of the results
15%, further demonstrating our insensitivity to the detailedunder the normalization procedure. If we drop the end-point
modeling of theb—cf v process. branching fraction constraint but still allow the normalization
For theB— X ¢ v background, we evaluate two contribu- to float, we see only minor shifts in the results and the end-
tions to the systematic uncertainty. First, we vary the nonperpoint branching fraction predicted by the fit is within one
turbative parameters of the inclusive spectrum used to drivetandard deviation of the measured value. We have also used
the X, € v simulation within the uncertainties obtained from an iterative procedure, where we fix tBe—X,f v normal-
the B— Xgy analysis that were used in the recent end-poinization in the fit, but update that normalization until the fit's
measuremer{t6,57. That analysis provides an error ellipse predicted end-point branching fraction converges to the cen-
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FIG. 8. Charged lepton momentum spectrdeft) and codi,
(right) for the combinedr¢ v modes in the threg? intervals. See
Fig. 3 for component and normalization descriptions.

s
Z "_ : / from the ideal factor of 2 for the other two ratios used.

520 525 The uncertainties related to lepton identification are esti-
M, ¢y (GEV) AE (GeV) mated by varying the measured hadronic fake rates within
their uncertainties and by applying the uncertainty in the
measurement of the average lepton identification efficiency.
Lepton-fake uncertainties are measured in the data as a func-
tion of momentum using cleanly tagged hadronic samples,
heludingKs— 7+ 7~ andD**— 7D, DO—K*7~.

Finally, we assessed our smoothing technique for the con-
tinuum data sample. Recall that we use the off-resonance
tral value(and then to+ 1 standard deviatiorof the CLEO  data distribution with relaxed continuum suppression com-
measurement. This procedure also gave consistent results.bined with the expected shape change over the filtEcand

As Table IV shows, uncertainty in thB—X, (v feed Mme, region that is induced by the relaxation. First of all,
down contributes little to the systematic error eif » and fitting without smoothing the off-resonance sample yields re-
ntv. For thept v rate, however, the contribution is substan- Sults consistent with our nominal fit when the biases ex-
tial. pected from downward fluctuations in the off-resonance

Our nominal fit assumed equal production of charged angamples are taken into accoy6b]. If the few problematic
neutralB mesons{ . _ /fo,=1. We varied this fraction over bins are removed from the data, fit results with and without
the one standard deviation range indicated by the recer@moothing are essentially identical. The smoothing proce-
CLEO resultf , _ /fyo=1.04+0.08[61]. The relationship en- dure was introduced to allow the fit to remain unbiased in the
ters both in the fit to implement the isospin constraint and inPresence of these bins. As mentioned above, the predicted
the branching fraction calculation to calculate the number ofhape changes were all consistent with flab shape
B° mesons. We used the measured ratioBofeson life- ~change. o _ N _
times, 7g+ /750=1.083£0.017, which we varied by one  The *MC” prediction used in examining the bias con-
standard deviation to assess the associated uncertainty. THted of three components. The primary component was the
ratio comes into the normalization of the neutral modes vereontinuumgq component that usetETSETto obtain the ini-
sus the charged modes. We have also varied the isospin agal list of resonances and particles produced in ¢ie™
sumption. In the nominal fit we used a ratio of 2. For theannihilation. Resonances and short-lived particles were de-
systematic estimate we lowered thé:p° ratio down to cayed via CLEO’s decay modé&DQ) that is based largely on
1.43, as suggested by Diaz-Crl62]. The deviation arises measured branching fractions. The second component arose
from p®-w mixing coupled with the large® width. Because from continuum events with a hadron misidentified as a lep-
of the smally andw widths, we expect negligible deviation ton. This component was evaluated using data and measured

FIG. 7. My, (left), AE (right) in the AE and M, signal
bands forAQ=0 and summed over the entig¢ range for the
combined 7 modes(top), p modes(row 2), w (row 3), and 7
(bottom modes. See Figs. 3 and 5 for component and normalizatio
descriptions. Fory there is only a single cross-feed component
from the non# modes(red or black fine 135° hat¢gh
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fake rates. The third component, from" 7, was much I=0L even 77 nt 7 :7%7%=0:2:1.

smaller[67].

When compared to off-resonance data, our predictiorAssuming that th&=3,5, ... configurations are suppressed
showed excellent agreement in shape for the distributions irelative to theL =1 configuration, we can use'e” scatter-
(AE, M,), both with and without the continuum suppres- ing data andr decay data to conclude that the-1,L odd
sion requirements. The largest deviation in #i¥soluterate  component is completely dominated by theA significant
prediction was about 20%. Most rate predictions were withinnonresonant contribution would therefore come via the
10%. We therefore have good confidence in our ability to=0L even channel. With thé=0 rate parametrized by,
predict the ratio of the distributions with and without the we expect partial widths in the ratios
suppression. Furthermore, we expect variations in the model .
parameters—fragmentation function, charm meson decay T
model, fake rates—that would be consistent with other stud- . .
ies of the continuum to lead to changes that are relatively 10 estimate the systematic due to an unknown nonreso-
small compared to the statistical uncertainties. To be somdiant mm¢v contribution, we look for a component, after

what conservative, though, we have changed coherently tHeVent selection, that could mimoic%zfv. To constrain such a
ratios of all 45 AE, M,,,) distributions used in the fits, contribution, we add the mode” =" ¢ v to the fit. Procedur-

o o . :
even though the uncertainties are of a statistical nature. ~ lly, We generater (v using thep line shape and the

In the p modes, there is an additional uncertainty from the? ¢ » form factors. We then perform fits with the usual isospin
unknown contribution of nonresonamtm¢ v decays. While ~ constraint on the partial widthg(:p”=2:1) replaced with
little is known about these decays, we can provide a framethe 7 ratios given above. While the most relevant fit for the
work for limiting those contributions through the study of €Xtraction of a systematic uncertainty number has the param-
reconstructedm’m%¢* v decays and the consideration of eter « floating, we also fixx=0 to test the fit quality under
Bose symmetry, isospin, and angular momentum. Bhe the assumption that observed7%¢ v yields are consistent
—.X,¢v decay results, before hadronization, in two final- with cross-feed from other modes and the other standard
state light quarks. These can have either iso$pi® or |  Packgrounds.

—1. Because final-state interactions preserve isospin, a final N the fits, ther®m®¢ v mogle_ is treated like the mode.
mr state is also restricted 16=0 or | =1. From Bose sym- Only the sum of the threg” intervals contributes to the
metry considerations, the state must have angular mo- Ilkellhoo_d, but the signal Monte C_arlo_ simulation is scgled in
mentumL even forl =0 andL odd for | =1. Isospin con- eachg? m_terval separately to mamtam the abower ratlps _
siderations then imply from one interval to the next. Figure 11 shows the projection
onto the m_o_o distribution for fits with and without a
7°7% v signal component. Note that the fit included data
=1L odd m= 7% 7" 7 :7%70=2:1:0 only from the three bins in the range 0.48B1.0,0

O nta 7l m0=2:1+ 20 a.
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signal component. The resulting’7%¢ v yield is consistent
with zero. The shifts in the varioyst v branching fractions
are larger effects than the increase in their errors due to cor-
relations with ther®7%¢v. We thus take the shifts as the
estimate of the uncertainty. The pseudoscalar modes shift
negligibly.

In addition to the variations above, we have performed
numerous systematic checks, including variation of the se-
lection criteria and investigation of electron and muon
samples separately. We have also investigated tighter mo-
mentum requirements in the pseudoscalar modes. The ob-
served variations were in general consistent within the un-
certainties resulting from the statistical changes.

VI. DEPENDENCE OF BRANCHING FRACTIONS
ON FORM FACTORS

In the original measurement of the exclusive charmless
branching fraction$3], there were two roughly comparable
contributions to the branching fraction errors from the form-
factor uncertainties. The first contribution resulted because
the efficiency varied as a function gf (inescapable with a
lepton momentum cyit and the data were lumped into a
single g? bin. Because we now extract the rates indepen-
dently in three separa@® ranges, this analysis should see a
significant reduction in this effect. The second contribution
resulted because there was significgftdependence to the
cross-feed rates between the pseudoscalar and the vector
modes. Again, since we extract the rates independently as a
function of q?, this dependence should be reduced.

We have estimated the model dependence based on
changes of the branching fractions under variation of the
form-factor calculation. The previous analyg8 found that
the error on the branching fraction obtained from comparison
of models was larger than that obtained by variation of a
particular form-factor parametrization within the published

<1.055 GeV. The fit quality is excellent when the recon-uncertaintiegwhen given. Tables IX and X show the varia-
structedm®7°¢ v mode is included but the®#%¢ v signal is
forced to zero. Table VIII summarizes the observed changeas thew and vector form factors are varied. We have in-
in the p~ € * v branching fraction when we float the®7%¢ v

tion in B(B°— 7~ ¢*v) and B(B°—p~ ¢ " v), respectively,

cluded in the set of models those which have the most ex-

TABLE IlIl. Summary of branching fractions from the nominal fit using the Ball'01 and Ball'98 form factors forstlaed p modes,
respectively. The first uncertainties are statistical and the second systéseati8ec. ¥ The results for the fits with more restrictive lepton
momentum requirements in the vector modes are also showngTmgervals are specified in G&Y

B 42 interval Analysis requirementvector modeps
Mode x 10* pe>1.5 GeVk p.>1.75 GeVkt p>2.0 GeVk
BO—m (v Bioga 1.33+0.18+0.11 1.310.18+0.11 1.32-0.18+0.12
B_g 0.43+0.11+0.05 0.43-0.11+0.05 0.42-0.11+0.05
Bs 16 0.65+0.11+0.07 0.65-0.11+0.07 0.66-0.11+0.07
B-16 0.25+0.09+0.04 0.24-0.09+0.04 0.24-0.09+0.05
BO—p € v Bioga 2.17+0.347%47 2.34+0.34798 2.29+0.3573493
B_g 0.43+0.207933 0.50+0.20" 322 0.62+0.22"922
Bs 16 1.24+0.267 53} 1.32+0.267 535 1.11+0.25" 523
Bs 0.50-0.107 3% 0.52+0.103% 0.56+0.10397
B —nlty Biotal 0.84+0.31+0.16 0.84-0.31+0.16 0.83-0.31+0.15
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TABLE IV. Contributions to the systematic err(¥) in each total and partial branching fractioB)( Simulation of the detector and the
secondB contribute tor simulation.

mlv p(w)tv
g? interval (GeV) g? interval (GeV)
Systematic Biotal <8 8-16 =16 Biotal <8 8-16 =16 7
v simulation 6.8 10.5 9.2 17.2 18.7 41.7 194 135 17.3
B—D/D*/D** /DNRX¢ v 1.7 25 1.9 3.2 2.0 21.4 4.7 4.2 55
B—X,{ v feed down 0.5 3.0 1.8 1.9 8.3 23.8 6.1 5.6 1.6
Continuum smoothing 1.0 2.0 0.2 2.0 3.0 10.0 1.0 2.0 2.0
Fakes 3.0 3.0 3.0 3.0 3.0 3.0 3.0 3.0 3.0
Lepton ID 2.0 2.0 2.0 2.0 2.0 2.0 2.0 2.0 2.0
fo_Ifgo 2.4 2.6 2.3 2.2 0.0 2.5 1.0 0.1 4.1
T+ [ TRO 0.2 0.1 0.3 0.5 2.1 4.2 1.4 2.1 1.4
Isospin 0.0 0.0 0.0 0.2 2.4 1.9 2.7 2.3 0.1
Luminosity 2.0 2.0 2.0 2.0 2.0 2.0 2.0 2.0 2.0
Upper 8.6 12.4 10.7 18.3 214 53.9 215 16.2 19.3
Nonresonant - - - - -13 -9 -15 -14
Lower 8.6 12.4 10.7 18.3 25.1 54.7 26.2 21.4 19.3

treme variations in shape df’/dg?. For ¢ v, we find that  deviation. Our assigned uncertainty covered 70% of this
our method results in almost no sensitivity to the form factorrange.(Note that this procedure gave us a more conservative
used for the signal mode efficiencies. We find a larger sensikange than taking one-half the spread among the central
tivity to the variation of the vector mode form factors be- value of the models.Empirically, we found that this proce-
cause of cross-feed from those modes. péw, there is dure agreed with taking 1.7 times the rms spread among
almost no sensitivity to ther{ v form factors, but significant models for all quantities that we examined. For these results,
sensitivity to thep€ v form factors. we therefore apply this latter procedure. The results are also
To assign uncertainties, we use an empirical observatioaummarized in Tables IX and X.
from the original analysig3]. For that analysis, for any For purposes of direct comparison, had we adopted the
given model, we varied the internal parameters to determinprocedure used in recept v analyses by the BABAR Col-
an error on the rates extracted within that model. We thehaboration[63] and by CLEO 20004], we would assign
defined a range of potential branching fractions by taking théabsolut¢ uncertainties of 0.0810 * (rather than
model with the lowest result and subtracting one standar®.07x10 4) and 0.3% 10 * (rather than 0.4%10™ %) for
deviation from the variations within that model, and takingthe p~¢* v form-factor dependence on the total branching
the model with the highest result and adding one standarttaction for 7= ¢ v andp~ ¢ * v, respectively. Thep € v

TABLE V. Percentage change in results for a fit with a modified simulation relative to a fit to the nominal MC simulation for each of the
variations contributing to the simulation systematic uncertainty. The vector modes were analyzed with the reqpirerhénGeVE. The
last row shows the quadrature sum of the changes.

AR p €ty nlv
Variation Total 9°<8 8<g?<16 q°=16 Total g°<8 8<q?<16 g°=16 total
v eff. 2.6 7.0 2.7 9.1 11.1 11.9 111 10.6 5.7
v resol. 4.1 2.9 5.4 2.3 2.9 3.7 2.3 4.2 9.6
K. shower 1.3 1.0 1.4 14 6.0 8.4 7.2 1.6 2.7
particle 1D 1.9 25 3.0 6.3 8.2 27.5 6.9 1.1 0.2
split-off rejection 15 2.9 3.0 5.0 1.2 9.4 1.8 2.5 5.5
track eff. 3.7 4.5 4.2 2.6 8.6 13.3 9.5 3.4 9.5
track resol. 1.0 1.8 2.4 11.2 6.2 12.7 6.0 2.7 0.9
split-off sim. 0.4 1.4 0.5 2.3 1.0 10.4 1.0 4.7 6.0
K| production 0.2 0.1 0.2 0.4 0.1 0.8 0.1 0.3 0.1
v production 0.5 3.5 2.2 2.0 0.6 15.1 4.1 0.9 2.9
Total 6.8 10.4 9.2 17.2 18.7 41.7 19.4 13.5 17.3
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TABLE VI. Percentage change in results for a fit with a modified simulation relative to a fit to the nominal MC simulation for each of
the variations contributing to the simulation systematic uncertainty. The vector modes were analyzed with the requyement
>1.75 GeVEk. The last row shows the quadrature sum of the changes.

T4y p v nlv
Variation Total g°<8 8<g?<16 q’=16 Total g°<8 8<g’<16 q’=16 total
v eff. 2.6 6.8 2.8 9.3 9.7 8.9 10.3 9.0 5.9
v resol. 4.0 2.7 54 2.4 3.2 4.6 2.7 4.1 9.7
K. shower 1.4 1.0 1.3 1.7 4.6 4.8 6.1 0.5 2.6
particle 1D 1.8 2.7 3.0 6.4 7.8 24.2 6.9 1.0 0.0
split-off rejection 15 25 3.1 4.7 0.5 1.7 0.9 2.4 5.0
track eff. 3.7 4.3 4.2 2.6 8.4 11.9 9.7 34 9.7
track resol. 1.0 1.8 2.6 11.4 4.6 8.1 4.9 1.8 0.8
split-off sim. 0.4 15 0.5 2.4 1.1 1.5 0.3 5.3 53
K, production 0.2 0.1 0.1 0.4 0.1 0.7 0.1 0.3 0.0
v production 0.5 3.5 2.3 2.2 0.8 13.3 3.1 0.6 2.7
Total 6.7 10.2 9.3 17.4 16.7 33.1 18.0 12.2 17.0

number, 0.3%10 4, is about half of the size seen in the analysis shows essentially no dependence onmthe form
recent BABAR measurement, which, like the CLEO 2000factor. The overall uncertainty of the form factors has re-
measurement, is mainly sensitive to the end-point regiopn duced to about 80% of the original CLEG¥ v measurement
>2.3 GeVk. [3] (which had a smaller form-factor dependence than the
We stress that the form factors from any given model are2000 CLEOpf v analysis[4]). As one tightens the lepton
not used to constrain the relative rates extracted in each ahomentum requirement, the model dependence increases
the threeq? regions. Only the efficiencies within eadi? slightly over the range we have studied. As expected, the
range are modified. Hence the quality of the fit used to exlowest g? interval shows the greatest sensitivitfyaction-
tract the rates does not discriminate among different formally) to the variation in the range. For a given model, the
factor descriptions. This discrimination is discussed in thevariation of the total branching fraction as the lepton mo-
following section. mentum requirement is varied is small compared to the
Overall, our procedure has drastically reduced the sensivariation among models for a given momentum requirement.
tivity of the 7€ v result to both ther¢ v and the vector-mode (The rms variation of the former is about 30% of the rms
form factors. There is essentially no dependence omrthe  variation of the lattey.We speculate that the dominant model
form factors themselves. The combined sensitivity to botrdependence likely arises from our agg>0 requirement,
the = andp form factors is about one-third that of the pre- which we applied to suppress—c background. Either finer
vious CLEO 7{ v analysis. g2 binning or an alternate means of background suppression
The p€ v variation remains significant, though again thiswould provide a route for further reduction of the form-

TABLE VII. Percentage change in results for a fit with a modified simulation relative to a fit to the nominal MC simulation for each of
the variations contributing to the simulation systematic uncertainty. The vector modes were analyzed with the requigement
>2.0 GeVk. The last row shows the quadrature sum of the changes.

AR p €ty nlv

Variation Total 9°<8 8<g?<16 q°=16 Total g°<8 8<q?<16 g°=16 total
v eff. 2.6 6.8 2.7 8.8 12.3 12.3 14.6 8.3 5.9
7y resol. 4.2 2.7 54 3.9 1.3 1.1 2.3 1.0 9.3
K, shower 1.3 0.9 1.7 1.7 2.4 1.8 3.2 1.2 2.6
particle 1D 1.9 2.7 3.1 6.4 7.0 15.6 8.1 1.1 0.4
split-off rejection 1.7 2.7 3.0 5.9 1.8 15 2.9 0.7 5.7
track eff. 3.9 4.3 4.5 2.4 4.1 4.7 6.5 1.8 9.2
track resol. 1.0 15 3.0 11.8 3.6 8.2 2.4 2.7 1.0
split-off sim. 0.4 1.6 0.5 3.1 1.9 6.6 2.8 3.0 5.2
K, production 0.2 0.2 0.1 0.4 0.2 0.5 0.2 0.4 0.1
v production 0.6 35 2.4 2.6 0.7 6.3 1.5 0.6 2.1
Total 7.0 10.2 9.7 18.2 15.7 23.9 18.9 9.7 16.7
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30— . . . . from those two modes. In all cases, thg,,| extraction is
> E based on the results from the analysis requiripg
220_ * ‘ >1.5 GeVk in the vector modes. We useB lifetime of
3 N > v 'Y (1.542+0.016) ps/58].
4\9 r < k\ Z 7 V é <t ‘ L, 7
§10_— A o ‘\/ / = A. |Vyp| from Boalwy
- 0_ //%’/ _ /% For v, we first explqre fittingg? distributions from

05 10 15 05 10 15 various form-factor predictions to the measured rates in the
M_ 0,0 (GeV) threeg? bins. To be self-consistent, we extratt,,| for a

particular form factor using the rates from the fit with that

FIG. 11. Them n° mass distribution from the reconstructed model. In practice, as we have seen, this makes little differ-
m°w% v “signal bin” from the nominal fit(left) and from the fit  ance in ther modes in this analysis. Since each model pre-
including a7r_°7r°€1v signal componentright) as des_cribed in the dicts the total rate modulp/,|, |V, becomes the one free
text. The points are the on-resonance data. The histogram Comp@y, o meter for the fit that normalizes the prediction to the
nents, from bottom to top, ark—c (fine 45° hatch continuum observed rates. The quality of the fit measures how well the
(gray or green cross-hatgtfake Ieptons(cya.n or dark gray feed form-factor shape describes the data, so it provides one
down from otheB—X, ¢ » modestyellow or light gray, cross-feed means of discrimination among form fa,ctors. The results of

from the signal modes into the reconstructed mo@ed or black . ) .
fine 135° hatch and signalopen. The normalizations are from the this procedure are summarized in Table XI. For the three

corresponding fits. calculations that have been used for both efficiency| &gl
extraction, the data rates with the best fits for each predicted
factor dependence. form factor are shown in Fig. 12. The probability gf in

For the »¢ v branching fraction, we find a dependence of Our various fits for the ISGW Il model varies between 1%
0.04x 104 from variation of them¢v form factors and @and 3%, indicating that this model is likely to be less reliable
0.01x 10~ “ from variation of thep{ » form factors. The only ~ for determination offVyy| from m¢v. Note further that the
n¢ v form factor that we consider is ISGW[1B1]. However, ~SPread among the central values from the various calcula-
the »¢v analysis presented here is almost identical to thdions is _falrly small relative to the uncertainties quoted in the
original 7 v analysis. We therefore take the form-factor de-Calculations themselves. . _
pendence of 10% found in that analysis as an estimate of the Because the extracted rates in e intervals are now
uncertainty from they form factors. As the)¢ v form factors ~ €ssentially independent of thef v form factor, one can ex-
contributed substantially to the 10% uncertainty in the preract|Vus| from our results for form factors not considered
vious analysis, yet contribute negligibly tg¢v, the 10% he_re. We provide in AppendiB a detailed methodology for
should be a conservative estimate. doing so. _ o

The results presented here agree well with the previous To determine th'e effect of the systematic u.ncertamtles, we
CLEO measurements and the recent BABAR» measure-  epeat the above fit using the thrgerates obtained from the
ment. The results of the original CLEO measureni@htare branching ratio f_|t after each systematic var!atlon. This pro-
superseded by this measurement. The results of the CLEEfdure automatically accounts for correlations among the
2000 measuremerit] are essentially statistically indepen- three intervals. We then increase the uncertainty for each

dent of those presented here. variation by one-half of the fractional error introduced by the
second term in Eq.7). The factor of one-half arises from the
VIl. EXTRACTION OF |V,| AND DISCRIMINATION square root involved in extraction 0¥ | from the rate. _
OF MBDELS As we discuss below, each of the form-factor calculations

used to extractV,,| from the full g% range has some mea-
We extract|V,| from the measured rates farf v only,  sure of model dependence. We determine a systematic error
for p€v only, and then by using the combined informationin |V, from the quoted theoretical uncertainty in form-

TABLE VIII. Comparisons of thep™ ¢ " v branching fractions when the®7°¢ v mode and component are added. The parametbat

normalizes ther®7°¢ v component is described in the text. The percentage changes relative to the standard fits in Table Il are indicated in

parentheses below the branching fractions.

B(B—ptv) Bq2<8 Ge\2 88<q2<16 Ge\?
Analysis @ (107% (10°% (107% B q2=16 Gev2 x2/DOF

p,>1.5 GeVk 0.25+0.21 1.88-0.35 0.39:0.21 1.06-0.26 0.43-0.10 273.7 /(280-21)
(—13%) (—9%) (—15%) (—14%)

p,>1.75 GeVt 0.22+0.18 2.06-0.35 0.46-0.22 1.15-0.26 0.46-0.10 271.6 /(280-21)
(—12%) (—8%) (—9%) (—11%)

p,>2.0 GeVk 0.18+0.13 2.170.36 0.67-0.25 1.01-0.24 0.50-0.10 281.1 /(280-21)
(—5%) (8%) (—9%) (—11%)
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TABLE IX. Branching fractionsB(B°— 7~ ¢ " v) obtained under variation of the and p/w{v form-factor models. Shown are the
results for the total branching fraction, the partial branching fraction in egchin, and the—2 InL for the fit. Branching fraction
uncertainties are statistical only. The estimated model dependence is indicated after each set of variations. All branching fractions are in units
of 10" 4. The 7 model variations are all presented for the analysis withptfie 1.5 GeVk requirement on the vector modes.

g? interval (Ge\?)

7 model p model Biotal B_g Bs_16 B-1s —2InL
Ball'01 Ball'98 1.33+0.18 0.43:0.11 0.65-0.11 0.25-0.09 240.3
ISGW2 Ball'98 1.33£0.18 0.43:0.11 0.66£0.11 0.24-0.09 240.7
SPD Ball'98 1.32:0.17 0.44£0.11 0.65-0.11 0.23:0.09 239.8
1.7XRMS,, (¢ 0.01 0.004 0.01 0.01
Ball'01 Ball'98 1.33+0.18 0.43:0.11 0.65-0.11 0.25£0.09 240.3
Ball'01 ISGW?2 1.410.18 0.45-0.11 0.69-0.10 0.27-0.09 239.4
Ball'01 Melikhov’00 1.30+0.18 0.43:0.11 0.65-0.11 0.22:0.09 240.2
Ball'01 UKQCD’98 1.36+0.18 0.44-0.11 0.66-0.11 0.26-0.09 239.3
L.7XRMS, ¢ 0.07 0.01 0.03 0.03

factor normalizations, with the following procedure. For what ad hocassumptions about the form-factqf depen-
each form factor used, we recalculdté,,] when we in- dence in that mode, we drop ISGW Il from consideration.
crease or decrease the form-factor normalization by one stafrom the others, we find the minimum val¥g,, and the
dard deviation. Due to the poor agreement of the ISGW Ilmaximum valueV .. We then assign an asymmetric error
form factor with thew€ v data in conjunction with the some- of 70% of the deviation relative to the nominal central

TABLE X. Branching fractionsB(B°—p~¢*») obtained under variation of the€» and p/w€v form-factor models. Shown are the
results for the total branching fraction, the partial branching fraction in egcbin, and the—2 InL for the fit. Branching fraction
uncertainties are statistical only. The estimated model dependence is indicated after each set of variations. All branching fractions are in units
of 10, The = model variations are all presented for the analysis withpthe 1.5 GeVk requirement on the vector modes. For the vector
mode form-factor variation, we present the results for all three momentum requirements.

g? interval (Ge\?)

7 model p model Biotal B_g Bs_16 B-=1s —2InL
Ball'01 Ball'98 2.17+0.34 0.43:0.20 1.24:0.26 0.56:0.10 240.3
ISGW2 Ball'98 2.18:0.34 0.43:0.20 1.25-0.26 0.53:0.10 240.7
SPD Ball'98 2.17%0.34 0.42£0.20 1.25-0.26 0.506:0.10 239.8
1.7XRMS, 0.01 0.01 0.004 0.004
p,>1.5 GeVk
Ball'01 Ball'98 2.17£0.34 0.43:0.20 1.24:0.26 0.56:£0.10 240.3
Ball'01 ISGW?2 1.910.28 0.36:0.13 1.14:0.23 0.47-0.10 239.4
Ball'01 Melikhov’00 2.56+0.37 0.33:0.15 1.49-0.31 0.75:0.14 240.2
Ball'01 UKQCD’98 2.08+0.32 0.3%:0.17 1.2%0.25 0.49:0.10 239.3
1.7XRMS, e 0.41 0.09 0.22 0.19
p>1.75 GeVt
Ball'01 Ball'98 2.34+0.34 0.506:0.20 1.32:0.26 0.52£0.10 241.6
Ball'01 ISGW2 2.03:0.28 0.34£0.13 1.20:0.23 0.49£0.10 240.3
Ball'01 Melikhov’'00 2.74-0.37 0.38:0.16 1.58-0.31 0.78:0.14 241.4
Ball'01 UKQCD'98 2.23+0.32 0.45£0.18 1.28-0.25 0.5 0.10 240.4
1.7XRMS, ¢ 0.44 0.11 0.24 0.20
p,>2.0 GeVk
Ball’01 Ball'98 2.29+0.35 0.62:0.22 1.1 0.25 0.56-0.10 244.2
Ball'01 ISGW?2 1.89-0.27 0.38:0.13 0.98:0.22 0.54£0.09 243.4
Ball’'01 Melikhov’'00 2.66:0.38 0.48:-0.17 1.36:0.31 0.83:0.14 244.6
Ball'01 UKQCD98 2.15+0.32 0.540.19 1.07:0.24 0.55-0.09 243.3
1.7XRMS, g 0.47 0.15 0.24 0.21
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TABLE XI. |V, extracted from fits to the rates measured in the tlyéntervals for a variety of form factors forr¢v. The table
indicates form-factor calculatiofV | with statistical error only, predicteﬁﬂ'ﬂ/ [Vypl? with the estimated theoretical uncertainty, tpiefor
the fit, and the probability of? given the two degrees of freedom.

 model p model V| X 10° TM|Vypl? (ps™Y) Fit x? P(x?
Ball'01 Ball'98 3.21+0.21 8.4°3% 1.0 0.61
KRWWY?2[22] Ball'98 3.40-0.23 7.3:25 5.3 0.07
ISGW2 Ball'98 2.90-0.20 9.6-4.8 7.3 0.03
SPD Ball'98 2.96:0.19 9.6-2.9 4.0 0.14
Ball'01 Ball'98 3.21+0.21 8.4°3% 1.0 0.61
Ball'01 ISGW2 3.31-0.20 8.4°33 1.2 0.55
Ball'01 Melikhov'00 3.18+0.21 8.4°33 0.9 0.63
Ball'01 UKQCD'98 3.24+0.20 8.4°33 1.1 0.59

8Jses rates determined with the Ball’01 form factor.

value—that is, we take 0.na— Vnom) and 0.7Vpom Again for direct comparison with other experiments, tak-
—Vmin). Because the result obtained using Ball’01 is close tong one-half, rather than 70%, as the scale factor for estimat-
the mean, we take that result as the nominal value. Note thang the uncertainties yield$V,,| =(3.21+0.21+0.14" 333
when a symmetric theory error is quoted on the rate, we+0.07)x 10 3
reinterpret that error as symmetric on tamplitude To be Note that the error ofV,,| from the uncertainty in the
precise, we reinterpret a symmetric one standard deviatiopates under variation of form factors is completely dwarfed
range for the rate o, oy, to mean the one standard de- py the error arising from uncertainty in the theoretical nor-
viation range for the amplitude of'y* o2, whereyy,  malization of the form factor.
=Tn/|Vupl? anday, is the quoted theoretical uncertainty on - our second, preferred, method for determin|ig,| at-
Y- This reinterpretation leads to an asymmetric error inter‘tempts to reduce the number of modeling assumptions and
val on the rate ofyy* o[ 1+ o/ (4ym)]. hence to provide a more robust uncertainty estimate. We
This procedure yields therefore limit our consideration to form factors determined
from LCSR and from LQCD calculations, which are QCD-
based approaches. These calculations, however, are each

. . 2 . _
where the errors are statistical, experimental systematic, trfenly valid over a restricted;” region. The LCSR assump

. .
estimated uncertainties from thef v form-factor shape and lons are expected to break down fgf=>16 GeV, while

o . the current LQCD calculations are valid only fay?
normalization, and the¢» form-factor shape, respectively. =16 Ge\?. Extrapolation outside of these ranges therefore
The p¢ v form-factor contribution has been estimated using '

the 1. % rescription introduces a dependence on the form used for the extrapola-
-OrRvs P ption. tion. This introduces another uncertainty that is difficult to
assess. To minimize this uncertainty, we extiagt,| from

|Vyp|=(3.21£0.21+0.147 382+ 0.10 X 1073,  (8)

0'9;"" AL '."SPI'D' these more restricted regions. For LQCD, we determine
<, 0.8~ . m——Ball'01 = |V,pl from the measured rate and the calculated rate in the
% 07F il A - ISGW Il 3 rangeq®=16 Ge\?. For LCSR, we determingV/,,| by fit-
2k E ting the calculated LCSR rates to the measured rates in the
= 06F E two g? intervals below 16 Ge¥ The results are shown in
G 05F = Table XII.
hel C 4 .

U 04b E To produce a final LQCD result for thg?=16 Ge\? re-

2 - ] gion, we take a statistically weighted average of the different
3 03F E LQCD results. To the precision quoted, we obtained identical
=o02F E results if we based the statistical weights on the upper, the

0 3 E lower, or the average of the asymmetric statistical errors

“E 3 quoted in Table Xll. We assume the systematic errors are
e e | completely correlated among the different calculationss;if
o2 (GeV?) is the statistical weight used in the average for calculation

_ o o and o is the fractional systematic error for that calculation,
FIG. 12. Measured branching fractions in the restriciééhter-

vals for B = ¢*v (pointg and the best fit to the predicted then the total fractional systematic errarassigned to the
dI'/dq? (histogramsfor the three models used to extract both rates@verage isr= X ajo; . The theoretical errors quoted in Table
and|V,,|. The data points have small horizontal offsets introducedXll do not include any uncertainty from the quenched ap-
for clarity. The last bin has been artificially truncated at 24 &av  proximation, which is estimated to be in the 10% to 20%
the plot—the information out tq?,, has been included in the work. range. We add an additional 15% in quadrature to the sys-
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TABLE XII. Values for |V, obtained fromm¢ v data using form factoréF) from light-cone sum rules
in theg? interval 0—16 GeV (top two rows and from LQCD forq?=16 Ge\? (bottom five rows. Only the
statistical errors ohV,,| are indicated. The data rates obtained using Ball'0Ol#éw and Ball'98 forp€ v

were used as the input for all values obtained.

m FF |Vub| X 10° 1—‘t7|;—1/|vub|2 (psil) Fit X2 P(XZ)
Ball'01 3.20+0.22 6.9°%23 1.0 0.32
KRWWY 3.46+0.24 5.7-1.9 0.025

FNAL?[16] 2.88+0.55 1.917045+0.31 -
JLQCD’ [17] 3.05+0.58 1.71°5:38+0.46 -
APE® [18] 2.97+0.57 1.80"380+0.47 -
uUKQCD? [13] 2.63+0.50 2.3°311+0.51 -
averagé 2.88+0.55 1.92°33%+0.47 - -

#The authors of 16] have provided the rate integrated over this range and the corresponding uncertainty.
®The authors of17] have provided the rate integrated over this range and the corresponding uncertainty.
“We have integrated over the restricigtlinterval to obtain rates using the FF parametrization from the two
APE methods, scaled the uncertainties accordingly, and performed a simple average of the two rates.
%We have integrated the FF parametrization over the restrigéaterval to obtain the central value and have

scaled the uncertainties accordingly.
€See text.

tematic uncertainty just described to obtain the average the-
oretical systematic uncertainty quoted in the table.

|Viublgz=16 Geve=(2.88+0.55+0.30"932+0.18 X 10" 3,
9

where the errors are statistical, experimental systematic,
LQCD uncertainties, an@{ v form-factor dependence, re-
spectively. The LQCD uncertainties have been combined in
quadrature.

Taking the simple average of the two LCSR values and
again using the 70% range to estimate the theoretical uncer-
tainty, we characterize the LCSR results as

|Vublq2<16 Geve=(3.33+0.24+0.15"J30+0.06 X 10" 3,
(10

Using the fractional errors from the LCSR calculations alone
gives similar theoretical uncertainties.

We average the LQCD and LCSR results, with correlated
experimental systematics taken into account, according to
the procedure laid out in Appendix C. The LQCD value en-
ters the average with a weight ef ,.=0.20. As noted in
Appendix C, we choose the weight to minimize the total
overall uncertainty. To be conservative, we have treated the
theoretical uncertainties as if they were completely corre-

B. |V, from B—ptlv

, We proceed witlBB— p€v in much the same fashion as
From our average of the LQCD-based results, we estimai@;, g, r¢,,. The fits of the different form factors to the
rates extracted from the threg intervals in the data are
illustrated in Fig. 14 and are summarized in Table XIII. Be-

Al | an Ball '01
== KRWWY
= SPD
e Average, all g2
o° 2 16 GeV? Lattice QCD
H——— FNAL '01
H—— JLQCD
H———H ] APE
——&—— UKQCD '00
H——— Average, (q° 2 16 GeV?)
9% < 16 GeV? LCSR
=t Ball '01

—H——H KF%WWY )
(H—@—H , Average, q° <16 GeV

Average of LQCD + LCSR
= név:LQCD + LCSR

=@t | xfv+plv:LQCD + LCSR

30 35 40 45 50 55 60
V| % 10°

20 25

lated. We find

|Vyp|=(3.24+0.22+0.13°

We take this as the more reliable determinatiof\gf,| from
our complete data in this mode.

0.09 %10 3.

FIG. 13. Values fo}V,,,| obtained fromm¢ v using the entire?
range for the various form-factor calculatiof®p block, using
LQCD for g?>=16 GeV? (second block using LCSR for g?
<16 GeV (third block), and using our average of the last two
(bottom block for 7€ v only and form€ v andp€ v combined. In all
cases, the top bar indicates the statistical and all the experimental
systematic§combined in quadratuyeand the lower bar indicates

The variations irV,,| and our averages are illustrated in the approximate “one standard deviation” range of motion due to

Fig. 13.

the theoretical uncertainties.
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o Vielikhav™s TABLE XIV. Values for |V, obtained using form factor&F)

1'8;_ | m——Ball'98 e from light-cone sum rules in the? interval 0—16 Ge¥ (first row)
+, 16F T — ISGW Il and from LQCD forq?=16 Ge\? (second row. Only the statistical
* 1.4F -‘ . O--—--UKQCD '98 errors are indicated. The data rates obtained using Ball'OZ-for
L‘§1 of L ] and Ball'98 forp¢ v were used as the input for all values obtained.
~ °F Y ]
G 1.0F ~ : T/ Vasl®
& 0.8F ¢ p FF IVelx10*  (ps)  Fitx*  P(x)
o = ]
% 06 | : - Ball'98 2.67£0.27 14.2:4.3 4.5 0.03
= 04F (#A = UKQCD'98 3.34:0.32  29°0% - -

02F i 3

Covoa b b b b b by s bya s by s 1o 1 10t 1 I
0 3 e 3 2 Restricting ourselves to the theoretically more reliable use

¢ (GeV?) of LQCD for g?=16 GeV* and LCSR forg?<16 GeV#, we
have only the two results listed in Table XIV. In addition to
FIG. 14. Measured branching fractions in the restriciééhter-  the theoretical uncertainty quoted for UKQCD’98, we add an
vals for B>—p~¢*v (pointy and the best fit to the predicted additional 20% in quadrature as an estimate of the quenching
dI'/dg? (histograms for the models used to extract both rates anduncertainty. This is larger than for the¢v case both be-
|Vub_|- The data points have small horizontal offsets introduced forcguse the is a broad resonance and because of the potential
clarity. for larger biases from quenching given the interference be-
tween the various form factors. We also apply our reinterpre-

cause of the relatively large variation in the rates extractedation of symmetric theoretical errors on the rate as symmet-
from the data using the different form-factor calculations, weric errors on the amplitude. The results in the twd

again perform the extraction ¢¥,,,| entirely within the con-  intervals are thus

text of a given form-factor calculation. In general, the theo-

retical predictions do not match the data as well as we saw  |Vyplgz=16 cevz=(3.34+0.3233, 7929 %1073 (13)
for the m¢v mode. In spite of some of the poor fits, we
consider all four sets of form factors as we estimatg,| and
with this mode. As we expected from the branching fraction
results, theV,,| extracted from thep€ v information does

not depend on ther{ v form factor used in the analysis. We average the LQCD and LCSR results, with correlated
For an estimate ofV,| based on the models and fits in gyperimental systematics taken into account. We again em-

Taple X_III, we take the.Bz.aII’98 results as thg central valut_a.pk)y the procedure described in Appendix C. The optimal

Estimating the uncertainties as described in the precedingeight for combining the two intervals, treating the system-

section, we obtain atic uncertainties as completely correlated #js=0.5. We

find

IVublgz<16 cer=(2.67£0.27° 0385401073, (14)

Vbl =(2.90+0.217 3317013 x 1073, (12
|Vl =(3.00£0.217 3327029+ 0.28 10 3. (15

where the errors are statistical, experimental systematic, and
the estimated uncertainties from 70% of the total spread ifThe errors are statistical, experimental systematic, theoretical
the results as we vary thef v form-factor calculations over systematic based on the LQCD and LCSR uncertainties, and
+ 1 standard deviation, respectively. This estimate is similap{ v form-factor shape uncertainty. To be conservative, we
to, though somewhat larger than, that obtained from thdwave assigned the latter error based on the variation seen in
quoted Ball’'98 uncertainty. the total branching fraction in this mode. The contribution

TABLE XIlIl. |V, extracted from fits to the rates measured in the tlyeatervals for a variety of form factors fqs¢ v. The table
indicates form-factor calculatiofV | with statistical error only, predicteﬁg‘/ [Vypl? with the estimated theoretical uncertainty, tprefor
the fit, and the probability of? given the two degrees of freedom.

 model p model [Vyp| X 10° %[ Vypl? (psY) Fit x? P(x?
Ball'01 Ball'98 2.90+0.21 16.9-5.1 7.6 0.02
Ball'01 ISGW2 2.96-0.21 14.2:7.1 3.3 0.19
Ball'01 Melikhov'00 2.46+0.17 26.2-5.2 8.1 0.02
Ball'01 UKQCD'98 2.88+0.20 16.5°33 5.2 0.08
Ball'01 Ball'98 2.90+0.21 16.9-5.1 7.6 0.02
ISGW2 Ball'98 2.90-0.21 16.9-5.1 7.6 0.02

SPD Ball'98 2.96:0.21 16.9-5.1 7.8 0.02
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LI L L L I B VIIl. SUMMARY
All g2 _

e Ball '98 With a sample of 9. 10° BB pairs, we have studieB

(R e e | ISGW I decays tomlv, pfv, wlv, and nfv, where{=e or u.

e, Melikhov '00 From the combination of a broad momentum range for the

@t UKQCD '98 charggd lepton momentum and independent extraction of

. A I 2 rates in three separatg intervals, we were able to reduce

— verage, alq the uncertainties from modeling within the form-factor cal-

92216 GeV? Lattice QCD culations. For the decaB®— 7 ¢* v, we have determined
e, UKQCD '98 the branching fractions
2 2
q° <16 GeV LCSR 2
o B2l B3 B(0=<0g?<8 Ge\?)

Average of LQCD + LCSR =(0.43+0.11+0.05+ 0.004+-0.01) X104

e pev:LQCD + LCSR ) \2

=
@5 | 1oy +pev: LQCD + LCSR B(8<q°<16 GeV)
IIIIIIIII|IIII|IIII|IIII|IIII|IIII|IIII
20 25 30 35 40 45 50 55 6.0 =(0.65+0.11+0.07+0.01+0.03 X10"*
V| % 10°
ub

B(g’=16 Ge\?)
FIG. 15. Values fofV,,| obtained fromp{ v using the entire? B 4
range for the various form-factor calculatioft®p blocK, using =(0.25:0.09+0.04£0.010.03 X10"%.  (17)
LQCD for g?=16 Ge\? (second block using LCSR forg?
<16 GeV (third block), and our average of the last twbottom
block) for p€ v only and form¢ v andp€ v combined. In all cases,

the top bar indicates the statistical and all the experimental systemB(Bo_> 70" »)=(1.33+0.18+0.11+0.01+ 0.07) X 1074

Combining these rates and taking into account correlated
systematic uncertainties, we obtain

atics (combined in quadratuyeand the lower bar indicates the ap- (18)
proximate “one standard deviation” range of motion due to the
theoretical uncertainties. where the errors are statistical, experimental systematic, the

estimated uncertainties from thef v form factor, and those
from the € v form-factor shape is negligible. Again, we take from the p£ v form factors, respectively.
this as our preferred method of extractifg,,| from our For the decayB’—p ¢*v, we have determined the
plv data. branching fractions

The |V, results obtained from€ v are shown in Fig. 15.
B(0=<g’<8 Ge\?)

C. |Vl from a combination of B— v and B—plv =(0.43+0.20+0.23+0.09+0.01) X10™*
We have averaged tH¥ ;| determinations obtained sepa- 8<q2<16 Ge\?
rately from theB— ¢ v andB— p€ v modes. For this aver- b(8=a )

age, we considered only the results obtained using the LCSR =(1.24+0.26" 531+ 0.22+0.004 x 10" *

and LQCD calculations applied to thg<16 Ge\? andq?

=16 GeV results, respectively. The averaging procedure B(g’=16 GeV?)

amounts to the determination of the optimal weighto be 0,08 .,

applied to the LCSR and LQCD average obtained frBm =(0.50£0.10"47;+0.19+0.004 x10"". (19
—ar{ v relative to that obtained froB— pf€ v (see Appen- . . .

dix C). We held the values,, anda,,, each of which deter- Comblnln_g these rates, again tak_lng into account correlated
mines the weight of the LQCD result relative to the LCSR SyStematic uncertainties, we obtain

result in the individual mode, fixed at the optimal values 0 o\ +0.47 -

found in the preceding sections. The weight 0.7 provided B(B"—p £"v)=(2.17+0.347,5,+0.41+-0.0) X 10",

the optimal combination. With this weighting, we find (20

where the errors are statistical, experimental systematic, the
estimated uncertainties from tlp€ v form factors, and those
from the ¢ v form factor, respectively.

The errors are statistical, experimental systematic, theoretical When the theoretical uncertainties that result from form-
systematic based on the LQCD and LCSR uncertainties, anfédctorg? dependence are evaluated in a common fashion, the
p{v form-factor shape uncertainty, respectively. Note thatranching fractions obtained in this analysis have uncertain-
because of cross-feed among the modes consideredfthe ties from the form-factog? dependence that are reduced by
andp¢v modes are anticorrelated, resulting, in particular, inabout a factor of 2 compared to previopg v analyses

the minimal dependence of the average result onpthe [3,4,63. These uncertainties are almost eliminated for the
form-factor shape. 7€ v branching fraction.

[Vl =(3.17£0.177 5187533+ 0.09 x 1072, (16)
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We see evidence for the decByY — ¢ " v with a statis- suremenf57]. The estimated theoretical uncertainties remain
tical significance corresponding roughly to 8.2The rate we  sizable for bothw¢ v and p€ v, and there remain uncertain-

obtain, ties in the estimates themselves. We therefore do not average
. . . these results, but view the compatibility as an indication that
B(B"—nt"v)=(0.84:0.310.16+0.09 X 10", the uncertainties have not been appreciably underestimated.

(21)  significant progress in extraction ¥, from exclusive

: . e . decays will require a major improvement in theory.
is consistent, within sizable errors, with that expected from y q J P y

the measured pion rate and isospin relations. Only an ISGW

[I form factor has been examined, and a 10% model depen- ACKNOWLEDGMENTS

dence uncertainty has been assigned based on the previous . .

CLEO #(¢v analysis. The final error quoted combines thisP \Ii\/rilﬁhacnkl\fl‘é l?}rgp(:jfegir,]é].[)s Ir&c:arlwiek’h-cr).v(?gfgls’;étI;ilgg]\?vri]tﬂ,

estimate with the dependence on th€v and p{v form : ;e Vay ' )

factors. form factors._ We gra_tefully ac_knowledge the e_ffort_ of the
From the €v 2 behavior that we have observed, we CESR staff in providing us with excellent luminosity and

' : . running conditions. M. Selen thanks the Research Corpora-
find the ISGW Il form factor form¢ v consistent with data at tion, and A.H. Mahmood thanks the Texas Advanced Re-
only the 3% level.

By fitting LQCD and LCSR calculations to the observed seqrch Program..Th|s work was supported by the National
2 Y S ) : .~ Science Foundation and the U.S. Department of Energy.
g behavior in7€ v, restricting each calculation to its valid

g? range, and then combining the results, we extract
Loss APPENDIX A: DESCRIPTION OF EXPERIMENTAL
|Vup| = (3.24£0.22+0.137333+0.09 X 1073, (22 SYSTEMATIC UNCERTAINTY DETERMINATION

where the errors are statistical, experimental systematic, the The techniques employed in this analysis rest fundamen-
estimated uncertainties from thef v form-factor shape and tally on complete, accurate reconstruction of all particles

normalization, and those from thef v form factors’ shapes, from bothB decays in an event. As a result, systematic un-
respectively. From a similar analysis of tpé» mode, we Certainty estimates that reflect uncertainties in the detector

obtain simulation must account for the reliability with which an

entire event can be reconstructed, not just the signal par-

[Vyp| =(3.00+0.217 3224949+ 0 2 x 1073, (23) ticles. For example, if there is a residual uncertainty in the

track reconstruction efficiency, the signal efficiency will not
The errors are statistical, experimental systematic, theoreticainly be affected by incorrectly assessing the loss of the sig-
systematic based on the LQCD and LCSR uncertainties, andal mode patrticles, it will also be affected by “misrecon-
pf v form-factor shape uncertainty, respectively. In generalstruction” of the neutrino four-momentum. Furthermore, the
the p€ v form-factor calculations did not agree as well with rate at which background samples can smear into the signal
the observeg (v data as did therf v form-factor calcula- region is also affected by the overall misreconstruction.

tions with thew¢ v data. We therefore estimate the systematic uncertainties due to
Combining these two modes for an overall result fromdetector modeling by modifying each reconstructed Monte
this analysis, we obtain Carlo event in each signal and background sample. For each

study, the size of the variation has generally been determined
[Viupl=(3.17+0.177 5157333+ 0.09 10" 2. (24) by independent comparisons of data and Monte Carlo. The
following list describes the variations that enter the system-
Given the manner with which the theoretical uncertaintiesatic determination.
have been estimated, the quoted values should be interpreted Tracking efficiencyWe have limited our uncertainty in
as being closer in spirit to “one standard deviation” than totrack-finding efficiency for high(above 250 MeW¢) and
“the allowed range.” low momentum tracks to be under 0.5% and 2.6%, respec-
These results trade off the potential statistical gain ovetively. These limits were obtained with hadronic samples,
the previous CLEO analyses in favor of relaxation of theo-and therefore include any discrepancies in the interaction
retical constraints. Had we fixed the relative rate in the thregross sections. To determine the systematic error from the
g? intervals in them¢ v andp¢ v modes, a more pronounced uncertainty in tracking efficiency, we apply an additional in-
improvement in statistical precision would have resulted. Byefficiency of 0.75% and 2.6% to each high momentum track
relaxing the constraint, on the other hand, we have miniand to each low momentum track, respectively, in the simu-
mized our reliance on modeling in extraction of rates and ofation.
[Vipl- Tracking resolution We increase the mismeasurement of
These results supersede thér andp{ v results obtained each momentum component for each reconstructed charged
in Ref. [3]. They agree, within measurement uncertaintiesparticle by 10% of itself, which is outside the range for
with the CLEO 2000p¢ v result[4] and with the recent which core distributions agree, but compensates for discrep-
BABAR pfv analysis[63]. ancies in the tails.
The results forlV,,| obtained here are compatible with  y efficiency We have limited our uncertainty in photon
the results obtained from the recent CLEO end-point meareconstruction efficiency to 2%. In our studies, we have ac-
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tually applied an additional 3% efficiency loss per photon,first input into the systematic estimates on the branching

then scaled the observed shifts back by 2/3. fractions for that variation. We can view the shifts in results
v resolution We also degrade the photon energy resolu-as arising from two components: a change in the signal effi-
tion by 10% of itself. ciency and a change in the predicted background level. These

Split-off simulation Studies ofyy— KK g have indicated changes tend to cancel in the total shift: a variation that re-
that the combination of mismodeling the physics processeduces the signal reconstruction efficiency also simulta-
and hadronic showers leads to an excess of isolated recoR€0Usly increases the background lefzeld reduces the sig-
structed showergsplit offs) at the rate of 0.03/hadron in data "@! Yield from the fil. As the main text describes, we
relative to the Monte Carlo simulation. To estimate the po_!ncrease our systematic gsUmate to allow for imperfections
tential effect on our analysis, we interpret the entire excess d8 the predicted cancellation.
mismodeling of the hadronic showers, and add showers at

this rate to each of our Monte Carlo samples. APPENDIX B: EXTRACTION OF |V,,| FROM THE
Split-off rejection We bias our neural net parameter, MEASURED dI'(B°— =~ ¢*v)/dg? DATA WITH
which is derived from the distribution of energy within the FUTURE FORM-FACTOR CALCULATIONS

crystals in the shower relative to the primary impact point of The branching fractions in the threg? ranges forB

a “parent’ charge.d had.ron, to move photc_)n—like resglts in—>77€v exhibit very little dependence on the precise form
the Monte Carlo simulation towards hadronic-shower-like ré+5.tors ysed to extract the branching fractions. The results

sults. We limit the variations based on dgta and Monte Carle g therefore be reliably used to obtain valued Y6y, using
comparisons of the parameter as a function of shower energy;tyre B— ¢ » form-factor calculations that are improved

K. showersIn our simulation oK showers, we increase oyer those used in this paper. This appendix provides the
the energy deposited in our Csl calorimeter. The variation igjetail needed to ascertain the proper experimental uncertain-
based on data and Monte Carlo comparisons of the energies for such an extraction using the same fitting technique
deposited byK™ showers after correction for the minimum- presented above. The main difficulty stems from proper
ionizing component. evaluation of the experimental uncertainties because of cor-

K, production By comparing the data and Monte Carlo relations(both positive and negatiy@mong the results for
Ks energy spectrum and yield, we found that d(y rate  the three ranges. The correlations arise both statistically from
needed to be decreased by (¥20)%, and that no correc- the fitting procedure used to extract the three rates and sys-
tion was needed for the spectrum. The nominal analysis rdematically as we vary the details of the simulation.
weights events witlK, accordingly, and we vary the weight  To extract a central value ¢¥/,,,|, we perform ay? fit to
according to its uncertainty to estimate the systematic corthe nominal branching fractions from the thrg& intervals
tribution. listed in Table XV. This|V,| fit includes the correlation

Extra » production An important source of background is coefficients among the rates from the branching fraction fit to
events that contain bothla—cfv decay and &—sfv de-  the datapp;,=—0.035, p13=0.003, andpy;=—0.037.
cay, where the latter can originate with eitf®emeson in the To evaluate the error arising from simulation uncertainties
event. We reweight the Monte Carlo sample so that the lept* » simulation” in Table 1V) on the results, we redo oy
ton momentum spectrum from secondary charm decafit for [V,| using the new rates listed in Table XV for each
agrees with a spectrum obtained by convoluting a recenitariation. For the results presented here, we have used the
measurement of the charm meson momentum spectrum frogorrelation coefficients from the branching fraction fit to the
B decay[64] with the MARK Il measurement of the inclu- data for each variation. In practice, the coefficients remain
sive lepton momentum spectrum from charm dd@&8}. The  stable enough that using the nominal coefficients in all fits is
nominal result is corrected based on this procedure. To estpufficient. The change relative to the nominl,,| result
mate the systematic uncertainty, we define spectrum “enveprovides the first input to the uncertainty estimate. For the
lopes” and reweight our Monte Carlo samples to match thisuncertainty estimate i, production and secondany pro-
spectrum. The envelopes were defined by throwing 500 togluction, we take the average of the “up” and “down” shifts
Monte Carlo spectra in which all experimental inputs wereas our overall estimate. To allow for misestimation of corre-
varied according to their uncertainties and finding the varialated changes between background levels and signal efficien-
tion within each momentum bin that contained 68% of thecies in the resultg¢see main text we increase the fractional
toy spectra. uncertainty on|V,,| from each variation by adding in

Particle ID. We simultaneously shift al E/dx and time-  quadrature the quantities listed in Table XVI. Finally, the
of-flight distributions in the simulation by 1/4 and 1/2 of the efficiency uncertainty should be scaled back to 2/3 of the
intrinsic resolution, respectively. We take the full variation value found above. We combine all of the uncertainties in
we observe as our uncertainty, even though this procedurguadrature to arrive at the totab“simulation” systematic
leads to a very conservative systematic estimate. for [Vpl.

For each of these variations, we modify or reweight each We evaluate the uncertainty from our modeling of te
event in each Monte Carlo sample in a full reanalysis of—X,{» backgrounds in much the same fashion. The fit
these samples. The set of modified samples for each variatiorariations that we have used for this purpose are listed in
replaces the nominal samples input to the branching fractioable XVII. An earlier version of ouB— X {v generator
fit. For each variation, the shifts in the fit results provide thewas used in the study, and the table also shows the “nomi-
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TABLE XV. Central values and statistical uncertainties B 7~ ¢ " v branching fractions for the nominal fit and for each systematic
variation of the Monte Carlo samples input to the fit. The detector-related systematic uncertaifigs are obtained by fitting the results
from the relevant set afi? intervals for each systematic study. The total branching fraction is shown as well for completeness. All results
were obtained using the Ball’01 form factor for the v modes and the Ball’'98 form factors for th& » modes.

Systematic 10< B(B°— 7 € v)
change Total 8&0°<8 GeV? 8=<0’<16 GeV 16 GeVP=q?<q?
Nominal 1.327#0.177 0.4310.106 0.6510.105 0.245-0.094
y eff. 1.348+0.194 0.4760.117 0.6740.117 0.1980.103
v resol. 1.3790.183 0.4450.111 0.686-0.109 0.2490.096
K. shower 1.31%0.173 0.426:0.104 0.642-0.104 0.242-0.091
particle 1D 1.342-0.180 0.414:0.108 0.6680.107 0.260-0.096
split-off rejection 1.3380.179 0.4150.108 0.6670.107 0.2550.095
track eff. 1.3570.185 0.446:0.112 0.6690.110 0.242-0.097
track resol. 1.3170.179 0.43&0.108 0.664-0.108 0.215:0.094
split-off sim. 1.326:0.178 0.432-0.108 0.655-0.106 0.246:0.093
K, production? 1.3250.176 0.4310.106 0.6510.105 0.244-0.094
K, production] 1.330t0.177 0.4320.107 0.6530.105 0.246:0.094
v production| 1.344+0.178 0.4250.106 0.669-0.106 0.251 0.095
v production| 1.322+0.175 0.4390.106 0.6410.104 0.242-0.093

nal” result obtained with that version. We did not expect APPENDIX C: AVERAGING |V,,| RESULTS
Iargg differences fr.O”.‘ our change,' and mdee.d the results In each of themr{v and p€v modes, we have extracted
obtained are very similar to the nominal results in Table XVt

: _ _ , o results for|V,| that are largely free from modeling
To obtain the uncertainty estimate resulting from the had'assumptions: a value based on the application of LCSR-

ronization model, we compare the results using purely Nongerived form factors fog?< 16 Ge\?, and a value based on
resonant hadronization to that using our nominal mixture othe application of LQCD-derived form factors fog?
resonant and nonresonant modes. To obtain the uncertainty16 Ge\2. We therefore have three averages to be calcu-
resulting from our choice of parameters for the OPE-baseghted: the combination of the two results within thef v
inclusive differential rate calculation, we take the average ofnode and within the{» mode, and the combination of the
the shift from the last two lines in the table relative to thetwo modes. The averaging procedure should take into ac-
above nonresonant result. Note that these variations do nebunt, in particular, the correlations present in the systematic
affect our signal Monte Carlo samples. uncertainties in the result. This appendix describes our aver-
For the remainder of the systematic uncertainties, we takaging procedure.
one-half of the fractional uncertainties listed in Table IV. The = The statistical correlations have been taken into account
factor of one-half arises because of the square root involveth the LCSR-derived results. An evaluation of remaining sta-
in extraction of|V,| from the rates. tistical correlations found that they had little impact on the

TABLE XVI. Fractional uncertainties to be added in quadrature to systematic shiftg,jhto account
for uncertainty in cancellations arising from correlated efficiency and background changes. The correction is
shown for the various differeri? ranges used in this analysis.

Systematic Additional systemat{&bo)
change Full range €q?<16 GeV? 0=q’<8 Ge\? 8=(?<16 GeV? 16 GeVP=q’<q?,,
v eff. 1.67 0.51 0.72 1.22 1.49
7y resol. 0.19 0.28 0.14 0.43 0.30
K, shower 0.25 0.30 0.14 0.16 0.46
particle 1D 0.25 1.09 0.29 0.27 0.58
split-off rejection 0.00 0.56 0.24 0.21 0.35
track eff. 0.99 1.62 0.72 0.90 1.17
track resol. 0.49 0.25 0.14 0.11 0.44
split-off sim. 0.23 0.39 0.24 0.11 0.17
K, production 0.01 0.02 0.01 0.00 0.01
v production 0.12 0.43 0.28 0.19 0.13
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TABLE XVII. Central values and statistical uncertainties 87— 7~ ¢ v branching fractions for the
reference fit and for each systematic variation of Bie X ¢ v background simulation input to the fit. The
associated systematic uncertainties\ity,| are obtained by fitting the results from the relevant setof
intervals for each systematic study. The total branching fraction is shown as well for completeness. All results
were obtained using the Ball’01 form factor for the v modes and the Ball'98 form factors for the v

modes.
OPE Hadron- 1x BB -7 €1 v)
parameters ization Total 09°<8 GeV®  8=q?<16 GeV? 16 GeVP=0’<Q3

nominal nominal  1.3240.177 0.42%0.107 0.6550.105 0.246:0.094

nominal nonres. 1.3220.177 0.431*0.106 0.63%0.105 0.2510.094

“High” nonres. 1.311+0.176 0.42&0.106 0.63%0.105 0.246:0.094

“Low” nonres. 1.329+0.177 0.4340.106 0.646:0.105 0.2480.095
i isti i i =16 1
final statistical error, and we have not included them in the 7= Vo 2" [ | Vyp| 7104+ (1— @) |Vl 78], (CH)

final procedure. Proper treatment would have led to a de-

crease in the overall uncertainty that would be hidden at thevhere |V ,|"°" is the average resulting from E(C1). This

guoted precision. procedure preserves the systematic correlation. We combine
Regarding theoretical uncertainties, while the two tech-this estimate in quadrature with the additional uncertainty

niques have different systematic effects, both approachesontribution to allow for imperfect modeling of the corre-

currently have systematic issues that are difficult to evaluatdated changes between signal efficiency and raw yis&k

For example, there is a quark-hadron duality assumption iisec. \j.

the LCSR approach, and the current LQCD calculations have Finally, for each value o the experimental and theoret-

been evaluated in the “quenched” approximation. Treatingical uncertainties are combined in quadrat(teking the av-

the uncertainties as uncorrelated would therefore be likely terage theoretical uncertainty in the case of asymmetric un-

underestimate the “true” theoretical uncertainty. To be con-certainties. We scan overa and choose the value that

servative, we treat the theoretical uncertainties as if theyninimizes the total uncertainty.

were fully correlated. We perform a similar procedure to combine the results
Let us first consider the two results obtained within afrom the two modes. The weights obtained individually for

given mode. We wish to combine the results with a weightthe differentg? regions in each mode are fixed. The uncor-

that minimizes the overall uncertainty and preserves the syselated, correlated, and anticorrelated uncertainties are com-

tematic correlation information. Defining the weight of the bined in exact analogy to the above descriptions. Tajdrag

LQCD-derived resultdenoted|V, ;| =% by «, the LCSR-  the weight of ther¢ » mode in the average, we have

derived result(denoted|V,,| <% enters with a weight 1

—a: [Vubl 5= BIVubl "+ (1= B)[Vyp| - (CH
V| o= | Vip| =164 (1 — @) [V <28, (C1) For each simulation variation, the systematic estimate be-
ubl « ub ub comes
The statistical uncertainties are uncorrelated, and are com- =16 -
bined as 7= Vel "= {BL x| Vuol 07+ (1= ) [Vl 7]
_ =16, _ <16p
Ugtatz(aaigf 2+[(1_a)0';alt 2, (C2 +(1 B)[ap|VUb|' +(d aP)|VUb|' It
(Co)
Correlated uncertainties, such as the theoretical uncertainties, o . .
are combined as These uncertainties are, as before, combined in quadrature,
along with the contribution for imperfect modeling of the

Teor=(aTg) +[(1— @) oeeid]. (C3)  correlated efficiency and yield changes.
. _ o _ We scan over the weigh® to find the value that mini-
For each simulation variatiofiabeledi), we perform the  mizes the overall combined uncertainty. Once again we treat

full analysis to obtailV,y|;"*® and|V,y|;~*°. The systematic the theoretical uncertainties in thef v andp€ v form factors
uncertainty defined for the variation is as correlated in this procedure.
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