PHYSICAL REVIEW D 68, 042002 (2003

CMB polarization at large angular scales: Data analysis of the POLAR experiment
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The coming flood of cosmic microwave backgroui@MB) polarization experiments, spurred by the recent
detection of CMB polarization by the DASI and WMAP instruments, will be confronted by many new analysis
tasks specific to polarization. For the analysis of CMB polarization data sets, the devil is truly in the details.
With this in mind, we present details of the data analysis for the POLAR experiment, which recently led to the
tightest upper limits on the polarization of the cosmic microwave background radiation at large angular scales.
We discuss the data selection process, map-making algorithms, offset removal, and likelihood analysis which
were used to find upper limits on the polarization. Stated using the modern convention for reporting CMB
Stokes parameters, these limits are pk0on both E- andB-type polarization at 95% confidence. Finally, we
discuss simulations used to test our analysis techniques and to probe the fundamental limitations of the

experiment.
DOI: 10.1103/PhysRevD.68.042002 PACS nunifer98.70.Vc
[. INTRODUCTION the spring of 2000 near Madison, Wisconsin. The data from

this single season led to simultaneous upper limit&oand
The detection of polarization in the cosmic microwave B-type CMB polarization, results that were initially pre-
background CMB) has been a long sought goal for cosmol- Sented in[11] (hereafter KO1 The details of the POLAR
ogy. CMB polarization was recently detected at subdegredstrument and its operation were later described 1@
angular scales by the DASI instrument, a ground-based in1ereafter KOZ In this paper we present the details of the
terferometef1], and the temperature-polarization correlationdata se'Iectlon and analy§|s techniques used to arrive at the
has now been detected at larger angular scales by the Wilkif€Sults in KO1. We also discuss the results of a recent cross-
son Microwave Anisotropy ProbéWMAP) satellite [2]. correlation anal_y5|s of the POLAR data with an_|sotrop_y data
While information on the CMB polarization at degree andTom the Cosmic Background Exploré€OBE) Differential
subdegree angular scales further confirms the standard cd¥icrowave Radiomete(DMR) experiment, described fully
mological model, polarization information at larger angular'” [13]. . . , )
scales has the potential to provide additional information re- 1€ rest of this paper is organized as follows. We first
garding the formation and evolution of the Universe. ThePriefly discuss the two conventions used to quantify CMB
process of reionization leaves a characteristic signature opPlarization. We next review the basic properties of the PO-
CMB polarization at large angular scales which can be uselfAR instrument in Sec. Il In Sec. IV, we discuss the data
as a means to determine the epoch of reionizd4Bers]. The selection procedures that were used to remove large amognts
power spectrum of CMB polarization at angular scalesOf co.ntamlnated data. Section V descrlbgs the mapmaking
greater than a degree or so is sensitive to inflationary modé}!90rithms used to transform the raw data into sky map of
parameters such as the inflaton potential and the energy sc4l8dY; and provides a full pipeline simulation in order to test
of inflation, as well as primordial gravitational waves M€ @lgorithms. Section VI presents the likelihood analysis
[6-10. used to arrive at the upper limits on _CMB polarization, as
These exciting rewards, taken together with increasingl;y"e” as the evaluation of the polarization power spectra and
sensitive receiver technologies, have set the stage for a hospMe commentary on the lack of substantial foreground con-
of new CMB polarization experiments. These experiment§am'nat'°n; Finally, in Sec. VII, we discuss the I|m|tgt|ons of
will be faced with new and more challenging analysis taskQU" €xperiment that could be improved upon in future
than for the simpler case of anisotropy, and it is with that inP"CJ€CtS.
mind that we now set out to report the details of the data
analysis of the POLAR experiment.
POLAR (polarization observations of large angular re- In recent years there have appeared in the literature two
gions was designed to measure the polarization of the CMBzonventions for reporting the Stokes parame@rmndU as
on large angular scales, in th¢, frequency band from applied to the CMB. The first convention take3(X)
26-36 GHz. This high electron mobility transistt#EMT)- =T, (X) — T,(X), whereT, and T, are antenna temperatures
based correlation polarimeter operated for a single season ieasured in orthogonal directions by a single-mode radiom-
eter with unit optical efficiency, and denotes the angle of
observationU is obtained similarly by rotating the radiom-
*Electronic address: codell@astro.umass.edu eter coordinates by 45°. These antenna temperatures are then

II. QAND U CONVENTIONS
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converted to thermodynamic temperatures in the usual wageriod of observations between calibrations. Approximately

(see, e.g.[14]). This convention was employed by the pio- 50 such sections were collected throughout the observing

neering experiments of Lubin and Smoot and otl&Es16], season, each some 2-24 h in length.

and was also adopted for POLAR. POLAR'’s constant rotation rate allows us to characterize
The more recent conventiofsee, e.g.[17,1§) takesQ its response to a polarized signal as follows:

=(Tx—Ty)/2, and also has been adopted by several experi- _

ments[1,19—-21. The results herein are presented using the y(t)=lo+ C coswt+ Ssinwt+Q cos 2wt

former convention(in thermodynamic unilsunless other- .

wise noted: Specifically, this mytlaans that our basic limits on U sin2wt+n(t), @)

E- and B-type polarization(presented in KO1 and in Sec. where w=2f=0.2055 rads' was the(angulaj rotation

XIA (t)lf this papeb TUSt be .d'v'd(t;’\d bytr? factor of|2 Whet?] frequency. The constant offsgg is due to coupling of the
Iréctly comparing 1o experiments or theory employing eunpolarized total power signal into the polarization channels
latter convention. We originally reported our simultaneous

- ia th larizati f the instrument. Thi
upper limits onE- and B-type polarization in KO1 as 10.0 via the nonzero cross polarization of the instrument S

: i . . offset term was typically 10-100 mK, depending on the
ﬁ\ﬁsitligrr?ii/so gggg%zng%;t:;iﬂ using the latter ConVem'onchannel; during good weather its stability was better than 0.6

mK per hour.C and S are signals modulated at the rotation
frequency(referred to hereafter asg¢lsignalg, and can be
. INSTRUMENT caused by various types of ground pickup and other system-

_ ) ) atic effects. Via Eq(1), linearly polarized signals will pro-
POLAR observed the local zenith from the University of gyce a signal in the data stream at twice our rotation fre-

Wisconsin—Madison’s Pine Bluff Observatory in Pine Bluff, quency, henceforth called thesZrequency.
Wisconsin(latitude +43°01, longitude +89°45) using a
simple drift-scan strategy, with a 7° full width at half maxi-
mum (FWHM) beam defined by & ,-band microwave feed
horn. A correlation radiometer operated as a polarimeter that During the observing season, POLAR observed 24 hours
was instantaneously sensitive to lleéStokes parameter. The per day over a two-month period, yielding roughly 750 hours
full rf band was divided into three subbands, 32—-36, 29-32of data. However, the observing season contained a large
and 26—-29 GHz. Each of the channels was detected by diversity of weather conditions, and this led to a correspond-
separate microwave correlator, labeldt, J2, andJ3, re- ingly large diversity of data quality. Developing robust data
spectively. The constant rotation of the instrument about itSelection criteria was one of the most critical tasks in the data
vertical axis allowed for simultaneous detection of both theanalysis pipeline. Because of the data’s diversity, we were
Q andU Stokes parameters. not able to arrive at a single selection criterion; rather, we
POLAR employed a phase-sensitive detection techniquedeveloped a battery of conditions that the data were required
The relative phase of the two arms of the correlation radiomto meet before being accepted. Many effects can conspire to
eter was modulated at approximately 1 kHz. An analogcontaminate the polarization signals, be they instrumental,
lock-in circuit produced the actual “in-phase” polarization atmospheric, or celestial. We wish to flag and remove any
signal. However, the instrument simultaneously locked intodata with a noncosmological contribution to our signal that
the chop frequency shifted by/2, yielding pure noise. We mimics a cosmological signal in a way that we cannot ac-
obtained one of these “quadrature-phase chann@s?Cs count for and remove.
for each of the three in-phase channgl$°Cs. The The rest of this section will describe the various criteria
quadrature-phase channels were a good monitor of the noisge established in order to robustly separate out contaminated
in our system, and as such were employed in several placefata. There were three basic types of cuts used: instrument

IV. OBSERVATIONS AND DATA SELECTION

throughout the analysis pipeline. We use the tedris J2i, based, celestial, and data based. Instrument-based cuts were
and J3i to refer to the three in-phase channels, whiley, those in which our systems were not functioning properly or
J2q, and J3q refer to the corresponding quadrature-phasded to unanalyzable data. Celestial cuts were those in which
(noise channels. some noncosmological celestial source was in a position to

The data were sampled at 20 Hz and continuously reeontaminate our data, such as the sun, moon, or galaxy. Data-
corded to files, each containing precisely 9000 sam{eés  based cuts were those which used noise properties of the data
min) of data; these files are one of the fundamental data unithemselves to assess contamination. Table | lists all of the cut
to be discussed throughout this paper. The instrument wagriteria used in the POLAR analysis; the entries in the table
calibrated daily with a 3-mil thick dielectric sheet. We did will be described in more detail throughout the rest of this
not calibrate the instrument when the weather was poor. Theection.
calibration was accurate to about 10%, based upon labora- We flagged data at the file level; that is, we either kept or
tory measurements of the dielectric sheet properties[Z8e cut individual 7.5-min length data files. This proved conve-
for details. Eachsectionof data is defined as the longest nient as well as ensuring good noise stationarity over an

individual file, while allowing for a good estimation of the
low frequency noise, necessary for our mapmaking algo-
we shall switch to the latter convention when discussing therithms. A related question to that of the cutting time scale is
temperature-polarization correlation results. whether or not to cut all channels simultaneously versus
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TABLE I. Amounts of data cut at various steps in the datathan 0.4uK for elevations less than 70°. Similarly, the lunar

selection process. model of[24] shows that the moon can be treated as a black-
— body of approximately 240 K in its brightest phase, with an
Hours Hours Individual angular diameter of 0.5° ang1% polarization. Again as-
Cut type surviving cuf’ hours cut suming 1% polarization, lunar emission falls below 0,05
Full data set  746.5100% 0 (0%) 0 (0%) at zenith angles greater than 40°. Using cut elevations of 70°

for the sun and 40° for the moon removed a sizable 42% of
the data.
In principle, contamination by the planets was also pos-
Lzr?;?hbszzg q 7185 ﬁ%gg 1;2'2535509/? 47?\&4% siblg. The Igrgest_plane_tary signal was es_timated_ to- 01
A T pK in total intensity. This was due to Jupiter, which reached
The amount of data left after that cut and all the cuts above it hav& maximum of 65° elevation during our observations. Includ-
been applied. ing the fraction of the source that is polarized will reduce this
bAmount of data cut at that stage. number even further. Thus in the case of POLAR planetary

‘Amount of data that would have been cut if that particular criterionf@diation can be safely neglected.
were the only one applied.

Instrument 629.384.3%9 117.3(15.7% 117.3(15.7%
Celestial 270.936.39%9 358.4(48%)  434.3(58.2%

2. Galactic foreground emission

separately. An important fact of our experiment was that Finally, there is the question of emission from the galaxy,
some of the effects contaminating the data were frequencffom either diffuse or point sources. POLAR had a sensitiv-
dependent; in particular, channdB (26—29 GHz often ity to point sources of roughly 2K/Jy. Using the WOMBAT
showed evidence of a spurious signal when the other tw¢oint-source catalog for 30 GH25], we calculate that there
channels did not. For this reason, we performed the dateare approximate 40 sources that passed through our beam
based cuts on each of the channels individually; the instrucontributing greater than 4K antenna temperature in inten-
mental and celestial cuts had no frequency dependence, asdy. Only three sources contribute greater thanu2Q We

hence were applied equally to the three channels. chose not to perform a point-source-based cut as detecting
these sources, while challenging, would be both interesting

and relatively easy to identify as galactic versus cosmologi-
A. Instrument-based cuts cal in origin.

We performed two instrument-based cuts. The first cut The observations described were conducted over a wide
was to remove any files during which the system was notange of galactic latitudes and therefore there is a potential
rotating for the entire file, or the rotation was unnaturally for diffuse galactic contamination, especially at low latitudes
slow or jittery. This cut removed 1.8% of the data. The othed26,27. Galactic synchrotron emission can be up to 70%
issue was dew formation on the optics, a common problem ipolarized[28]. No maps of polarized synchrotron emission
ground-based experiments. When the relative humidity wasxist at 30 GHz, and extrapolation of measurements at lower
high for an hour or more, moisture condensed on the vacuurifequencies, e.g[29], is not a reliable probe of synchrotron
window, leading to a spurious polarization signal. Thepolarization at 30 GHz due to Faraday rotation. Although the
mechanism was likely that ambient radiation scattered off theéinpolarized intensity is apparently not correlated with the
layer of water, leading to the spurious signal. Dew contamifolarized intensity as shown [13], we attempt to limit our
nation necessitated removal of 14% of the data. susceptibility to synchrotron emission by using only data

corresponding to galactic latitudés| >25°.

B. Celestial cuts

Because the feedhorn accepts some radiation from all C. Data-based cuts

angles, a celestial source will contribute a nonzero amount of Together, the instrument-based and celestial cuts removed
radiation when it is anywhere above the horizon. We areapproximately 64% of the original 750-hr data set. Cursory
concerned with celestial objects leaking radiation through analysis, however, immediately revealed that spurious sig-
sidelobe in our beam, or the main lobe if the source ever getsals still remained in this reduced data set at unreasonable
close enough to the local zenith. The sun, moon, and planetsvels. This is not surprising given that the weather in Wis-
as well as point sources and diffuse radiation from the galaxgonsin is highly variable in the spring, and most of the ra-

are all possible contaminants. diation entering the system was atmospheric emission. Espe-
cially important was the presence of clouds, which can
1. Solar system objects mimic a polarized signal to our radiometd0]. We there-

We used the measured beam profee K032 to deter- fore follow the standard practice of deriving selection statis-
mine attenuation of the microwave emission from the sun:[ics based upon the data themselves, to serve as a measure of
moon, and planets as a function of angle from the beani?e quality of observing conditions.

(which equals altitude for our zenith-staring experiment

Treating the sun as an 11000 K blackbody with an angular 1. The 1¢b cut
width of 0.5° FWHM|[23], and conservatively assuming 1%  Signals modulated only at thepZrequency correspond to
polarization, we find that contamination from the sun is lesdrue polarization signals; thus, a signal that has response at
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FIG. 1. Low frequency power spectrum of two sections of data for chaiftiel(a) shows a power spectrum of the time stream when
the weather is good and systematic effects are (byvdisplays a similar period when clouds appeared; there is a dramatic appearance of
spikes at both thed and 2 frequencies. This motivated our using the strength of Weéak as a cut statistic. True celestial polarization
signals will appear at the®2frequency only.

both 1p and 2p cannot correspond to a true celestial signal.wherey;, denotes data from an in-phase channel gggq
This can be seen in the power spectrum of the daig. 1). denotes data from the corresponding quadrature-phase chan-
Panel(a) shows a roughly featureless power spectrum takemel. Simulations showed that a reasonable astrophysical sig-
during a period of good weather for chandgi. But as the nal (of, say, less than 10pK rms) would have a negligible
weather worsens, due to clouds and/or increased humiditgontribution to{ for POLAR. Equation(2) has an intuitive
and water vapor, features at the And 2p frequencies ap- explanation; it is roughly the integral of the power spectrum
pear[Fig. 1(b)]. This motivates a study of the correlation between 0.01 Hznear our lowest observable frequepeynd
between % and 2p signals in the time stream. 10 Hz (our Nyquist frequency weighted by 1f, so low
We computed the ¢ and 2p values for each data file frequency drifts causéto increase rapidly. As such drifts are
relative to the noise flogt denoted as &, and 2, respec-  generally indicative of poor atmospheric conditiofiproves
tively. Figure 2 displays these data plotted against each othéo be a sensible cut statistic.
for channelJ2i, with both instrument-based and celestial Figure 3 shows a histogram d&f values throughout the
cuts applied. The high degree of correlation between the twseason(with the basic sun, moon, and dew cuts applied
quantities is striking; this strongly motivated the use of theAlso shown in the plot is a model of our data stream with no
1¢, level as a cut statistic. In order to determine a logicall/f noise or signal of any kind. As can be seen, this distri-
1¢, cut level, we compared our data to the behavior of whitebution is peaked around 1.0, with more than 99.9% of the
noise. Monte Carlo simulations showed that this statistic iglata lying below 1.2. However, any deviation from white
1.0+ 0.27 for white noise, distributed roughly as a Gaussiannoise will rapidly change thé value of the data. We found
We opted to cut wheneverdd,>2.1; this is more than#  that requiring{<4 cut about 3% of the data over the other
from the mean for white noise. Implementing this require-cuts. Varying the actual cut level betwegni 2 and{ <5 had
ment cut an additional 15% of the data. However, even aftelittle effect on the final results.
instituting this cut there remained unphysically high values L _
of 2¢, in the data, motivating additional cuts. 3. Outliers in the time-ordered data
Occasionally, birds, planes, electrical noise, etc., would
2. The zeta cut cause short-lived yet large spikes in the data stream. For each

Because the autocorrelation function and power spectrum 10° .
of any data set form a Fourier transform pair, the information
in one is the same as in the other. For instance, a risefin 1/
noise leads directly to a higher “floor” in the autocorrelation
function. Any signal in the data will lead to a nontrivial
autocorrelation function. We used that fact to our advantage
and defined the following statistic for each data file:

10%F

gmmmemmm o

o ZEAC0
2 Ila(zzozolc(Yquad2 ,

i) :

107 L ‘ ‘
107" 10° 10" 10? 10°
J2i 19,

2We found it useful to compare the height of these harmonics FIG. 2. 2¢, vs 1¢, for the data channel2i. Periods contami-
relative to the noise floor, to remove the effect of variable radiom-nated by sun, moon, and dew have been removed. The vertical
eter noise. dashed line shows the¢.<2.1 cut level.
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100 ' ] information [31]. Many authors have written on the map-

1 making problem and all the nuances that can arise during its
solution: Wright (1996 [32]; Tegmark (1997, hereafter
T97a[31]; Bond, Jaffe, and Knox1998 [33]; and Stompor
et al. (2002 [34]. We use the following notational conven-
tions. When discussing a vector, we use a lowercase boldface
letter (e.g.,y) to represent it. Similarly, matrices are repre-
sented by uppercase boldface letterg.,W).

We employ the technique @fiinimum variance map mak-
ing throughout this work, defined briefly as follows; the in-
: terested reader is referred to T97a for a thorough discussion
1 10 100 of this topic. We begin with a set oh observationsy
zeta =VY4,...,¥, Of signal plus noise, such thgt= Ax+n, where

FIG. 3. (Color) Distribution of the{ variable. The solidblack) X I.S che un??rl){;]ﬂ? mapg reﬁ:esems _n0|:>;e, ar(;@ tIS the ¢
curve shows the distribution dffor channell2, with the basic sun, ponting matrix that encodes theé mapping from data space to

moon, and dew cuts applied. The dottddue) curve shows the map plx_el spaces_ee[SZ] for gxamplej; LettN represent the
distribution for simulated white noise run through our antialiasingdata noise covariance matrix, whee=(nn’). The best es-

Number of Occurrences
o
T

filter. The vertical dashed curve is the cut levelef 4.0. timateX of the true mapx is given by

data file and channel, we calculated the mean and standard X=[A'NT*A] AN Yy, (33
deviation, and recorded how many standard deviations the P

first, second, and third strongest outliers were from the mean. 2=[ANTA], (3b)

We cut any data file whossecond largest outliewas more
than 5 from the mean of those data. Data files with one . . )
strong outlier alone rarely occurred, because our 5 Hz fiIter:T;heftOFal m_ap covariance n:atrl)ft(': IS the sum of S|gnal_ plus

in conjunction with our 20 Hz data acquisition frequency noise. C=S+3, wher_eS=<xx> IS th_e theory covariance
guaranteed that even a delta-function signal should have atrix. The t(_)tal covariance matrix will be use_d in Sec. V.
width of at least a few samples in the data stream; thus th is method is quite general, and can be applied to any type

second strongest outlier proved a more robust indicator fon problem wher.e a linear compmauon OT data is made in
such spurious effects. This cut removed.2% of the data in order to determine some physical quantity. Whenever the

o : noise of said data is not white, this is the best approach. For
addition to all previous cuts. POLAR, we exploit this technique no fewer than four differ-
ent times throughout the analysis pipeline.

where, is themap noise covariance matrixf X. Note that

D. Duration-based cuts

In. order tq ensure that our surviving data segments were A. Constructing the file maps
obtained during long, contiguous periods of good weather, o . . - .
we instituted a battery of three duration-based cuts. First, we | "€ data pipeline begins with binning the data into our

required that if a data file were to survive, both its neighbordn@p coordinates, via E¢3). We formed a smallile mapfor -
had to survive as well. Second, we required a minimum off@ch 7.5-mir9000-sampledata file, for each channel and in

eight consecutive data filgsne hour of datato survive in ~ POoth Q andU. The “map” we calculated for each data file

order to keep any piece of data. Lastly, we required a miniconsisted of th& andU parameters for whatever map pixels
mum of three hours total to survive insectior? of data for  Were observed during that particular file. Because of our scan

any data in that section to be retained; in contrast to the cuii'ategy, & zenith drift scan at=43°, our maps are one
above, this three hours was not required to be contiguoudlimensional in right ascensioffor each ofQ and U). We
This cut was instituted because of the offset removal step dpix€lized our maps with 180 pixels of width 2° in right as-
the analysis pipeline, described in Sec. V D. This algorithmC€NSION(RA), with the first pixel arbitrarily centered at RA
takes place on a per section basis and effectively removes aff 0°- The pointing matrixA was formed according to Eq.
information from very short sections of data; in the end we(1); note that this matrix is not sparse and is significantly
found it simpler just to remove these short sections of datdMoré complicated in the case of extracting b@hand U

Together, the duration-based cuts removed about 10% of tH&ther than the usual intensily(see{30] for further details.
full data set. We performed binning on each data file separately be-

cause our noise was stationary only over periods of tens of
minutes. In principle, even nonstationary noise can be treated
with the standard mapmaking formalism, but the algorithms
We now proceed to constru@andU maps of the postcut are unacceptably slow because the covariance mitivas
data set, a process that does not remove any cosmologicad special properties except that it is symmetric, and the

V. FROM DATA TO MAPS

3A section of data is a data segment that was taken without inter- “This estimate oK is typically termed the “COBE-style solution”
ruption (this was typically about one day of data [32,35.
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central rate determining step of the mapmaking algorithm of

Eq. (3) is in calculatingN ™. For stationary noise, however, 3, 1k 5 op
the corresponding noise covariance matrix has the specie. v :
property that it is both symmetric arbeplitz that is, each < £ ‘
upper left—lower right diagonal is the same. Toeplitz matri- j§ §
ces can be inverted i@(ntz) time, as opposed t@(nf) for e = 1
generaln; X n, matrices36]. However, the memory require- ; ;
ments are stiIIO(ntz) because the inverse of a symmetric * = |

Toeplitz matrix is not in general Toeplitz. For POLAR,
=9000, so simply holding the inverse matrix take824
Mbytes of memory for double-precision arithmetic. While
not prohibitive, this memory requirement motivates further
study of approximation techniques.

We use a slight modification of the circulant matrix ap-
proximation introduced irf37], which notes that a typical
noise covariance matrik is nearlycirculant In this case,
N=N.+Ng, whereN; is the circulant component df and
Ng is the noncirculant component. A¢, is the major con-
tributor to N, Ref.[37] letsN— N, in Eg. (3a); the equation

PHYSICAL REVIEW D 68, 042002 (2003
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FIG. 4. (Color onling Effect of prewhitening on a sample noise
power spectrum for channdPRi. (a) Power spectral densitPSD
amplitude for a sample data file, with a knee frequency-6£07
Hz. The thick (blug) curve is the logarithmic-weighted fit to the
PSD. The vertical dashed lines show th# dnd 2 rotational fre-
quencies(b) Same aga), but for they,,, version of the data. The
effect was to whiten the power spectrum of the data; it is equivalent
to dividing the PSD by the fitted curve.

for the covariance matrix becomes significantly more comwheref,.is the knee frequency of theflhoise. It proved

plicated. This solution is valid in that it still produces an

unnecessary to include the antialiasing filter in the model, as

unbiased, nearly optimal approximation of the map, at thet has virtually no effect on the power spectrum at thg 2
expense of slightly increased noise. It has the advantage thitequency, where th€® andU data live. We used Ed6) to

circulant matrices can be inverted @(n; In ny) time.
However, it is possible to enact the circulant matrix ap-

then calculatgy,, andA,,, for all data files passing the cuts,
and applied Eq(5) to generate roughly 1000 1-2 pixel maps

proximation in a more streamlined way. Using the definitionsin each ofQ andU, along with the corresponding covariance

that
You=Ne %, (43
Ap=Ng A, (4b)
the circulant matrix approximation becomes
X=[ApApnl Ao (5a)
S=[ApApl (5b)

The second equation above is not precisely exact, but for o

data it was correct to better than 1%. We state the ma

making algorithm in this fashion because there is a very fa

way to calculatey,, and A,,. Because a circulant matrix

becomes diagonal in the Fourier domain, it can be show
Hb}

that
VSa( )]’

whereb is any vector of lengtim,, Sy is the power spectral
density that characterizes the covariance maljxand F

bpw=Ng Yb=7F" 1| (6)

n

matrices(see Fig. 4.

B. The problem of the Q and U offsets

At this point in the analysis, a serious issue revealed itself.
The Q andU data were not in general consistent with zero;
there were slowly varying offsets i@ andU that varied over
the course of the season, and differed between the channels.
This fact is illustrated in Fig. 5, which shows the derived
time stream ofQ and U values for all the surviving data.
Notice first that the data lie in “chunks” along the time axis;
each such chunk corresponds withsectionas defined in

Yec. 111. The distribution of)’s andU'’s for each section is

S%onsistent with a Gaussian distribution, but those distribu-

tions are in general not centered around zero. Notice also that
there is no clear relationship between tQeor U offset
among the three channels. This is in contrast to the QPC
data, which were offset-free. Thus the offset was not elec-
tronic in nature, and also was not consistent with a celestial
signal when plotted in sky coordinates.

The underlying cause of the offset was never discovered,
but there are several reasonable possibilities. KO2 hypoth-
esizes that the quadrupolar shape of the outer groundscreen
may be to blam¢12]. Referencd 30] examines the charac-

denotes the Fourier transform. This approach is advantaeristics of the offsets in great detail and provides several
geous in that it requires only a simple fit to the noise powetheories for the possible cause. If we had some model of the
spectrum for the time stream of interest; it is unnecessary teffects that could make successful predictions about its level,
explicitly calculate the resulting covariance mathk The  we could use it to safely subtract out the offsets without
resulting vectorb,,, is simply the prewhitened version bf  strongly affecting our signal recovery. However, without
We fitted our noise to a model containingf Tloise alone:

fkne

f

e SEquation(6) was applied to each row ok to form the corre-

sponding row ofA, .

Sy(f)=c? 1+ : (7)
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are described in SO[B4]; we give a cursory review here as
to how it was specifically applied for POLAR. Given a sub-
mapy (containingQ or U datg with covariance matrixN,
the covariance matrix is transformed to

N'=N+¢22Z", 9)

where the matrixZ contains a normalized column vector
corresponding to each mode to be removed, @apis some
large number to ensure that the modes get zero weight. For
marginalization over the mean we take=eg,, whereg, is

the column vector of all 1's. Taking the limit ag— =, the
inverse ofN’ still exists and is given by

Day Number

FIG. 5. The mean values @ andU for the POLAR in-phase
data versus time, after the cuts have been applied. Each data point

represents one data file. Non-Gaussian behavior is immediately ap- \we then applied Eq8) to combine all the submaps into a
parent at the 50—10@&K level. This behavior was not seen the single map ofQ and U for each channel, for both the IPC
quadrature-phase data. and QPC data. This recipe requires knowing only the inverse
covariance matrix corresponding to each submap, given ex-
plicitly by Eq. (10). However, we still have to perform the
final inversion of

N'“'=N"'—(N"'2)[z'N"'Z]"YN"'2)". (10

such a model we proceed along a different tack.

C. Submap generation

m
It is a simple task to combine all the file maps for a single 1= E NI (11)
channel and Stokes parameter, within a single section into a =

submap(each corresponding roughly to one night of good

data. Given a set of file maps to be combined, we first ex-to find the final noise covariance mati® andX ™! is sin-
pand them to the full 180-pixel map by assigning unmeagular due to our marginalization over the means of all the
sured pixels infinite noiséand hence zero weightThe cor-  submaps. Following S01, the final covariance matrix is taken
relations between Stoke® and U were negligible both to be

within a pixel and between pixels, and were therefore ne- 1 o1 1ot

glected. This allowed andU to be treated completely in- E=(X""+eZZY) e 27, (12)
dependently throughout the analysis. We use the standard

map combination preseription to combine the file maps intowheree is any small positive number. In practice, it is best to

submapssee, e.g., de Oliveira-Costa al.[38]). Given a set choo_slee to be of the same order as the nonzero eigenvalues
: i ) : of 3%,
of mindependent mapis,... X} with corresponding noise

covariance matrice$N N}, the best estimates of the The final maps for each of our three frequencies were
: 1ree"mls ; constructed according to the recipe given above and pre-
underlying mapx; and its associated covariance matNx

are given by sented in KOl. Qualitatively, there is no visua}I e\{idence of a
common signal among the three subbands, in either U.
m ~1 The x? values from each map are also not consistent with a
Nfz{z Nil} , (8a) statistically significant signal. Let us additionally consider
i=1 the corresponding maps made from the Q®Qre noisg
channels. We do not expect these to contain signals, but they
serve as a useful litmus test when viewing the IPC maps: if
: (8b)  the IPC maps differ strongly from the QPC maps, that is
evidence of either signal or some type of contamination in
the IPC maps. However, that is not the case; none of the

In this wayaweh comklnrfd ﬁ_” file maps r|1nt0 ts)ubmaps for fTIaICIEPC maps contain strong outliers and all exhjftvalues
section and channel. At this step each submap was still leffoditent with no signal.

with a substantial offset i@ andU, as discussed previously.

m
X¢= Nt ;1 Ni_lxi

Combining the channel maps

D. Marginalization and submap combination Based on the fact that there is no apparent correlation

We next employed the technique ofarginalizationto  between the maps of each channel, we simplify the analysis
each such submdj83], in order to remove sensitivity to the by combining the three channel maps into one combined
mean ofQ andU in each. We performed the algorithm sepa- map (and covariance matrjxor each ofQ andU. Since the
rately for each channel. Note that this technique provide<MB signal is independent of frequen@yhen expressed in
identical results to those obtained using the methodrtdal ~ thermodynamic unids we are free to do this. We would like
pixels for mode removal, described, for instance,[BV].  to employ the standard map coaddition algorithm of &&j.
Detailed recipes for applying the marginalization techniqueto perform this task. However, that algorithm assumes that
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TABLE 1. Interchannel cross-correlation coefficients. The er-  We have three channel maps, call tham x,, andxs,
rors are the same within each row, and we assume that the undafith their corresponding covariance matricEs, 3,, and

lying distribution of correlation coefficients is Gaussian. 3. Let the correlation coefficient betweanandx; be p;; .
We appeal to minimum variance map making to form the

(QQ) (UU)  QU) UQ) best possible map. First, we form the concatenated map and
(J1J2)pc  0.144:0.034 0134 -0024 0021  corresponding covariance matrix:
(J132)gpc 0.005-0.034 0.062 —0.011 —0.002
(J133)pc 0.0740.041  0.063 —0.069 —0.003 Xcat= {X1,X2,Xa}, (133
(J133)gpc 0.023+0.041 0.048 —-0.009 —0.042
(J233)ipc 0.104-0.041  0.093 —0.024 —0.029 S, pdi piis

J2J3 0.066+0.041 0.001 —0.054 —0.047
{ Jopc Sea=| P12212 22 pasdos|, (13b

o . P13¥13 P22z 23
the measurements made of each individual mapratepen-

dent if there is a systematic effect that introduces Co”e'a'wherezijz N \/{I We can take the square roots of e

tions between measurements from different channels, themayrices since they are all positive definite, as long as we add
we have less information than we think we do, and this facty large offset to each matriécorresponding to the uncer-

must be taken into account in constructing the summed MaRginty in the offset, which is formally infinite’ The final full

We first evaluated the correlation coefficients amongqqyariance matrix; will then also have a large offset, but
channelsJ1i, J2i, and J3i in the time-ordered data. As 4gain this corresponds to our marginalization over the means
expected, the correlations in the time stream were on thgg | the component submaps and it will not affect our final
order of 1%, and were due to the very slight overlap of the,ggits.
three channels in frequency spateee K02 for details We now apply the minimum variance mapmaking formal-

However, it is not so much the time stream correlations thanm to the concatenated mé@phich in this case is our data
we care about,. it is the qorrelauons betwe@ror U for the vectory from Eq. (3)]. The pointing matrix is given by
channels. For instance, if there were a 10% correlation be-

tweenJli Q andJ2i U, it could be hidden in the smaller |
time stream correlations. We must therefore evaluate these n

correlations directly. Aca=| In], (14
In order to measure these correlations, we usedxhed In

U data set and determined the Pearson’s correlation coeffi-
cient in the same way as for the time-ordered data, but bewherel , is thenXxn identity matrix, andn is the number of
cause there are so many fewer data, we evaluated only oméxels in our maps. This matrix points our three individual
correlation coefficient for each surviving section. We calcu-maps to the same final map. Explicitly, the final joint map
lated means and errors of these coefficients by averagingnd covariance matrix are given by
from the distribution of these values, shown in Table II. The
numbers in this table are very suggestive. For instat@e, X =3ALS oo (159
Q) for all IPC channels is about the same(lisU), suggest-
ing a common source. All QPC correlation coefficients are fwo1 .
consistent with zero, as are all correlations of g U) 2i=[AcacaAcal (15b
variety® As Q andU show no correlation between thefei-
ther within a channel or between channglge can continue Because of the large offset each covariance matrix possesses,
treatingQ andU as completely independent measurementsthe final mapx; may have some random offset to it, but it is
This is not too surprising, considering they are essentially theneaningless and can be safely subtracted out. Notice that, in
sin 2¢ and cos 2 projections from each rotation, which are the case of vanishing intermap correlations, we correctly re-
orthogonal functions. However, the correlations between IP(roduce the algorithm of Ed8).
channelsfor the same Stokes parametare ~10%, so we The final joint maps for the IPCs and QPCs are shown in
cannot ignore them in constructing a final map. Fig. 6. There is no obvious evidence of an underlying sky
Let us now combine the maps @f (or U) from the three  signal. In order to determine robustly if they show evidence
nonindependent channels, armed with the knowledge of theisf a signal, we employ the standard techniques of maximum
mutual correlations. The algorithm of Sec. V C did not deallikelihood analysis and quadratic estimators, described fully
with adding nonindependent maps together, but it is relain Sec. VI.
tively easy to expand the methods to do so. We t@@ahdU
separately, as they are completely uncorrelated. Let us com————
sider our situation foQ (U will follow an identical formay. "For a symmetric, positive-definiteyxn matrix M, its square
root is given byP'DY2P, whereP is annxn matrix such that the
ith row of P contains thdth eigenvector oM, andD*? is a diag-
®Except perhapéQ,Us), but because all the other coefficients of onal matrix with the square roots of the eigenvalue#loélong its
this type are consistent with zero, we assume it is an outlier. diagonal. The eigenvectors must be normalized, suchRRat1.

042002-8



CMB POLARIZATION AT LARGE ANGULAR SCALES ... PHYSICAL REVIEW D 68, 042002 (2003

A RN NI YU
3-255: {ﬁﬁﬁ% B M%%ﬁiﬁ{* ]
= 25; bopg b : i
S o B g
o
g % ; poo _
= -22 _____ %ﬁﬁ%ﬁfﬁ f}&# mﬁ& ----- — ;:
¥ 252: 1141 ¢ : :
L G

3 3 50 100 150 200
E E Right Ascension [deg]
100 150 200 250 300
Right Ascension [deg] FIG. 7. (Color online Derived joint-channel maps from simu-
o o lated data for one example “fake-sky” map. The tliblack curve
FIG. 6. Final joint-channel sky maps. The joint IPC maps®or is the underlying sky map convolved with a 7° beam. Thizie)

andU are displayed irfa), while (b) shows the QPC maps. data points represent the derived joint-channel map, after 31 h of
simulated data in five submaps. The good agreement illustrates the
E. Testing the map-making pipeline robustness of our mapmaking algorithms and of the marginalization

technique used to remove sensitivity to the mean@ ahdU from

We next simulated the data stream in order to test our mafach contributing submap.
reconstruction pipeline. There were three primary steps in-
volved in the simulation process: building the underlying
map, letting POLAR “observe” this fake sky and generate A. Limits on E and B in a flatband-power model
data based on these observations, and constructing maps
from the resulting data set. We built the underlying sky maps
out of simple since and cosine modes, for both total intensity We now address the question of the level of rms polariza-
(1) and Stoke€Q andU. We assumed a basic flatband-powertion in the joint-channel maps using a standard likelihood
model with ~10 uK per band, and convolved these signalsanalysis. For the beginner, an excellent discussion of how to
with our 7° (FWHM) Gaussian beam. This signal level is of carry out such an analysis is provided|B8].
course highly unrealistic for true CMB polarization; we used AS POLAR measured both Stokeéd and U simulta-

it merely so we could reconstruct the actual map with a good'€0Usly, we are able to set limits on bdi and B-type
signal-to-noise ratidinstead of merely providing an upper polanzatlon_ independently. As described previously in KO1,
limit). we constrain a flat CMB power spectrum characterized by

To shorten the processing time, we made the simulate®'° F’Q'a“za“g” temperature$e and Tg such that((¢
instrument about a factor of 2 more sensitive than the reaTLl),CflzszX, WherieXe_{E,B}. We then solve for the
POLAR. We included all IPC and QPC channels in thel'ke“hOOd function£(a), given by
analysis, but no total power channels. We assumed the noise —xteYan2
was almost white, with a small amount off Ifoise in each €
channel in agreement with the true data set. We convolved
each data stream with our 5 Hz antialiasing filter to ensure a .. L -
resulting power spectrum that was similar to the actual datav_vhere a s our parame_tnzatlon Ye.Ctan{TE'TB}’ X
We also added random offsetslirQ, andU for each section ~{a.u} IS the_ concatena_tlon of th? joint Ch%””_e' mapof
and channel, of levels consistent with those experienced bgg\(jagia%\clgr;ngtritsZi\%ivtl)(;ut?]esgﬁgs)g} tirféaalr?ofgg ;zg
POLAR. The regults of these simulations showed that ou heory covariance matrices:
map reconstruction algorithms worked as expected, even
when including large random offsets for each section in the C(8)=S(4)+3. (17)

Q andU data, and illustrates the amazing utility of the mar-
ginalization technique. Th& and U reconstruction of one The construction of the theory covariance magiis rather
such “fake sky” is shown in Fig. 7. complicated 7,40,41, and has been previously presented for

VI. CONSTRAINING CMB POLARIZATION MODELS

1. Primary likelihood analysis

L@ ez 19
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FIG. 8. Normalized likelihood plot offz, with the prior con-
straint thatTg=0. The solid line is the result for the in-phase chan-
nels, and the dashed line is for the quadrature-ptragdd channels.
The resulting upper limit iFe<7.7 uK at 95% confidence.

FIG. 9. (Color Plots of the RA=40° row of the fundamental
signal covariance matriceg® and S°. The four panels in the plot
correspond to the four quadrants of the matrices as labeled. The

_ _ thick solid line representsF, the thick dashed line represer?,
POLAR [11,30. The data covariance matriX is formed  ang the thin solid line corresponds to a 7° Gaussian beam for ref-

from the covariance matrices for the joint-channel map® of erence.
andU such that

As a further consistency check, we performed the entire
analysis in such a way that the three channels were coadded
directly in the time-ordered data. This technique automati-
cally takes into account any correlations that may be present
between the channels. One simply coadds the time streams
with their inverse noise weightings in order to obtain a time
stream with the minimum possible noise. Offset marginaliza-
Sion was still done on the submaps, but since we had already

combined all the channels, a single offset was remove@for

nd U for each section, rather than one for each channel.
hen the corresponding likelihood contours were calculated,
e upper limits remained, but were degraded to about 12
uK. This makes sense considering we subtracted only two
offsets per section, as compared with six in the primary
analysis. Because the offsets were not perfectly correlated
among the three channels, there was residual power left over
in the maps due to the imperfect coaddition of the channel
offsets; it was this phenomenon that led to the slightly de-
graded upper limits. This result notwithstanding, this analy-
sis is noteworthy in that it shows that our interchannel cor-
relations were not a severe problem.

3 0
0 3y

. (18

Note that® has a very large offséand corresponding eigen-
value due to our original marginalization over the submap
means, but its specific magnitude will not affect results of th
likelihood analysis.

We calculated the likelihood function for all individual
and joint-channel maps, for both the in-phase an
guadrature-phase channels. As reported in K01, all casez
were consistent with pure upper limits. The combined-
channel data yield 95% confidence limits of 1R on both
Teg and Ty (or 5.0 uK stated using the modern convention
for definingQ andU). As theB polarization at large angular
scales is assumed to be so much weaker thaolarization
(even taking into account lensingve can seflg to zero. It
yields a 95% confidence limit ofg<7.7 uK, as shown in
Fig. 8.

2. Alternative likelihood analyses

To verify the analysis, we repeated it in two different
ways. First, we performed the likelihood analygighoutthe
offset removal. The corresponding likelihood analysis yields CMB anisotropy and polarization are typically character-
a spurious detection for the in-phase channelsTat, Tg) ized by the temperature fields Q, andU. These quantities
=(18,1)*(8,16) uK (95% confidence while the quadra- can be combined to form six measurable power spec-
ture channels yield a 95% confidence upper limit @ik for ~ tra: TT, EE, BB, TE, TBandEB (see, for instancg41]).
bothTg andTg. We see that the offset removal degraded theOur analysis of these spectra is presenteflB]; we give a
upper limit by ~30%. This is primarily due to the large brief summary of it here. Note that, in contrast to the rest of
width (~25° in right ascension of the central lobe of the this paper, temperatures in this section are reported using the
theory covariance matrix, as shown in Fig. 9, coupled withmodern convention ofQ=(T,—Ty)/2, as discussed in
our marginalization over the mean of each submap. This iSec. Il.
consistent with the fact that each submap averaged roughly As POLAR had very weak sensitivity to temperature an-
90° of coverage in right ascension. This emphasizes to thisotropy data, we used the COBE DMR data for the 53 and
experimenter that having long, clean sections of data is ke§0 GHz bands averaged together as discussdd3h We
to obtaining the best final noise possible, especially if anyanalyzed the spectra in five bands of widtk 5, but subse-
kind of mode removal may take place in the analysis. quently averaged them into a single band to increase the

B. Limits on polarization power spectra
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TABLE Ill. POLAR DMR power spectrum. All values are re-
ported using the conventid@=(T,—T,)/2, as discussed in Sec. Il. I
Table reproduced frorfiL3].
Lo S0 6T+ o (uK? OT (uK)? -
o
T 15.6+ 6.6 487.0:270.6 22150 2
E 12.6£4.5 —4.9+16.0 <3.35.2 g 02 B
B 12.6+4.5 6.9+ 16.0 <4.86.3 “; B —_ !
X 14.0+4.8 —18.4+-34.3 <4.07.1 ° B
Y 14.0+4.8 —0.1+34.3 <5.98.3 £ o2
z 11.4+2.9 ~25.0+15.8 <28 = i
3/alues in parentheses are 2ipper limits. or '
signal-to-noise ratio. We employed the method of quadratc ©°2 -~ . . 1 . . . . 1 . . . . |
10 20 30

estimators to evaluate the band powésse, e.g.[41,42),
using the concordance model)( mpgs= 0.7 Qmar=0.30 Multipole 1

~0.7) as input for the theory C_Ovarlance_m_atrlctés]. Al FIG. 10. (Color onling The window function forE used to

barld PoOWers were consistent with upper limits, the r_es_ults Oéstimate the polarization band power néar5, shown as a repre-

which are shown in Table Ill. Note that therZipper limits  gentative example. THe window functions are exactly the same as

on E- and B-type polarization obtained with quadratic esti- for E, but with E andB switched. There is significant leakage Bf

mators are 5.2 and 6,3K, respectively, in good agreement power into theE estimate because of our one-dimensional scan

with the 2o upper limits of 5.0uK obtained from the maxi- strategy. In general, a scan done over a two-dimensional region with

mum likelihood analysis. a large sky coverage will have a much betteB separation and
This technique has the added benefit of explicitly calcu-harrower window functions. The width of the window function

lating the band-power window functions, while for a maxi- s_cales with the inverse of the sky patch size in its narrowest dimen-

mum likelihood analysis they are less straightforward toS'o":

evaluatd 44]. However, there is a new twist on band powers

when it comes to polarization; there is always some amounith our limits® of 5.2 uK on 6Teg and 7.1uK on 6Tre. In

of leakage into the desired power spectrum from the othefomparison, WMAP recently reporteti=0.17+0.04 (68%

five power spectra. In principle, it is possible to choose pri-confidence[2].

ors for the quadratic estimators such that 14 of the 15 leak-

ages are zero, but the much discusgeB leakage remains C. Constraining polarized synchrotron emission

[41], although it can be kept to a minimum at the price of a  Astrophysical synchrotron emission is generally polarized

modest increase in error bars. This leakage is a direct resudit a level from 10% to 50%27,29. Our nondetection of any

of “ambiguous” modes existing in the scan strategy; thesignal implies that we can place constraints on polarized syn-

more ambiguous modes, the worse will be the leaKd@§:  chrotron emission at 30 GHz, but this is not as straightfor-

Sky coverage that is large, two dimensional, and well conward as it may seem. As discussed in Sec. IV B 2, we cannot

nected will have few ambiguous modes; but POLAR'’s one-simply extrapolate from low frequency polarization measure-

dimensional scan strategy leads to virtuallyof theE andB ~ ments such as those of Brouw and Spoeli26} because of

modes being ambiguous. Faraday depolarization. Extrapolation of the unpolarized
Figure 10 shows th& window function for a single¢ ~ Haslam 408 MHz datp47] to our frequencies using a spec-

band for 2<¢<8 for POLAR as an example; the window tral index of —3.1, assuming a polarization fraction of 10%,

. . o . g
function was generated using the minimum leakage tech2nd smoothing with a 7° beam yields a rms of abouptD
niques discussed above. The leakageBdhto E is exactly Thus, our data favor both a steep spectral index as suggested

symmetric forE into B; thus we show only th& window %(};ec??t stud|e546|3] and Ia po_:_z?]r_lzgtmn fr act|o? of(ljess the;n”
function. It is clear that there is a very large leakage fidm o atlarge anguiar scales. This ISsue 1S explored more fully

to E and vice versa. Therefore, the upper limits EbandB in [13].
cannot be taken separately; we constrain merely the average
of the two power spectra.

An early reionization leads to a peak in both tBE au- To summarize our results thus far, using the POLAR data
tocorrelation andl'E cross-correlation spectra at large angu-we have placed limits on CMB polarization power spectra in
lar scaleqd 3,46]; this effect was observed recently in th&
power spectrum by WMAR2]. Unfortunately, ourEE and
TE upper limits are still significantly higher than any pos- Sstated using the conventio@=(T,—T,)/2 as discussed in
sible reionization peak. For=0.4, a typical concordance Sec. Il.
model giveséTge~1 uK and 6T+~ 3 uK, in comparison SStated using the conventid@=T,— T, as discussed in Sec. II.

VIl. DISCUSSION
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the context of both a flatband-power model and a concorand B power; that is, the recovere@f+C? equaled the
dance model, and we have discussed the lack of substantigjitial CE placed in the maps.

synchrotron contamination in our scan region. We showed in - Ultimately, POLAR was limited by both its instrument
Sec. VIA that the offset removal technique degraded oukensitivity and atmospheric limitations to integration time.
limits by only ~30%, which is not so bad considering that The atmosphere was also most likely responsible for the
without it no limits would have been possible. time-varying polarization offset. Finally, our one-

If we had integrated for a much longer time and/or ourdimensional scan strategy prevented discrimination between
detectors had been much more sensitive, how well could wg andB modes. Future experiments that effectively deal with
have actually done in determinirigandB on large angular  these issues may well be able to glean the CMB polarization
scales given our scan strategy? We attempted to answer thifgnals on large angular scales, and hence uncover a wealth

question via an additional simulation. We usBaBFAST[49]  of new information with which to increase our understanding
to generate power spectra for a concordance model universg inflation and the details of the big bang.

with no B modes(i.e., only scalar perturbationand an op-
tical depth to reionization of=0.2; ideally, we should re-
cover onlyE modes from the analysis. We used HmaLPIX
packagd50] to generate 20 sky realizations @fandU, and We are grateful to Josh Gundersen, Lloyd Knox, Ed Wol-
observed each with a nearly perfect POLAR, one that had k&ck, Matias Zaldarriaga, Slade Klawikowski, and Phil
sensitivity of 0.01uK for each of 180 2°-wide pixels in our Farese for many useful conversations. B.K. and C.O. were
6=43° RA strip. We then performed our likelihood analysis supported by NASA. B.K. acknowledges support from the
on these map realizations limited to our scan region, andNSF Astronomy and Astrophysics program. POLAR's
found that we recovered roughly equal amount€andB  HEMT amplifiers were graciously provided by John Carl-
power. This is consistent with the window functions gener-strom. This work has been supported by NSF grants AST
ated in our quadratic estimator analysis of Sec. VIB. On &#3-18727, AST 98-02851, and AST 00-71213, and NASA
positive note, we did recover the correct amount of téal grant NAG5-9194.

ACKNOWLEDGMENTS

[1] J. Kovac, E. M. Leitch, J. E. Carlstrom, C. Pryke, W. L. Holza- Winstein, Astrophys. J. Let648 L111 (2001).
pfel, and N. W. Halverson, Naturg&ondon 420, 772 (2002. [20] G. Hinshawet al, astro-ph/0302222.

[2] A. Kogut et al, astro-ph/0302213. [21] John Cartwright(private communication
[3] M. Zaldarriaga, Phys. Rev. B5, 1822(1997. [22] C. W. O'Dell, D. S. Swetz, and P. T. Timbie, IEEE Trans.
[4] W. Hu, Astrophys. J529 12 (2000. Microwave Theory Tech50, 2135(2002.
[5] M. Kaplinghatet al.,, Astrophys. J583 24 (2003. [23] H. Zirin, B. M. Baumert, and G. J. Hurford, Astrophys.3¥.0,
[6] M. Zaldarriaga and U. Seljak, Phys. Rev.95, 1830(1997. 779(1991).
[7] M. Kamionkowski, A. Kosowsky, and A. Stebbins, Phys. Rev. [24] S. J. Keihm, in Planetary Science Inst. Reddd83.
D 55, 7368(1997). [25] A. Sokasian, E. Gawiser, and G. F. Smoot, Astrophy$62,
[8] W. H. Kinney, Phys. Rev. 38, 123506(1998. 88 (2001).
[9] L. Knox and Y. Song, Phys. Rev. Le&9, 011303(2002. [26] C. L. Bennett, A. J. Banday, K. M. Gorski, G. Hinshaw, P.
[10] M. Kesden, A. Cooray, and M. Kamionkowski, Phys. Rev. D Jackson, P. Keegstra, A. Kogut, G. F. Smoot, D. T. Wilkinson,
67, 123507(2003. and E. L. Wright, Astrophys. J. Lettt64, L1 (1996.
[11] B. G. Keating, C. W. O’Dell, A. de Oliveira-Costa, S. Klaw- [27] R. D. Davies, R. A. Watson, and C. M. Gutierrez, Mon. Not. R.
ikowski, N. Stebor, L. Piccirillo, M. Tegmark, and P. T. Tim- Astron. Soc.278 925(1996.
bie, Astrophys. J. Lett560, L1 (2001). [28] G. B. Rybicki and A. P. LightmanRadiative Processes in As-
[12] B. G. Keating, C. W. O'Dell, J. O. Gundersen, L. Piccirillo, N. trophysics(Wiley-Interscience, New York, 1979
C. Stebor, and P. T. Timbie, Astrophys. J., Suppl. 344, 1 [29] W. Brouw and T. Spoelstra, Astron. Astrophys., Suppl. 36r.
(2003. 129 (1976.
[13] A. de Oliveira-Costa, M. Tegmark, C. O'Dell, B. Keating, P. [30] C. W. O'Dell, Ph.D. dissertation, University of Wisconsin—
Timbie, G. Efstathiou, and G. Smoot, astro-ph/0212419. Madison, 2001.
[14] R. Patridge 3K: The Cosmic Microwave Background Radia- [31] M. Tegmark, Astrophys. J. Let80, L87 (1997).
tion (Cambridge University Press, New York, 1995 [32] E. L. Wright, astro-ph/9612006.
[15] P. M. Lubin and G. F. Smoot, Astrophys. 245 1 (1981). [33] J. R. Bond, A. H. Jaffe, and L. Knox, Phys. Rev.93, 2117
[16] G. P. Nanos, Astrophys. 232, 341(1979. (1998.
[17] M. Hedman, Ph.D. dissertation, Princeton University, Princ-[34] R. Stomporet al,, Phys. Rev. D65, 022003(2002.
eton, NJ, 2002. [35] D. J. Jansen and S. Gulkis, in NATO ASIC Proceedings 359:
[18] P. C. Fareset al, in The Cosmic Microwave Background and The Infrared and Submillimetre Sky after COBES92, Pro-
its Polarization, Proceedings of the William I. Fine Theoretical ceedings of the NATO Advanced Study Institute, Les Houches,
Physics Institute, Minneapolis, 2003. France, 1991.

[19] M. Hedman, D. Barkats, J. O. Gundersen, S. T. Staggs, and B36] G. H. Golub and C. F. Van LoaMatrix Computations3rd ed.

042002-12



CMB POLARIZATION AT LARGE ANGULAR SCALES ... PHYSICAL REVIEW D 68, 042002 (2003

(Johns Hopkins University Press, Baltimore, 1296 [44] L. Knox, Phys. Rev. D60, 103516(1999.
[37] M. Tegmark, Phys. Rev. B6, 4514(1997. [45] E. F. Bunn, M. Zaldarriaga, M. Tegmark, and A. de Oliveira-
[38] A. de Oliveira-Costa, M. J. Devlin, T. Herbig, A. D. Miller, C. Costa, Phys. Rev. B7, 023501(2003.
B. Netterfield, L. A. Page, and M. Tegmark, Astrophys. J. Lett.[46] B. Keating, P. Timbie, A. Polnarev, and J. Steinberger, Astro-
509, L77 (1998. phys. J.495 580 (1998.
[39] E. F. Bunn, Ph.D. dissertation, University of California— [47] C. Haslam, C. Salter, H. Stoffel, and W. Wilson, NCSA As-
Berkeley, 1993. tronomy Digital Image Library, 1995.
[40] M. Zaldarriaga, Astrophys. 503 1 (1998. [48] P. Platania, M. Bensadoun, M. Bersanelli, G. de Amici, A.
[41] M. Tegmark and A. de Oliveira-Costa, Phys. Rev. @3, Kogut, S. Levin, D. Maino, and G. F. Smoot, Astrophys. J.
063001(2001). 505, 473(1998.
[42] J. R. Bond, A. H. Jaffe, and L. Knox, Astrophys.5B3 19 [49] U. Seljak and M. Zaldarriaga, Astrophys.459, 437 (1996.
(2000. [50] K. M. Gorski, B. D. Wandelt, F. K. Hansen, E. Hivon, and A.
[43] N. A. Bahcall, J. P. Ostriker, S. Perlmutter, and P. J. Steinhardt,  J. Banday, “TheHEALPIX Primer,” astro-ph/9905275, http://
Science284, 1481(1999. www.eso.org/science/healpix

042002-13



