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CMB polarization at large angular scales: Data analysis of the POLAR experiment
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The coming flood of cosmic microwave background~CMB! polarization experiments, spurred by the recent
detection of CMB polarization by the DASI and WMAP instruments, will be confronted by many new analysis
tasks specific to polarization. For the analysis of CMB polarization data sets, the devil is truly in the details.
With this in mind, we present details of the data analysis for the POLAR experiment, which recently led to the
tightest upper limits on the polarization of the cosmic microwave background radiation at large angular scales.
We discuss the data selection process, map-making algorithms, offset removal, and likelihood analysis which
were used to find upper limits on the polarization. Stated using the modern convention for reporting CMB
Stokes parameters, these limits are 5.0mK on bothE- andB-type polarization at 95% confidence. Finally, we
discuss simulations used to test our analysis techniques and to probe the fundamental limitations of the
experiment.
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I. INTRODUCTION

The detection of polarization in the cosmic microwa
background~CMB! has been a long sought goal for cosm
ogy. CMB polarization was recently detected at subdeg
angular scales by the DASI instrument, a ground-based
terferometer@1#, and the temperature-polarization correlati
has now been detected at larger angular scales by the Wi
son Microwave Anisotropy Probe~WMAP! satellite @2#.
While information on the CMB polarization at degree a
subdegree angular scales further confirms the standard
mological model, polarization information at larger angu
scales has the potential to provide additional information
garding the formation and evolution of the Universe. T
process of reionization leaves a characteristic signature
CMB polarization at large angular scales which can be u
as a means to determine the epoch of reionization@3–5#. The
power spectrum of CMB polarization at angular sca
greater than a degree or so is sensitive to inflationary mo
parameters such as the inflaton potential and the energy
of inflation, as well as primordial gravitational wave
@6–10#.

These exciting rewards, taken together with increasin
sensitive receiver technologies, have set the stage for a
of new CMB polarization experiments. These experime
will be faced with new and more challenging analysis ta
than for the simpler case of anisotropy, and it is with that
mind that we now set out to report the details of the d
analysis of the POLAR experiment.

POLAR ~polarization observations of large angular r
gions! was designed to measure the polarization of the C
on large angular scales, in theKa frequency band from
26–36 GHz. This high electron mobility transistor~HEMT!-
based correlation polarimeter operated for a single seaso

*Electronic address: codell@astro.umass.edu
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the spring of 2000 near Madison, Wisconsin. The data fr
this single season led to simultaneous upper limits onE- and
B-type CMB polarization, results that were initially pre
sented in@11# ~hereafter K01!. The details of the POLAR
instrument and its operation were later described in@12#
~hereafter K02!. In this paper we present the details of th
data selection and analysis techniques used to arrive a
results in K01. We also discuss the results of a recent cr
correlation analysis of the POLAR data with anisotropy d
from the Cosmic Background Explorer~COBE! Differential
Microwave Radiometer~DMR! experiment, described fully
in @13#.

The rest of this paper is organized as follows. We fi
briefly discuss the two conventions used to quantify CM
polarization. We next review the basic properties of the P
LAR instrument in Sec. III. In Sec. IV, we discuss the da
selection procedures that were used to remove large amo
of contaminated data. Section V describes the mapmak
algorithms used to transform the raw data into sky maps oQ
andU, and provides a full pipeline simulation in order to te
the algorithms. Section VI presents the likelihood analy
used to arrive at the upper limits on CMB polarization,
well as the evaluation of the polarization power spectra a
some commentary on the lack of substantial foreground c
tamination. Finally, in Sec. VII, we discuss the limitations
our experiment that could be improved upon in futu
projects.

II. Q AND U CONVENTIONS

In recent years there have appeared in the literature
conventions for reporting the Stokes parametersQ andU as
applied to the CMB. The first convention takesQ(x¢)
5Tx(x¢)2Ty(x¢), whereTx andTy are antenna temperature
measured in orthogonal directions by a single-mode radio
eter with unit optical efficiency, andx¢ denotes the angle o
observation;U is obtained similarly by rotating the radiom
eter coordinates by 45°. These antenna temperatures are
©2003 The American Physical Society02-1
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converted to thermodynamic temperatures in the usual
~see, e.g.,@14#!. This convention was employed by the pi
neering experiments of Lubin and Smoot and others@15,16#,
and was also adopted for POLAR.

The more recent convention~see, e.g.,@17,18#! takesQ
5(Tx2Ty)/2, and also has been adopted by several exp
ments@1,19–21#. The results herein are presented using
former convention~in thermodynamic units! unless other-
wise noted.1 Specifically, this means that our basic limits o
E- and B-type polarization~presented in K01 and in Sec
VI A of this paper! must be divided by a factor of 2 whe
directly comparing to experiments or theory employing t
latter convention. We originally reported our simultaneo
upper limits onE- and B-type polarization in K01 as 10.0
mK at 95% confidence; stated using the latter conventi
these limits become 5.0mK each.

III. INSTRUMENT

POLAR observed the local zenith from the University
Wisconsin–Madison’s Pine Bluff Observatory in Pine Blu
Wisconsin~latitude 143°018, longitude189°458) using a
simple drift-scan strategy, with a 7° full width at half max
mum ~FWHM! beam defined by aKa-band microwave feed
horn. A correlation radiometer operated as a polarimeter
was instantaneously sensitive to theU Stokes parameter. Th
full rf band was divided into three subbands, 32–36, 29–
and 26–29 GHz. Each of the channels was detected b
separate microwave correlator, labeledJ1, J2, andJ3, re-
spectively. The constant rotation of the instrument about
vertical axis allowed for simultaneous detection of both
Q andU Stokes parameters.

POLAR employed a phase-sensitive detection techniq
The relative phase of the two arms of the correlation radio
eter was modulated at approximately 1 kHz. An ana
lock-in circuit produced the actual ‘‘in-phase’’ polarizatio
signal. However, the instrument simultaneously locked i
the chop frequency shifted byp/2, yielding pure noise. We
obtained one of these ‘‘quadrature-phase channels’’~QPCs!
for each of the three in-phase channels~IPCs!. The
quadrature-phase channels were a good monitor of the n
in our system, and as such were employed in several pl
throughout the analysis pipeline. We use the termsJ1i , J2i ,
and J3i to refer to the three in-phase channels, whileJ1q,
J2q, and J3q refer to the corresponding quadrature-pha
~noise! channels.

The data were sampled at 20 Hz and continuously
corded to files, each containing precisely 9000 samples~7.5
min! of data; these files are one of the fundamental data u
to be discussed throughout this paper. The instrument
calibrated daily with a 3-mil thick dielectric sheet. We d
not calibrate the instrument when the weather was poor.
calibration was accurate to about 10%, based upon lab
tory measurements of the dielectric sheet properties; see@22#
for details. Eachsectionof data is defined as the longe

1We shall switch to the latter convention when discussing
temperature-polarization correlation results.
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period of observations between calibrations. Approximat
50 such sections were collected throughout the observ
season, each some 2–24 h in length.

POLAR’s constant rotation rate allows us to character
its response to a polarized signal as follows:

y~ t !5I 01C cosvt1Ssinvt1Q cos 2vt

1U sin 2vt1n~ t !, ~1!

where v52p f 50.2055 rad s21 was the~angular! rotation
frequency. The constant offsetI 0 is due to coupling of the
unpolarized total power signal into the polarization chann
via the nonzero cross polarization of the instrument. T
offset term was typically 10–100 mK, depending on t
channel; during good weather its stability was better than
mK per hour.C andS are signals modulated at the rotatio
frequency~referred to hereafter as 1f signals!, and can be
caused by various types of ground pickup and other syst
atic effects. Via Eq.~1!, linearly polarized signals will pro-
duce a signal in the data stream at twice our rotation
quency, henceforth called the 2f frequency.

IV. OBSERVATIONS AND DATA SELECTION

During the observing season, POLAR observed 24 ho
per day over a two-month period, yielding roughly 750 hou
of data. However, the observing season contained a la
diversity of weather conditions, and this led to a correspo
ingly large diversity of data quality. Developing robust da
selection criteria was one of the most critical tasks in the d
analysis pipeline. Because of the data’s diversity, we w
not able to arrive at a single selection criterion; rather,
developed a battery of conditions that the data were requ
to meet before being accepted. Many effects can conspir
contaminate the polarization signals, be they instrumen
atmospheric, or celestial. We wish to flag and remove a
data with a noncosmological contribution to our signal th
mimics a cosmological signal in a way that we cannot
count for and remove.

The rest of this section will describe the various crite
we established in order to robustly separate out contamin
data. There were three basic types of cuts used: instrum
based, celestial, and data based. Instrument-based cuts
those in which our systems were not functioning properly
led to unanalyzable data. Celestial cuts were those in wh
some noncosmological celestial source was in a position
contaminate our data, such as the sun, moon, or galaxy. D
based cuts were those which used noise properties of the
themselves to assess contamination. Table I lists all of the
criteria used in the POLAR analysis; the entries in the ta
will be described in more detail throughout the rest of th
section.

We flagged data at the file level; that is, we either kept
cut individual 7.5-min length data files. This proved conv
nient as well as ensuring good noise stationarity over
individual file, while allowing for a good estimation of th
low frequency noise, necessary for our mapmaking al
rithms. A related question to that of the cutting time scale
whether or not to cut all channels simultaneously ver

e
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CMB POLARIZATION AT LARGE ANGULAR SCALES: . . . PHYSICAL REVIEW D 68, 042002 ~2003!
separately. An important fact of our experiment was t
some of the effects contaminating the data were freque
dependent; in particular, channelJ3 ~26–29 GHz! often
showed evidence of a spurious signal when the other
channels did not. For this reason, we performed the d
based cuts on each of the channels individually; the ins
mental and celestial cuts had no frequency dependence
hence were applied equally to the three channels.

A. Instrument-based cuts

We performed two instrument-based cuts. The first
was to remove any files during which the system was
rotating for the entire file, or the rotation was unnatura
slow or jittery. This cut removed 1.8% of the data. The oth
issue was dew formation on the optics, a common problem
ground-based experiments. When the relative humidity w
high for an hour or more, moisture condensed on the vacu
window, leading to a spurious polarization signal. T
mechanism was likely that ambient radiation scattered off
layer of water, leading to the spurious signal. Dew conta
nation necessitated removal of 14% of the data.

B. Celestial cuts

Because the feedhorn accepts some radiation from
angles, a celestial source will contribute a nonzero amoun
radiation when it is anywhere above the horizon. We
concerned with celestial objects leaking radiation throug
sidelobe in our beam, or the main lobe if the source ever g
close enough to the local zenith. The sun, moon, and pla
as well as point sources and diffuse radiation from the gal
are all possible contaminants.

1. Solar system objects

We used the measured beam profile~see K02! to deter-
mine attenuation of the microwave emission from the s
moon, and planets as a function of angle from the be
~which equals altitude for our zenith-staring experimen!.
Treating the sun as an 11 000 K blackbody with an angu
width of 0.5° FWHM @23#, and conservatively assuming 1%
polarization, we find that contamination from the sun is le

TABLE I. Amounts of data cut at various steps in the da
selection process.

Cut type
Hours

survivinga
Hours
cutb

Individual
hours cutc

Full data set 746.5~100%! 0 ~0%! 0 ~0%!

Instrument 629.3~84.3%! 117.3~15.7%! 117.3~15.7%!

Celestial 270.9~36.3%! 358.4~48%! 434.3~58.2%!

Data based 152~20.4%! 118.9~15.9%! 478 ~64%!

Length based 78.1~10.5%! 73.8 ~9.9%! N/A

aThe amount of data left after that cut and all the cuts above it h
been applied.
bAmount of data cut at that stage.
cAmount of data that would have been cut if that particular criter
were the only one applied.
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than 0.4mK for elevations less than 70°. Similarly, the lun
model of@24# shows that the moon can be treated as a bla
body of approximately 240 K in its brightest phase, with
angular diameter of 0.5° and&1% polarization. Again as-
suming 1% polarization, lunar emission falls below 0.05mK
at zenith angles greater than 40°. Using cut elevations of
for the sun and 40° for the moon removed a sizable 42%
the data.

In principle, contamination by the planets was also p
sible. The largest planetary signal was estimated to be;0.01
mK in total intensity. This was due to Jupiter, which reach
a maximum of 65° elevation during our observations. Inclu
ing the fraction of the source that is polarized will reduce t
number even further. Thus in the case of POLAR planet
radiation can be safely neglected.

2. Galactic foreground emission

Finally, there is the question of emission from the gala
from either diffuse or point sources. POLAR had a sensit
ity to point sources of roughly 2mK/Jy. Using the WOMBAT
point-source catalog for 30 GHz@25#, we calculate that there
are approximate 40 sources that passed through our b
contributing greater than 1mK antenna temperature in inten
sity. Only three sources contribute greater than 10mK. We
chose not to perform a point-source-based cut as detec
these sources, while challenging, would be both interes
and relatively easy to identify as galactic versus cosmolo
cal in origin.

The observations described were conducted over a w
range of galactic latitudes and therefore there is a poten
for diffuse galactic contamination, especially at low latitud
@26,27#. Galactic synchrotron emission can be up to 70
polarized@28#. No maps of polarized synchrotron emissio
exist at 30 GHz, and extrapolation of measurements at lo
frequencies, e.g.,@29#, is not a reliable probe of synchrotro
polarization at 30 GHz due to Faraday rotation. Although
unpolarized intensity is apparently not correlated with t
polarized intensity as shown in@13#, we attempt to limit our
susceptibility to synchrotron emission by using only da
corresponding to galactic latitudesubu.25°.

C. Data-based cuts

Together, the instrument-based and celestial cuts remo
approximately 64% of the original 750-hr data set. Curso
analysis, however, immediately revealed that spurious
nals still remained in this reduced data set at unreason
levels. This is not surprising given that the weather in W
consin is highly variable in the spring, and most of the
diation entering the system was atmospheric emission. E
cially important was the presence of clouds, which c
mimic a polarized signal to our radiometer@30#. We there-
fore follow the standard practice of deriving selection sta
tics based upon the data themselves, to serve as a meas
the quality of observing conditions.

1. The 1f cut

Signals modulated only at the 2f frequency correspond to
true polarization signals; thus, a signal that has respons

e
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FIG. 1. Low frequency power spectrum of two sections of data for channelJ2i . ~a! shows a power spectrum of the time stream wh
the weather is good and systematic effects are low.~b! displays a similar period when clouds appeared; there is a dramatic appeara
spikes at both the 1f and 2f frequencies. This motivated our using the strength of the 1f peak as a cut statistic. True celestial polarizati
signals will appear at the 2f frequency only.
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both 1f and 2f cannot correspond to a true celestial sign
This can be seen in the power spectrum of the data~Fig. 1!.
Panel~a! shows a roughly featureless power spectrum ta
during a period of good weather for channelJ2i . But as the
weather worsens, due to clouds and/or increased hum
and water vapor, features at the 1f and 2f frequencies ap-
pear @Fig. 1~b!#. This motivates a study of the correlatio
between 1f and 2f signals in the time stream.

We computed the 1f and 2f values for each data file
relative to the noise floor,2 denoted as 1f r and 2f r respec-
tively. Figure 2 displays these data plotted against each o
for channelJ2i , with both instrument-based and celest
cuts applied. The high degree of correlation between the
quantities is striking; this strongly motivated the use of t
1f r level as a cut statistic. In order to determine a logi
1f r cut level, we compared our data to the behavior of wh
noise. Monte Carlo simulations showed that this statistic
1.060.27 for white noise, distributed roughly as a Gaussi
We opted to cut whenever 1f r.2.1; this is more than 4s
from the mean for white noise. Implementing this requi
ment cut an additional 15% of the data. However, even a
instituting this cut there remained unphysically high valu
of 2f r in the data, motivating additional cuts.

2. The zeta cut

Because the autocorrelation function and power spect
of any data set form a Fourier transform pair, the informat
in one is the same as in the other. For instance, a rise inf
noise leads directly to a higher ‘‘floor’’ in the autocorrelatio
function. Any signal in the data will lead to a nontrivia
autocorrelation function. We used that fact to our advant
and defined the following statistic for each data file:

z[
( lag51

1000 C~yin!2

( lag51
1000 C~yquad

2!
, ~2!

2We found it useful to compare the height of these harmon
relative to the noise floor, to remove the effect of variable radio
eter noise.
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whereyin denotes data from an in-phase channel andyquad
denotes data from the corresponding quadrature-phase c
nel. Simulations showed that a reasonable astrophysical
nal ~of, say, less than 100mK rms! would have a negligible
contribution toz for POLAR. Equation~2! has an intuitive
explanation; it is roughly the integral of the power spectru
between 0.01 Hz~near our lowest observable frequency! and
10 Hz ~our Nyquist frequency!, weighted by 1/f , so low
frequency drifts causez to increase rapidly. As such drifts ar
generally indicative of poor atmospheric conditions,z proves
to be a sensible cut statistic.

Figure 3 shows a histogram ofz values throughout the
season~with the basic sun, moon, and dew cuts applie!.
Also shown in the plot is a model of our data stream with
1/f noise or signal of any kind. As can be seen, this dis
bution is peaked around 1.0, with more than 99.9% of
data lying below 1.2. However, any deviation from whi
noise will rapidly change thez value of the data. We found
that requiringz,4 cut about 3% of the data over the oth
cuts. Varying the actual cut level betweenz,2 andz,5 had
little effect on the final results.

3. Outliers in the time-ordered data

Occasionally, birds, planes, electrical noise, etc., wo
cause short-lived yet large spikes in the data stream. For e

s
-

FIG. 2. 2f r vs 1f r for the data channelJ2i . Periods contami-
nated by sun, moon, and dew have been removed. The ver
dashed line shows the 1f r,2.1 cut level.
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CMB POLARIZATION AT LARGE ANGULAR SCALES: . . . PHYSICAL REVIEW D 68, 042002 ~2003!
data file and channel, we calculated the mean and stan
deviation, and recorded how many standard deviations
first, second, and third strongest outliers were from the me
We cut any data file whosesecond largest outlierwas more
than 5s from the mean of those data. Data files with o
strong outlier alone rarely occurred, because our 5 Hz fil
in conjunction with our 20 Hz data acquisition frequen
guaranteed that even a delta-function signal should hav
width of at least a few samples in the data stream; thus
second strongest outlier proved a more robust indicator
such spurious effects. This cut removed;1.2% of the data in
addition to all previous cuts.

D. Duration-based cuts

In order to ensure that our surviving data segments w
obtained during long, contiguous periods of good weath
we instituted a battery of three duration-based cuts. First,
required that if a data file were to survive, both its neighb
had to survive as well. Second, we required a minimum
eight consecutive data files~one hour of data! to survive in
order to keep any piece of data. Lastly, we required a m
mum of three hours total to survive in asection3 of data for
any data in that section to be retained; in contrast to the
above, this three hours was not required to be contigu
This cut was instituted because of the offset removal ste
the analysis pipeline, described in Sec. V D. This algorit
takes place on a per section basis and effectively remove
information from very short sections of data; in the end
found it simpler just to remove these short sections of d
Together, the duration-based cuts removed about 10% o
full data set.

V. FROM DATA TO MAPS

We now proceed to constructQ andU maps of the postcu
data set, a process that does not remove any cosmolo

3A section of data is a data segment that was taken without in
ruption ~this was typically about one day of data!.

FIG. 3. ~Color! Distribution of thez variable. The solid~black!
curve shows the distribution ofz for channelJ2, with the basic sun,
moon, and dew cuts applied. The dotted~blue! curve shows thez
distribution for simulated white noise run through our antialias
filter. The vertical dashed curve is the cut level ofz54.0.
04200
rd
e

n.

rs

a
e
r

re
r,
e
s
f

i-

ut
s.
of

all

a.
he

cal

information @31#. Many authors have written on the map
making problem and all the nuances that can arise during
solution: Wright ~1996! @32#; Tegmark ~1997!, hereafter
T97a@31#; Bond, Jaffe, and Knox~1998! @33#; and Stompor
et al. ~2002! @34#. We use the following notational conven
tions. When discussing a vector, we use a lowercase bold
letter ~e.g., y! to represent it. Similarly, matrices are repr
sented by uppercase boldface letters~e.g.,W!.

We employ the technique ofminimum variance map mak
ing throughout this work, defined briefly as follows; the in
terested reader is referred to T97a for a thorough discus
of this topic. We begin with a set ofn observationsy
5y1 ,...,yn of signal plus noise, such thaty5Ax1n, where
x is the underlying map,n represents noise, andA is the
pointing matrix that encodes the mapping from data spac
map pixel space~see@32# for examples!. Let N represent the
data noise covariance matrix, whereN[^nnt&. The best es-
timate x̃ of the true mapx is given by4

x̃5@AtN21A#21AtN21y, ~3a!

S5@AtN21A#21, ~3b!

whereS is themap noise covariance matrixof x̃. Note that
the total map covariance matrixC is the sum of signal plus
noise: C[S1S, whereS[^xxt& is the theory covariance
matrix. The total covariance matrix will be used in Sec. V
This method is quite general, and can be applied to any t
of problem where a linear combination of data is made
order to determine some physical quantity. Whenever
noise of said data is not white, this is the best approach.
POLAR, we exploit this technique no fewer than four diffe
ent times throughout the analysis pipeline.

A. Constructing the file maps

The data pipeline begins with binning the data into o
map coordinates, via Eq.~3!. We formed a smallfile mapfor
each 7.5-min~9000-sample! data file, for each channel and i
both Q and U. The ‘‘map’’ we calculated for each data fil
consisted of theQ andU parameters for whatever map pixe
were observed during that particular file. Because of our s
strategy, a zenith drift scan atd543°, our maps are one
dimensional in right ascension~for each ofQ and U!. We
pixelized our maps with 180 pixels of width 2° in right a
cension~RA!, with the first pixel arbitrarily centered at RA
50°. The pointing matrixA was formed according to Eq
~1!; note that this matrix is not sparse and is significan
more complicated in the case of extracting bothQ and U
rather than the usual intensityT ~see@30# for further details!.

We performed binning on each data file separately
cause our noise was stationary only over periods of ten
minutes. In principle, even nonstationary noise can be trea
with the standard mapmaking formalism, but the algorith
are unacceptably slow because the covariance matrixN has
no special properties except that it is symmetric, and

r- 4This estimate ofx̃ is typically termed the ‘‘COBE-style solution’’
@32,35#.
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O’DELL et al. PHYSICAL REVIEW D 68, 042002 ~2003!
central rate determining step of the mapmaking algorithm
Eq. ~3! is in calculatingN21. For stationary noise, howeve
the corresponding noise covariance matrix has the spe
property that it is both symmetric andToeplitz; that is, each
upper left–lower right diagonal is the same. Toeplitz ma
ces can be inverted inO(nt

2) time, as opposed toO(nt
3) for

generalnt3nt matrices@36#. However, the memory require
ments are stillO(nt

2) because the inverse of a symmet
Toeplitz matrix is not in general Toeplitz. For POLAR,nt
59000, so simply holding the inverse matrix takes;324
Mbytes of memory for double-precision arithmetic. Whi
not prohibitive, this memory requirement motivates furth
study of approximation techniques.

We use a slight modification of the circulant matrix a
proximation introduced in@37#, which notes that a typica
noise covariance matrixN is nearlycirculant. In this case,
N5Nc1Ns , whereNc is the circulant component ofN and
Ns is the noncirculant component. AsNc is the major con-
tributor to N, Ref. @37# lets N→Nc in Eq. ~3a!; the equation
for the covariance matrix becomes significantly more co
plicated. This solution is valid in that it still produces a
unbiased, nearly optimal approximation of the map, at
expense of slightly increased noise. It has the advantage
circulant matrices can be inverted inO(nt ln nt) time.

However, it is possible to enact the circulant matrix a
proximation in a more streamlined way. Using the definitio
that

ypw[Nc
21/2y, ~4a!

Apw[Nc
21/2A, ~4b!

the circulant matrix approximation becomes

x̃[@Apw
t Apw#21Apw

t ypw , ~5a!

S>@Apw
t Apw#21. ~5b!

The second equation above is not precisely exact, but for
data it was correct to better than 1%. We state the m
making algorithm in this fashion because there is a very
way to calculateypw and Apw . Because a circulant matri
becomes diagonal in the Fourier domain, it can be sho
that

bpw[Nc
21/2b5F21H F$b%

ASN~ f !
J , ~6!

whereb is any vector of lengthnt , SN is the power spectra
density that characterizes the covariance matrixN, and F
denotes the Fourier transform. This approach is adva
geous in that it requires only a simple fit to the noise pow
spectrum for the time stream of interest; it is unnecessar
explicitly calculate the resulting covariance matrixN. The
resulting vectorbpw is simply the prewhitened version ofb.
We fitted our noise to a model containing 1/f noise alone:

SN~ f !5s2S 11
f knee

f D , ~7!
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where f knee is the knee frequency of the 1/f noise. It proved
unnecessary to include the antialiasing filter in the model
it has virtually no effect on the power spectrum at thef
frequency, where theQ andU data live. We used Eq.~6! to
then calculateypw andApw for all data files passing the cuts5

and applied Eq.~5! to generate roughly 1000 1–2 pixel map
in each ofQ andU, along with the corresponding covarianc
matrices~see Fig. 4!.

B. The problem of the Q and U offsets

At this point in the analysis, a serious issue revealed its
The Q andU data were not in general consistent with ze
there were slowly varying offsets inQ andU that varied over
the course of the season, and differed between the chan
This fact is illustrated in Fig. 5, which shows the derive
time stream ofQ and U values for all the surviving data
Notice first that the data lie in ‘‘chunks’’ along the time axi
each such chunk corresponds with asectionas defined in
Sec. III. The distribution ofQ’s andU ’s for each section is
consistent with a Gaussian distribution, but those distri
tions are in general not centered around zero. Notice also
there is no clear relationship between theQ or U offset
among the three channels. This is in contrast to the Q
data, which were offset-free. Thus the offset was not el
tronic in nature, and also was not consistent with a celes
signal when plotted in sky coordinates.

The underlying cause of the offset was never discover
but there are several reasonable possibilities. K02 hyp
esizes that the quadrupolar shape of the outer groundsc
may be to blame@12#. Reference@30# examines the charac
teristics of the offsets in great detail and provides seve
theories for the possible cause. If we had some model of
effects that could make successful predictions about its le
we could use it to safely subtract out the offsets witho
strongly affecting our signal recovery. However, witho

5Equation~6! was applied to each row ofA to form the corre-
sponding row ofApw .

FIG. 4. ~Color online! Effect of prewhitening on a sample nois
power spectrum for channelJ2i . ~a! Power spectral density~PSD!
amplitude for a sample data file, with a knee frequency of;0.07
Hz. The thick ~blue! curve is the logarithmic-weighted fit to th
PSD. The vertical dashed lines show the 1f and 2f rotational fre-
quencies.~b! Same as~a!, but for theypw version of the data. The
effect was to whiten the power spectrum of the data; it is equiva
to dividing the PSD by the fitted curve.
2-6
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such a model we proceed along a different tack.

C. Submap generation

It is a simple task to combine all the file maps for a sing
channel and Stokes parameter, within a single section in
submap~each corresponding roughly to one night of go
data!. Given a set of file maps to be combined, we first e
pand them to the full 180-pixel map by assigning unm
sured pixels infinite noise~and hence zero weight!. The cor-
relations between StokesQ and U were negligible both
within a pixel and between pixels, and were therefore
glected. This allowedQ and U to be treated completely in
dependently throughout the analysis. We use the stan
map combination prescription to combine the file maps i
submaps~see, e.g., de Oliveira-Costaet al. @38#!. Given a set
of m independent maps$x1 ,...,xm% with corresponding noise
covariance matrices$N1 ,...,Nm%, the best estimates of th
underlying mapxf and its associated covariance matrixNf
are given by

Nf5F(
i 51

m

Ni
21G21

, ~8a!

xf5NfF(
i 51

m

Ni
21xi G . ~8b!

In this way, we combined all file maps into submaps for ea
section and channel. At this step each submap was still
with a substantial offset inQ andU, as discussed previously

D. Marginalization and submap combination

We next employed the technique ofmarginalization to
each such submap@33#, in order to remove sensitivity to th
mean ofQ andU in each. We performed the algorithm sep
rately for each channel. Note that this technique provi
identical results to those obtained using the method ofvirtual
pixels for mode removal, described, for instance, in@37#.
Detailed recipes for applying the marginalization techniq

FIG. 5. The mean values ofQ andU for the POLAR in-phase
data versus time, after the cuts have been applied. Each data
represents one data file. Non-Gaussian behavior is immediately
parent at the 50–100mK level. This behavior was not seen th
quadrature-phase data.
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are described in S01@34#; we give a cursory review here a
to how it was specifically applied for POLAR. Given a su
map y ~containingQ or U data! with covariance matrixN,
the covariance matrix is transformed to

N85N1sc
2ZZ t, ~9!

where the matrixZ contains a normalized column vecto
corresponding to each mode to be removed, andsc is some
large number to ensure that the modes get zero weight.
marginalization over the mean we takeZ5e0 , wheree0 is
the column vector of all 1’s. Taking the limit assc

2→`, the
inverse ofN8 still exists and is given by

N8215N212~N21Z!@ZtN21Z#21~N21Z! t. ~10!

We then applied Eq.~8! to combine all the submaps into
single map ofQ and U for each channel, for both the IPC
and QPC data. This recipe requires knowing only the inve
covariance matrix corresponding to each submap, given
plicitly by Eq. ~10!. However, we still have to perform th
final inversion of

S21[(
i 51

m

Ni8
21 ~11!

to find the final noise covariance matrixS, andS21 is sin-
gular due to our marginalization over the means of all
submaps. Following S01, the final covariance matrix is tak
to be

S5~S211eZZ t!212e21ZZ t, ~12!

wheree is any small positive number. In practice, it is best
choosee to be of the same order as the nonzero eigenva
of S21.

The final maps for each of our three frequencies w
constructed according to the recipe given above and
sented in K01. Qualitatively, there is no visual evidence o
common signal among the three subbands, in eitherQ or U.
The x2 values from each map are also not consistent wit
statistically significant signal. Let us additionally consid
the corresponding maps made from the QPC~pure noise!
channels. We do not expect these to contain signals, but
serve as a useful litmus test when viewing the IPC maps
the IPC maps differ strongly from the QPC maps, that
evidence of either signal or some type of contamination
the IPC maps. However, that is not the case; none of
QPC maps contain strong outliers and all exhibitx2 values
consistent with no signal.

Combining the channel maps

Based on the fact that there is no apparent correla
between the maps of each channel, we simplify the anal
by combining the three channel maps into one combin
map~and covariance matrix! for each ofQ andU. Since the
CMB signal is independent of frequency~when expressed in
thermodynamic units!, we are free to do this. We would like
to employ the standard map coaddition algorithm of Eq.~8!
to perform this task. However, that algorithm assumes t

int
p-
2-7
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the measurements made of each individual map areindepen-
dent; if there is a systematic effect that introduces corre
tions between measurements from different channels,
we have less information than we think we do, and this f
must be taken into account in constructing the summed m

We first evaluated the correlation coefficients amo
channelsJ1i , J2i , and J3i in the time-ordered data. A
expected, the correlations in the time stream were on
order of 1%, and were due to the very slight overlap of
three channels in frequency space~see K02 for details!.
However, it is not so much the time stream correlations t
we care about, it is the correlations betweenQ or U for the
channels. For instance, if there were a 10% correlation
tweenJ1i Q and J2i U, it could be hidden in the smalle
time stream correlations. We must therefore evaluate th
correlations directly.

In order to measure these correlations, we used theQ and
U data set and determined the Pearson’s correlation co
cient in the same way as for the time-ordered data, but
cause there are so many fewer data, we evaluated only
correlation coefficient for each surviving section. We calc
lated means and errors of these coefficients by avera
from the distribution of these values, shown in Table II. T
numbers in this table are very suggestive. For instance^Q
Q& for all IPC channels is about the same as^U U&, suggest-
ing a common source. All QPC correlation coefficients a
consistent with zero, as are all correlations of the^Q U&
variety.6 As Q andU show no correlation between them~ei-
ther within a channel or between channels!, we can continue
treatingQ andU as completely independent measuremen
This is not too surprising, considering they are essentially
sin 2f and cos 2f projections from each rotation, which ar
orthogonal functions. However, the correlations between
channels~for the same Stokes parameter! are;10%, so we
cannot ignore them in constructing a final map.

Let us now combine the maps ofQ ~or U! from the three
nonindependent channels, armed with the knowledge of t
mutual correlations. The algorithm of Sec. V C did not de
with adding nonindependent maps together, but it is re
tively easy to expand the methods to do so. We treatQ andU
separately, as they are completely uncorrelated. Let us
sider our situation forQ ~U will follow an identical format!.

6Except perhapŝQ1U3&, but because all the other coefficients
this type are consistent with zero, we assume it is an outlier.

TABLE II. Interchannel cross-correlation coefficients. The e
rors are the same within each row, and we assume that the u
lying distribution of correlation coefficients is Gaussian.

^QQ& ^UU& ^QU& ^UQ&

^J1 J2& IPC 0.14460.034 0.134 20.024 0.021
^J1 J2&QPC 0.00560.034 0.062 20.011 20.002
^J1 J3& IPC 0.07460.041 0.063 20.069 20.003
^J1 J3&QPC 0.02360.041 0.048 20.009 20.042
^J2 J3& IPC 0.10460.041 0.093 20.024 20.029
^J2 J3&QPC 0.06660.041 0.001 20.054 20.047
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We have three channel maps, call themx1 , x2 , andx3 ,
with their corresponding covariance matricesS1 , S2 , and
S3 . Let the correlation coefficient betweenxi andxj ber i j .
We appeal to minimum variance map making to form t
best possible map. First, we form the concatenated map
corresponding covariance matrix:

xcat5$x1 ,x2 ,x3%, ~13a!

Scat5F S1 r12S12 r13S13

r12S12 S2 r23S23

r13S13 r23S23 S3

G , ~13b!

whereSi j [ASiASj . We can take the square roots of theS
matrices since they are all positive definite, as long as we
a large offset to each matrix~corresponding to the uncer
tainty in the offset, which is formally infinite!.7 The final full
covariance matrixSf will then also have a large offset, bu
again this corresponds to our marginalization over the me
of all the component submaps and it will not affect our fin
results.

We now apply the minimum variance mapmaking form
ism to the concatenated map@which in this case is our data
vectory from Eq. ~3!#. The pointing matrix is given by

Acat5F In

In

In

G , ~14!

whereIn is then3n identity matrix, andn is the number of
pixels in our maps. This matrix points our three individu
maps to the same final map. Explicitly, the final joint m
and covariance matrix are given by

xf5SfAcat
t Scat

21xcat, ~15a!

Sf5@Acat
t Scat

21Acat#
21. ~15b!

Because of the large offset each covariance matrix posse
the final mapxf may have some random offset to it, but it
meaningless and can be safely subtracted out. Notice tha
the case of vanishing intermap correlations, we correctly
produce the algorithm of Eq.~8!.

The final joint maps for the IPCs and QPCs are shown
Fig. 6. There is no obvious evidence of an underlying s
signal. In order to determine robustly if they show eviden
of a signal, we employ the standard techniques of maxim
likelihood analysis and quadratic estimators, described fu
in Sec. VI.

7For a symmetric, positive-definite,n3n matrix M , its square
root is given byPtD1/2P, whereP is ann3n matrix such that the
i th row of P contains thei th eigenvector ofM , andD1/2 is a diag-
onal matrix with the square roots of the eigenvalues ofM along its
diagonal. The eigenvectors must be normalized, such thatPPt5I .

er-
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E. Testing the map-making pipeline

We next simulated the data stream in order to test our m
reconstruction pipeline. There were three primary steps
volved in the simulation process: building the underlyi
map, letting POLAR ‘‘observe’’ this fake sky and genera
data based on these observations, and constructing m
from the resulting data set. We built the underlying sky ma
out of simple since and cosine modes, for both total inten
~I! and StokesQ andU. We assumed a basic flatband-pow
model with;10 mK per band, and convolved these signa
with our 7° ~FWHM! Gaussian beam. This signal level is
course highly unrealistic for true CMB polarization; we us
it merely so we could reconstruct the actual map with a go
signal-to-noise ratio~instead of merely providing an uppe
limit !.

To shorten the processing time, we made the simula
instrument about a factor of 2 more sensitive than the
POLAR. We included all IPC and QPC channels in t
analysis, but no total power channels. We assumed the n
was almost white, with a small amount of 1/f noise in each
channel in agreement with the true data set. We convol
each data stream with our 5 Hz antialiasing filter to ensur
resulting power spectrum that was similar to the actual d
We also added random offsets inI, Q, andU for each section
and channel, of levels consistent with those experienced
POLAR. The results of these simulations showed that
map reconstruction algorithms worked as expected, e
when including large random offsets for each section in
Q andU data, and illustrates the amazing utility of the ma
ginalization technique. TheQ and U reconstruction of one
such ‘‘fake sky’’ is shown in Fig. 7.

FIG. 6. Final joint-channel sky maps. The joint IPC maps forQ
andU are displayed in~a!, while ~b! shows the QPC maps.
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VI. CONSTRAINING CMB POLARIZATION MODELS

A. Limits on E and B in a flatband-power model

1. Primary likelihood analysis

We now address the question of the level of rms polari
tion in the joint-channel maps using a standard likeliho
analysis. For the beginner, an excellent discussion of how
carry out such an analysis is provided in@39#.

As POLAR measured both StokesQ and U simulta-
neously, we are able to set limits on bothE- and B-type
polarization independently. As described previously in K0
we constrain a flat CMB power spectrum characterized
two polarization temperaturesTE and TB such that,(,
11)C,

X/2p5TX
2 where XP$E,B%. We then solve for the

likelihood functionL(aW ), given by

L~aW !}
e2xtC21~aW !x/2

uC~aW !u1/2 , ~16!

where aW is our parametrization vectoraW [$TE ,TB%, x
5$q,u% is the concatenation of the joint channel maps ofQ
and U given in the previous section, andC(aW ) is the full
covariance matrix given by the sum of the data~or noise! and
theory covariance matrices:

C~aW !5S~aW !1S. ~17!

The construction of the theory covariance matrixS is rather
complicated@7,40,41#, and has been previously presented

FIG. 7. ~Color online! Derived joint-channel maps from simu
lated data for one example ‘‘fake-sky’’ map. The thin~black! curve
is the underlying sky map convolved with a 7° beam. The~blue!
data points represent the derived joint-channel map, after 31
simulated data in five submaps. The good agreement illustrates
robustness of our mapmaking algorithms and of the marginaliza
technique used to remove sensitivity to the means ofQ andU from
each contributing submap.
2-9
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POLAR @11,30#. The data covariance matrixS is formed
from the covariance matrices for the joint-channel maps oQ
andU such that

S5FSQ 0

0 SU
G . ~18!

Note thatS has a very large offset~and corresponding eigen
value! due to our original marginalization over the subm
means, but its specific magnitude will not affect results of
likelihood analysis.

We calculated the likelihood function for all individua
and joint-channel maps, for both the in-phase a
quadrature-phase channels. As reported in K01, all ca
were consistent with pure upper limits. The combine
channel data yield 95% confidence limits of 10.0mK on both
TE and TB ~or 5.0 mK stated using the modern conventio
for definingQ andU!. As theB polarization at large angula
scales is assumed to be so much weaker thanE polarization
~even taking into account lensing!, we can setTB to zero. It
yields a 95% confidence limit ofTE,7.7mK, as shown in
Fig. 8.

2. Alternative likelihood analyses

To verify the analysis, we repeated it in two differe
ways. First, we performed the likelihood analysiswithout the
offset removal. The corresponding likelihood analysis yie
a spurious detection for the in-phase channels at (TE ,TB)
5(18,1)6(8,16) mK ~95% confidence!, while the quadra-
ture channels yield a 95% confidence upper limit of 7mK for
bothTE andTB . We see that the offset removal degraded
upper limit by ;30%. This is primarily due to the larg
width ~;25°! in right ascension of the central lobe of th
theory covariance matrix, as shown in Fig. 9, coupled w
our marginalization over the mean of each submap. Thi
consistent with the fact that each submap averaged rou
90° of coverage in right ascension. This emphasizes to
experimenter that having long, clean sections of data is
to obtaining the best final noise possible, especially if a
kind of mode removal may take place in the analysis.

FIG. 8. Normalized likelihood plot ofTE , with the prior con-
straint thatTB50. The solid line is the result for the in-phase cha
nels, and the dashed line is for the quadrature-phase~null! channels.
The resulting upper limit isTE,7.7mK at 95% confidence.
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As a further consistency check, we performed the en
analysis in such a way that the three channels were coad
directly in the time-ordered data. This technique autom
cally takes into account any correlations that may be pres
between the channels. One simply coadds the time stre
with their inverse noise weightings in order to obtain a tim
stream with the minimum possible noise. Offset marginali
tion was still done on the submaps, but since we had alre
combined all the channels, a single offset was removed foQ
and U for each section, rather than one for each chan
When the corresponding likelihood contours were calculat
the upper limits remained, but were degraded to about
mK. This makes sense considering we subtracted only
offsets per section, as compared with six in the prima
analysis. Because the offsets were not perfectly correla
among the three channels, there was residual power left
in the maps due to the imperfect coaddition of the chan
offsets; it was this phenomenon that led to the slightly d
graded upper limits. This result notwithstanding, this ana
sis is noteworthy in that it shows that our interchannel c
relations were not a severe problem.

B. Limits on polarization power spectra

CMB anisotropy and polarization are typically characte
ized by the temperature fieldsT, Q, andU. These quantities
can be combined to form six measurable power sp
tra: TT, EE, BB, TE, TB, andEB ~see, for instance,@41#!.
Our analysis of these spectra is presented in@13#; we give a
brief summary of it here. Note that, in contrast to the rest
this paper, temperatures in this section are reported using
modern convention ofQ5(Tx2Ty)/2, as discussed in
Sec. II.

As POLAR had very weak sensitivity to temperature a
isotropy data, we used the COBE DMR data for the 53 a
90 GHz bands averaged together as discussed in@13#. We
analyzed the spectra in five bands of width,55, but subse-
quently averaged them into a single band to increase

FIG. 9. ~Color! Plots of the RA540° row of the fundamenta
signal covariance matricesSE and SB. The four panels in the plot
correspond to the four quadrants of the matrices as labeled.
thick solid line representsSE, the thick dashed line representsSB,
and the thin solid line corresponds to a 7° Gaussian beam for
erence.
2-10
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signal-to-noise ratio. We employed the method of quadr
estimators to evaluate the band powers~see, e.g.,@41,42#!,
using the concordance model (VLambda;0.7,Vmat;0.3,h
;0.7) as input for the theory covariance matrices@43#. All
band powers were consistent with upper limits, the result
which are shown in Table III. Note that the 2s upper limits
on E- and B-type polarization obtained with quadratic es
mators are 5.2 and 6.3mK, respectively, in good agreemen
with the 2s upper limits of 5.0mK obtained from the maxi-
mum likelihood analysis.

This technique has the added benefit of explicitly cal
lating the band-power window functions, while for a max
mum likelihood analysis they are less straightforward
evaluate@44#. However, there is a new twist on band powe
when it comes to polarization; there is always some amo
of leakage into the desired power spectrum from the ot
five power spectra. In principle, it is possible to choose p
ors for the quadratic estimators such that 14 of the 15 le
ages are zero, but the much discussedE-B leakage remains
@41#, although it can be kept to a minimum at the price o
modest increase in error bars. This leakage is a direct re
of ‘‘ambiguous’’ modes existing in the scan strategy; t
more ambiguous modes, the worse will be the leakage@45#.
Sky coverage that is large, two dimensional, and well c
nected will have few ambiguous modes; but POLAR’s on
dimensional scan strategy leads to virtuallyall of theE andB
modes being ambiguous.

Figure 10 shows theE window function for a single,
band for 2,,,8 for POLAR as an example; the windo
function was generated using the minimum leakage te
niques discussed above. The leakage ofB into E is exactly
symmetric forE into B; thus we show only theE window
function. It is clear that there is a very large leakage fromB
to E and vice versa. Therefore, the upper limits forE andB
cannot be taken separately; we constrain merely the ave
of the two power spectra.

An early reionization leads to a peak in both theEE au-
tocorrelation andTE cross-correlation spectra at large ang
lar scales@3,46#; this effect was observed recently in theTE
power spectrum by WMAP@2#. Unfortunately, ourEE and
TE upper limits are still significantly higher than any po
sible reionization peak. Fort50.4, a typical concordanc
model givesdTEE;1 mK and dTTE;3 mK, in comparison

TABLE III. POLAR DMR power spectrum. All values are re
ported using the conventionQ[(Tx2Ty)/2, as discussed in Sec. I
Table reproduced from@13#.

,eff6d, dT26s ~mK2! dT ~mK!a

T 15.666.6 487.06270.6 22.125.5
17.4

E 12.664.5 24.9616.0 ,3.3~5.2!
B 12.664.5 6.9616.0 ,4.8~6.3!
X 14.064.8 218.4634.3 ,4.0~7.1!
Y 14.064.8 20.1634.3 ,5.9~8.3!
Z 11.462.9 225.0615.8 ,~2.6!

aValues in parentheses are 2s upper limits.
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with our limits8 of 5.2 mK on dTEE and 7.1mK on dTTE . In
comparison, WMAP recently reportedt50.1760.04 ~68%
confidence! @2#.

C. Constraining polarized synchrotron emission

Astrophysical synchrotron emission is generally polariz
at a level from 10% to 50%@27,29#. Our nondetection of any
signal implies that we can place constraints on polarized s
chrotron emission at 30 GHz, but this is not as straightf
ward as it may seem. As discussed in Sec. IV B 2, we can
simply extrapolate from low frequency polarization measu
ments such as those of Brouw and Spoelstra@29# because of
Faraday depolarization. Extrapolation of the unpolariz
Haslam 408 MHz data@47# to our frequencies using a spe
tral index of23.1, assuming a polarization fraction of 10%
and smoothing with a 7° beam yields a rms of about 10mK.9

Thus, our data favor both a steep spectral index as sugge
by recent studies@48# and a polarization fraction of less tha
10% at large angular scales. This issue is explored more f
in @13#.

VII. DISCUSSION

To summarize our results thus far, using the POLAR d
we have placed limits on CMB polarization power spectra

8Stated using the conventionQ5(Tx2Ty)/2 as discussed in
Sec. II.

9Stated using the conventionQ5Tx2Ty as discussed in Sec. II.

FIG. 10. ~Color online! The window function forE used to
estimate the polarization band power near,55, shown as a repre
sentative example. TheB window functions are exactly the same a
for E, but with E andB switched. There is significant leakage ofB
power into theE estimate because of our one-dimensional sc
strategy. In general, a scan done over a two-dimensional region
a large sky coverage will have a much betterE-B separation and
narrower window functions. The width of the window functio
scales with the inverse of the sky patch size in its narrowest dim
sion.
2-11
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the context of both a flatband-power model and a conc
dance model, and we have discussed the lack of substa
synchrotron contamination in our scan region. We showe
Sec. VI A that the offset removal technique degraded
limits by only ;30%, which is not so bad considering th
without it no limits would have been possible.

If we had integrated for a much longer time and/or o
detectors had been much more sensitive, how well could
have actually done in determiningE andB on large angular
scales given our scan strategy? We attempted to answe
question via an additional simulation. We usedCMBFAST @49#
to generate power spectra for a concordance model univ
with no B modes~i.e., only scalar perturbations! and an op-
tical depth to reionization oft50.2; ideally, we should re-
cover onlyE modes from the analysis. We used theHEALPIX

package@50# to generate 20 sky realizations ofQ andU, and
observed each with a nearly perfect POLAR, one that ha
sensitivity of 0.01mK for each of 180 2°-wide pixels in ou
d543° RA strip. We then performed our likelihood analys
on these map realizations limited to our scan region,
found that we recovered roughly equal amounts ofE andB
power. This is consistent with the window functions gen
ated in our quadratic estimator analysis of Sec. VI B. O
positive note, we did recover the correct amount of totaE
a-

v

D

-
-

.

P.

a-

c

d
a

d

04200
r-
tial
in
r

r
e

his

rse

a

d

-
a

and B power; that is, the recoveredC,
E1C,

B equaled the
initial C,

E placed in the maps.
Ultimately, POLAR was limited by both its instrumen

sensitivity and atmospheric limitations to integration tim
The atmosphere was also most likely responsible for
time-varying polarization offset. Finally, our one
dimensional scan strategy prevented discrimination betw
E andB modes. Future experiments that effectively deal w
these issues may well be able to glean the CMB polariza
signals on large angular scales, and hence uncover a w
of new information with which to increase our understandi
of inflation and the details of the big bang.
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