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We present an improved measurementQ#-violating asymmetries irB°— 7" 7~ decays based on a
78 fb~! data sample collected at thg(4S) resonance with the Belle detector at the KEKB asymmetric-energy
e*e” collider. We reconstruct one neutf@imeson as 8°— 7" 7~ CP eigenstate and identify the flavor of
the accompanyin@® meson from inclusive properties of its decay products. We apply an unbinned maximum
likelihood fit to the distribution of the time intervals between the ®/meson decay points. The fit yields the
CP-violating asymmetry  amplitudes A,,.=+0.77 £0.27(stat)=0.08(syst) and S,,=-—1.23
+0.41(stat)* 39 syst), where the statistical uncertainties are determined from the Monte Carlo pseudoexperi-
ments. We obtain confidence intervals f6iP-violating asymmetry parametetd .. and S, based on a
frequentist approach. We rule out t@d>-conserving cased .= S...=0, at the 99.93% confidence level. We
discuss how these results constrain the value of the Cabibbo-Kobayashi-Ma&k&ia angle ¢,.

DOI: 10.1103/PhysRevD.68.012001 PACS nuni®er11.30.Er, 12.15.Hh, 13.25.Hw
I. INTRODUCTION dependence given H¥]
In 1973, Kobayashi and Maskawd&M) proposed a | At]/rg0
model whereCP violation is accommodated as an irreduc- DI_(At _€ 8 14015 sin AmuAt
ible complex phase in the weak-interaction quark mixing ar(AD= 470 [170-{Sr-sinAmeAD)
matrix[1]. Recent measurements of {@é-violating param-
eter sin 25, by the Belle[2,3] and BaBarf4] Collaborations + A7 -COSAMyAL)}], (1)

establishedC P violation in the neutraB meson system that
is consistent with the KM model. Measurements of otherwhere g0 is the B lifetime, Amy is the mass difference
CP-violating parameters provide important tests of the KMbetween the tw@® mass eigenstatedt = tep — tiag, @nd
model. theb-flavor chargeg = +1 (— 1) when the taggin@® meson
The KM model predict<C P-violating asymmetries in the js g B (B%). The CP-violating parametersS,. and A,
time-dependent rates f@&° andB° decays to a commo8P  defined in Eq.(1) are expressed as
eigenstate,fcp [5]. In the decay chainY (4S)— B°B°
— fepfiag, In Which one of theB mesons decays at tintgp IN2-1 21mN
to fcp and the other decays at timgy to a final statef .4 that =

distinguishes betweeB® andB?, the decay rate has a time

2

NN R N NN

wherel is a complex parameter that depends on RHBO
*On leave from Nova Gorica Polytechnic, Nova Gorica. mixing and on the amplitudes foB® and B® decay to
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77~ . In the standard model, to a good approximatian,  coil that provides a 1.5 T magnetic field. An iron flux return
is equal to the absolute value of the ratio of B to B° located outside of the coil is instrumented to dellef_}tme-
decay amplitudes. A measurement of time-dependerons and muons. For more details, see RES].
CP-violating asymmetries in the modB’— =" 7~ [7] is
sensitive to direcCP violation and the CKM angleb, [8].
If the decay proceeded only viaka—u tree amplitude, we
would haveS,,.=sin 2¢, and A,.,=0, or equivalently|\| The B~ 77~ event selection is described in detail
=1. The situation is complicated by the possibility of sig- elsewherg14]. We use oppositely charged track pairs that
nificant contributions from gluonib— d penguin amplitudes are positively identified as pions according to the likelihood
that have a different weak phase and additional strong phaseatio for a particle to be &~ meson, KID= L(K)/[ L(K)
[9]. As a resultS,., may not be equal to sing and direct + £(7)], which is based on the combined information from
CP violation, A,,.#0, may occur. the ACC and the CDQIE/dx measurements. Here we use
Belle’s earlier published studylO] was based on a 41.8 KID<0.4 as the default requirement for the selection of

fb ~* data sample containing 44x8.0° ngairs produced at pions. For tracks in the momentum range that covers the
the Y (4S) resonance. The result suggested large diefet B°— 77~ signal, this requirement has a pion efficiency of
asymmetry and/or mixing-induced asymmetry iB®  91% and 10.3% of kaons that are misidentified as pions
7" decay while the corresponding result by the BaBar (10.0:0.2)% fromK™ and (10.6:0.2)% fromK*].

J— 0 + — . .
Collaboration based on a sample ob880° BB pairs did not We also selecB”—K "z~ candidates, which have the

0 + — . .
[11]. In this paper, we report an updated measurement that B2 track topology & — @ candidates, by positively
based on a 78 fb* data sample, containing 8510° BB identifying one charged track as a kaon and the other as a

e Th Ci tant ch i< that determine th ion. We use KID>0.6 for the selection of kaons. This re-
pairs. The most important change 1S that we determine uirement has a kaon efficiency of 84% and a misidentifica-
statistical significance and uncertainties in B®& param-

ters f the distributi fth its of fits 1o the Mon tion rate from pions of 5%.
eters from the distributions of the resufts ot Tits to the Monte  cangigateB mesons are reconstructed using the energy

Carlo (MC) pseudoexperiments, instead of from errors ob- . _ [Cms_ =cms
tained by the likelihood fit to experimental data. In addition,dlffe_rer:jCe AE_EzB Eﬁqesamzfndcr:hze bﬁam-ecrlﬁrgy rc]:on—
we have made three significant improvements to the analyStrain€d massly= ‘/(Et;gg (mes » WhereEpeayis the
sis: a new track reconstruction algorithm that provides bettefMS beam energy, arieg™ andpg™ are the cms energy and
performance; a new proper-time interval resolution functionmomentum of theB; candidate. The S|gr;al region is defined
that reduces systematic uncertainties; and the inclusion ¢S 5271 GeW*<M,<5.287 GeVt® and  |AE]
additional signal candidates by optimizing the cuts for con-<0.057 GeV, corresponding ta 30 from the central val-
tinuum background suppression. ues. In order to suppress background from ¢ie™ —qq

In Sec. Il we describe the KEKB collider and the Belle continuum @=u, d, s, c¢), we form signal and background
detector. The reconstruction &°— 7" 7~ decays is de- likelihood functionsCg and Lg¢ from two variables. One is
scribed in Sec. lll. The flavor-tagging procedure and vertexa Fisher discriminant determined from six modified Fox-
reconstruction are described in Secs. IV and V. After discussWolfram momentg15]; the other is the cm8 flight direc-
ing the signal yield in Sec. VI and introducing the method totion with respect to the axis. We determineCg from a
measured ., andS,,, from At distributions in Sec. VII, we GEANT-based MC simulatio16], and Lg¢ from sideband
present the results of the fit in Sec. VI, and discussdata in the 5.20 Ge\?<M,<5.26 GeVt? and
constraints ong, in Sec. IX. We summarize the results —0.3 Ge\WAE<0.5 GeV region. We reduce the con-

Ill. RECONSTRUCTION OF B°—a* %~ DECAYS

in Sec. X. tinuum background by imposing requirements on the likeli-
hood ratio LR=Ls/(Ls+ Lgg) for candidate events, as de-
Il. EXPERIMENTAL APPARATUS scribed below.

The data reported here were collected with the Belle de-
tector at the KEKB asymmetric-energy e~ collider [12],
which collides 8.0 Ge\¢™ and 3.5 Ge\e" beams atasmall  Leptons, kaons, and charged pions that are not associated
(=11 mrad crossing angle. Th&'(4S) is produced with a  with the reconstructe®®— =7~ decay are used to iden-
Lorentz boost of3y=0.425 nearly along the electron beam tify the flavor of the accompanying meson. We apply the
line (z). Since theB® and B® mesons are approximately at same method used for the Belle sig2neasuremeriB]. We
rest in theY (4S) center-of-mass systeiiems, At can be use two parameteigandr to represent the tagging informa-
determined fromAz, the displacement im between thefc,  tion. The first,q, is defined in Eq(1). The parameter is an

IV. FLAVOR TAGGING

andf,q decay verticesAt=(zcp— 259/ Byc=AZ/BycC. event-by-event, MC-determined flavor-tagging dilution fac-
The Belle detector is a large-solid-angle general purposéor that ranges froom=0 for no flavor discrimination to
spectrometer that consists of a silicon vertex dete@viD), =1 for unambiguous flavor assignment. It is used only to

a central drift chambefCDC), an array of aerogel threshold sort data into six intervals. The wrong tag fractions for the
Cerenkov counters (ACC), time-of-flight scintillation sixr intervals,w, (I=1,6), are determined from the data and
counters, and an electromagnetic calorimeter comprised @fre summarized in Table I.

CslI(Tl) crystals located inside a superconducting solenoid In the previous publicatiofil0], we required LR>0.825
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TABLE I. The wrong tag fractionw, for eachr interval. The

errors include both statistical and systematic uncertainties. 5 gg - (@) e 120 % (b)
=7 e ol

| r interval w, = 60 =100 J[
L S

1 0.000-0.250 0.4580.007 @40 -

2 0.250—0.500 0.3360.010 §zg ;

3 0.500-0.625 0.2280.011 10

4 0.625-0.750 0.1600.014 N

5 0.750-0.875 0.1120.015

6 0.875-1.000 0.0200.007

PHYSICAL REVIEW D 68, 012001 (2003

140

180

. . . . . N 160
for all candidate events, while in this analysis we optimize %140

the expected sensitivity by including additional candidate =50t
events with a lower signal likelihood ratio. The requirements 8100 £
on LR vary for different values of tagging dilution factor ~ 280 ¢
as indicated in Table Il, since the separation of continuum £ ig g
background from theB signal varies withr; there are 12 Y, -

distinct regions in the LR-plane. A Y S A b ed b ‘
02 0 02 04 02 0 02 04

AE (GeV) AE (GeV)

V. VERTEX RECONSTRUCTION

T : . . o
The vertex reconstruction algorithm is the same as that F'+G-_1- AE_d'Str'bUF'%nS in theMy, S|ggla| region for(a) B
used for the sin@; analysis[3]. The vertex positions for the 7 7 candidates with LR 0.825, (b) B™—m " candidates
+ = . with LR<0.825, (c) B"—K "7~ candidates with LR 0.825, and
fep decay @77~ ) andf,, decays are reconstructed using 0 ) . ;
. ! tag - ...~ (d) B°—=K" 7~ candidates with LR:0.825. The sum of the signal
tracks with associated hits in the SVD. Each vertex positio o . .
) ) : . ) and background functions is shown as a solid curve. The solid curve
is also constrained by the interaction poii®) profile, de-

ined b din th I tf with hatched area represents the€ 7~ component, the dashed
termined run by run, smeared in thep plane to account for curve represents thé* 77~ component, the dotted curve represents

the B meson d_ecay length. With these rgquirements, WE alfhe continuum background, and the dot-dashed curve represents the
able to determine a vertex even with a single track; the fraCzparmiess three-bodg decay background component.

tion of single-track vertices is about 10% fagp and 22%
for zug. The fig vertex is determined from all well-
reconstructed tracks, excluding tlB&— "7~ tracks and
tracks that form &2 candidate.

signal region, we find 275 candidates for R.825 and 485
candidates for LR:0.825. TheB°— 7" 7~ signal yield for
LR>0.825 is extracted by fitting th&E distribution with a
Gaussian signal function plus contributions from misidenti-
fied B"—=K" 7~ events, three-bodyB decays, and con-
Figures 1a) and 1b) show theAE distributions for the tinuum background. The fit yields 108 =%~ events,
B — = #~ candidates that are in thd,,. signal region 41°3°K* 7~ events and 128 continuum events in the sig-
with LR>0.825 and with LR<0.825, respectively, after fla- nal region. The errors do not include systematic uncertainties
vor tagging and vertex reconstruction. In tWg,. and AE  unless otherwise stated. Here the error on the yield of con-

VI. SIGNAL YIELD

TABLE Il. The fractions of expecte®’— 7" 7~ and continuum events for the 12 LiRregions.

m rinterval LR interval g g™

qq
1 0.000-0.250 0.825-1.000 0.296.077 0.59%0.028
2 0.250-0.500 0.825-1.000 0.386.094 0.4680.026
3 0.500-0.625 0.825-1.000 0.400.134 0.4380.027
4 0.625-0.750 0.825-1.000 0.44P.110 0.38%0.024
5 0.750-0.875 0.825-1.000 0.52R.081 0.2790.022
6 0.875-1.000 0.825-1.000 0.670.129 0.074:0.009
7 0.000-0.250 0.525-0.825 0.080.034 0.886:-0.040
8 0.250-0.500 0.525-0.825 0.120.049 0.824:0.040
9 0.500-0.625 0.425-0.825 0.120.036 0.82%0.041
10 0.625-0.750 0.425-0.825 0.120.050 0.8220.040
11 0.750-0.875 0.425-0.825 0.170.060 0.765:0.040
12 0.875-1.000 0.325-0.825 0.390.098 0.4610.032
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tinuum events in the signal region is obtained by scaling theisef,=0. The effect of the uncertainty Ay, determined

error of the yield from the fit that encompasses the enltiee
range. For LR<0.825, we fix the level ofr* 7~ signal by
scaling the LR>0.825 number by a MC-determined factor

by varying.Ap,q by the error from the fit to the sideband data,
is included in the systematic error.

We define the likelihood value for eaclitlf) event as a

and that of the continuum background from the sidebandgnction of 4. andS,,,

The ratio of theK* 7~ background to ther* 7~ signal is
fixed to the value measured with the &R.825 sample. We
obtain 578 =* 7~ events, 228 K*#~ events and 406
+17 continuum events in the signal region for £R.825.
The contribution from three-bod decays is negligibly
small in the signal region. Figure$cl and Xd) show theAE
distributions for the selecteB°—~K ™ 7~ candidates.

VIl. MAXIMUM LIKELIHOOD FIT

The proper-time interval resolution functid®,, . for B?

+ o
Pi:(l_fol)j {2 Poa (A Wi AL Srr)

m

+ fll?ﬂTP&W(At, iwl)] : Rsig(Ati _At')
+fpePag(A) - Rygl At — At )AL + o P (Aty).
3

Here the probability functionsy’' (k= mm, K7 or qa) are

determined on an event-by-event basis as functiona Bf

— a7~ signal events is formed by convolving four com- and M, for each LR¥ interval (m=1, 12. For example,

ponents: the detector resolutions Ry, andz,g, the shift in

the z,4 vertex position due to secondary tracks originating
from charmed particle decays, and the smearing due to the

kinematic approximation used to conveért to At. We use
the same parameters as those used for thepgim2easure-

ment[3]. We determine resolution parameters from fitting

the data for the neutral and chargBdmeson lifetimes. A
small component of broad outliers in thez distribution,

fRR(AEMyd is Forgl /(Fogaet FrnGhnt Fra0ka),

wheregy' is the average fraction of event tygefor the mth

LR-r interval @7, +9gg,+ gqma= 1). We determine these pa-
rameters from the numbers of events in the sideband data
and from fractions oB°— 7~ MC events. Table Il lists

the values ofgy' for the 12 LR¥ regions. We obtairgy,.

=0.382xgT_ from the fit to theAE distribution for theB°

caused by mis-reconstruction, is represented by a Gaussian7 7 candidates Wigh LR 0.85. The distributions of
function. The width of the outlier component is determinedAE and My for the B°— =" 7~ signal shape function

to be 42:3 ps; the fractiong,, of the outlier components are
(2+1)x 10 * for events with both vertices reconstructed
with more than one track, and (2£0.2)x 10 2 for events
with one or two single-track vertices. We assurRe .
=Rk and denote them collectively &;,. The parameters
of the continuum background resolution functi&y, are
obtained from the sideband data.

The CP asymmetry parametersl,,, and S, are ob-
tained from an unbinned maximum likelihood fit to the ob-

F..(AE,M,) andB°—K* 7~ background shape function
Fk-.(AE,M,) are fit with Gaussian functions.
FZ‘E(AE,Mb() is the continuum background shape function,
and the distributions cAE andM . are fit withm-dependent
linear functions and the ARGUS background funct[d],
respectively. The small number of signal and background
events that have largat are accommodated by the outlier
PDF P, with fractional aredf .

In the fit, S, and A, are free parameters determined by

served proper-time distribution. For this purpose, we usenaximizing the likelihood functionL=1II;P;, where the

probability density function$PDF9 that are based on theo-

product is over alB°— 7" 7~ candidates.

retical distributions that are diluted and smeared by the de- We check the validity of our fitting procedure with a large

tector response. The PDF f@°— =" 7~ signal events
(P9.) is given by Eq.(1), with q replaced byg(1—2w;) to

ensemble of the MC pseudoexperiments wherein events are
generated with nominal PDFs and the observed number of

account for the dilution due to wrong flavor tagging. The events. The parameters in the PDFs are taken from data. For

PDF for B>~K*x~ background events i _(At,w))

=e A7 (4750) {1 + q - (1—2w,) - Ak, - COSAMAL)!,
where we assume as a default that there i€ Roasymmetry
for the B°—K ™7~ mode. The effect of a possible non-zero
value for Ay . is determined by varyingdy . by the error
obtained from fits to the self-tagg&f—K* 7~ sample and

is included in the systematic error. The PDF for continuum

background events is  Pyq(At)=(1+09- Apg)/
2{f e 18 mg/ (27, )+ (1— ) 8(AT)}, where f, is the
fraction of the background with effective lifetimg,y and &
is the Dirac delta function. FoB°— "7~ candidates
where both vertices have at least two tracks, we fise

=0.014" 3396 and 7= 2.37" 344 ps, which are determined

from the events in theqa—background—dominated sideband
region: 5.20 GeW?<M,.<5.26 GeVt? and 0.10 GeV

various input values of .. and A ., we confirm that there
is no bias in the fit. The MC pseudoexperiments are de-
scribed in detail in Appendix A.

VIII. FIT RESULTS

The unbinned maximum likelihood fit to the 7&Y
— "7~ candidates (39B° and 369B° tags, containing
163537 "7~ signal events, yields4,,=+0.77 andS,,
—1.23. In Figs. 2a) and Zb), we show the raw, un-
weightedAt distributions for the 148°- and 127B°-tagged
events with LR>0.825. The fit curves usel,, and S
values that are obtained from all of the LtRregions. The
background-subtractedt distributions are shown in Fig.
2(c). Figure 2d) shows the background-subtracteziP

<AE<0.50 GeV. For events with a single-track vertex, weasymmetry between thg°- andgo—tagged events as a func-
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TABLE IIl. The fractions of the MC pseudoexperiments outside

§ the physical boundary and above tG€ violation we observe for
! various input valuesp .= \/A2M+SZM. The selected points are
> on the line segment betweenA(.,S.,) =(0,0) and +0.57,
g -0.82).
>
w
. The fractions outside The fractions above
& the physical boundary th€ P violation
o Input p, . (%) we observe%)
£ 0.00 1.8 0.07
Z 0.20 3.3 0.17
0.40 7.3 0.62
- 0.60 16.4 1.7
° 0.80 34.4 6.0
- 1.00 60.1 16.6
&
we use the MC pseudoexperiments to determine acceptance
2 regions, and we therefore quote the rms values of the MC
g A, andS. . distributions, which are shown in Fig. 3, as the
E statistical errors of our measurement. We obtaln .=
2 +0.77+0.27stap and S, =—1.23+0.41(sta). Here we
choose values at the point of maximum likelihood in the

physically allowed region, A, .,S,,) =(+0.57-0.82),
At (ps) for the input to the MC pseudoexperiments used to obtain the
statistical errors. The rms values determined with input val-

. o 0
FIG. 2. The raw, unweightedt distributions for the 278 ues of (4.5, )=(0,0) are slightly different; for these in-

— "~ candidates with LR 0.825 in the signal region(a) 148 .
candidates witlg= + 1, i.e. the tag side is identified &9; (b) 127 ~ Put values we obtairt 0.28 and+ 0.39 for theA ., andS

candidates witlg=—1; (c) B®— "7~ yields after background errors, regpectively. o . )
subtraction. The errors are statistical only and do not include the N the literature, the statistical error is usually determined

error on the background subtractioft) the CP asymmetry for ~ from the parameter dependence of the log-likelihood ratio
BO_> ata after background subtraction. In F|g$3‘)_(c), the —2|n([,/£max) that is obtained from the fit. Here we call this
curves show the results of the unbinned maximum likelihood fit toeStimator the MINOS error, which corresponds to the devia-
the At distributions of the 760B°— 7" 7~ candidates. In Figd),  tion from the best fit parameter when 2In(L/ L, is
the solid curve shows the resulta@P asymmetry, while the changed by 1. The MINOS error is a convenient approxima-
dashed(dotted curve is the contribution from the cosirging tion for defining a 68.3% (&) confidence interval; however,
term. care is needed when defining intervals at higher confidence
levels. Figure 4 shows the log-likelihood ratio curves from
our data, where deviations from parabolic behavior are evi-
We test the goodness of fit from @ comparison of the dgnt; for exa'mple, 8 from the MINOS error for the positive
results of the unbinned fit and th&t projections forB° 5|de_ O.f S 1S congderably smaller_th_an a three-standarc_j-
— a7 candidate§18]. We obtainy?=10.9/12 DOF(de- deviation error defined by the deviation from the best fit
gree of freedom(13.3/12 DOF for the At distribution of the

tion of At. The result of the fit is superimposed and is shown
by the solid curve.

B (BY) tags. 0005 2000f-{b

As shown in Table Ill, an ensemble of the MC pseudoex- 2500F A 1750E
periments indicates a 16.6% probability to measDR vio- : H 1500
lation at or above the one we observe when the input values " F J 1250F
are A,.,=+0.57 andS,,,= —0.82, which correspond to the 1500 r 1000 Il
values at the point of maximum likelihood in the physically 1000k 7502 Iy
allowed region §2_+ A2 <1); in this measurement it is 005 J 500 £y
located at the physical boundarylé_+S2_=1). This set F ] 250F-1f -
of the MC pseudoexperiments also indicates that for an inpui ~ Og™ 5™ 7753 O™ s
value on the physical boundary, the probability of obtaining a A S
result outside the physically allowed region is laf§6.1%. i nn

FIG. 3. The distributions of théa) A, and(b) S, fit outputs
of the MC pseudoexperiments with input values 4f,.=+0.57

As described below in Sec. VIII D, we obtain confidenceand S,,=—0.82. The curves represent the fits with Gaussian
intervals forA ., andS,., with a frequentist approach where functions.

A. Statistical errors
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I F(2) 1200E()
L _(a) (b) 1200 To00F P
X 1000f F Iy
Fel - f 800F
=] 5 .\ 600f fod
= 4+ 600: 5 Af \
S 400F Lo 400~ \
200f ) 200F-
0 il AN b b b F [ M
-1 -05 -15 -1 -05 0 05 1 ok e . 0 A -
S 4 2 0 2 4 4 2 0 2 4
i o pull of A__ pull of S__

FIG. 4. (a) The value of-2In(L/ L s VS A, and(b) the value
of —2In(L/Lyg) VS S,,.. The dotted curves represent parabolic ~ FIG. 6. The(@ A, and(b) S, pull distributions of the MC
functions which pass the point atl pseudoexperiments with input values 4f.,.=+0.57 andS,,,=
—0.82. The curves represent the fits with Gaussian functions.

parameter when-2In(L/ L0 IS changed by 9. Thus, the ) , o ,
MINOS error overestimates the significance of a non-zerdlso consistent with our significance calculation, where we

S... value. The MINOS errors obtained from the curves are¥S€ the fit output distributions of the MC pseudoexperiments
also smaller than the expectations from the MC pseudoex!! & frequentist approach. We therefore conclude that the rms
periments, as shown in Fig. 5; the probability of obtaining avalues of the distributions of fit outputs o, and S
MINOS error smaller than that in our measurement is 1.29470m the MC pseudoexperiments, rather than the MINOS
(12.0% for S... (A_.) [19]. These characteristics are repro- €T0r'S, are more appropriate as the standard statistical errors
duced in a fraction of the MC pseudoexperiments that havé®' this measurement.

A.. and S, input values that are close to the physical

boundary. We describe an investigation of the source of the B. Systematic errors

small MINOS errors in Appendix B. The sources of the systematic error are listed in Table IV.

The MINOS errors of the MC pseudoexperiments arewe add each contribution in quadrature for the total system-
smaller, on average, than the rms values of the MIG and  atic errors. We obtain

S, distributions. This effect is larger when input values of

(A,-,S,,) are close to the physical boundary. This can be A -=+0.77 £0.27 stap = 0.08 sysb,
seen in Fig. 6, which shows thé . andS,,. pull distribu-
tions: the fit residualg(fit output-input) divided by the S.»=—1.23 +0.41(stad " 50 sysb.

MINQOS errors. For the input values shownA(. ,S, )
=(+0.57,-0.82), the means of the pull distributions are The systematic error o, is primarily due to uncertainties
+0.07 and—0.15, and the standard deviations are 1.07 andgh the background fractions and the vertexing. Bgr., the
1.13 forA, . andS,,, respectively. If we choose values far background fractions and a possible fit bias near the physical
from the physical boundary,4,,,S,,)=(0,0), the means boundary are the two leading components. Below we explain
of the pull distributions vanish, and we find standard devia-each item in order.

tions of 1.03 for bothA4,, andS,,.. With larger statistics,

the MINOS errors become the same as the rms widths of the 1. Background fractions

MC A_.. and S, distributions even around the physical
boundary. Because of these features, the rms widths of tr}edi
MC pseudoexperimertfit output—input) distribution are the
most reliable measure of the statistical errors. This choice i

We estimate the systematic errors that arise from uncer-
nties in the parameters used for the event-by-event back-

round fractionsfly_ and " as well as the signal fraction
g K qaq
f . Parameters that are determined from data are varied by

(@) ()

;HW“ rlﬁlh TABLE IV. Systematic errors ford ., andS,,, .
[ , t
Aﬂ'ﬂ' Sﬂ’ﬂ'
egmiaaroian ! postie anotan, Source +Error —Error +Error —Error
2500*(5) ﬁ (d ‘_H'I.I
- rf ] Background fractions ~ +0.058 —0.048 +0.044 —0.055
ertexing +0. -0. +0. -0.
N EEa Vertexi 0.044 —0054 +0.037 —0012
.».s“’;.o.A -o.z\l/ ] Fit bias +0.016 —0.021 +0.052 -0.020
e ererof S Fostie et S Wrong tag fraction +0.026 —0.021 +0.015 —0.016
FIG. 5. The result of the MC pseudoexperiments with input Physics go,Amy, Ax,) +0.021 -0.014 +0.022 -0.022
values of A,,.=+0.57 andS, .= —0.82: the distributions ofa) Resolution function +0.019 -0.020 +0.010 -0.013
the negative andb) positive MINOS errors ofA ., and(c) the Background shape +0.003 —0.015 +0.007 -0.002
negative andd) positive MINOS errors ofS,... The arrows indi-  Total +0.084 —0.083 +0.083 —0.067

cate the MINOS errors obtained from the fit to data.
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their errors and fits are repeated; we add the contributior
from each variation in quadrature.

As explained in Sec. VII, we rely on a M8°— 7 ¥ 7~
sample to determingy', the background fraction in each
LR-r regionm. We measure the regional event fractions in i
B°—D® )z control samples, and compare the results with
those in the MCB°— 7" 7~ sample. Eaclyy' value is then
modified by an amount determined from the difference be-=
tween data and MC, and from the statistical error in &
the control samples. We repeat the fit to obtadp, and F N
S., and add each difference from the nominal value in 1 .....
quadrature. _ e

The K7 background yield is obtained from the fit to the é’- 10 3:
AE distribution. We estimate the systematic error associatecS F
with this method from an independent yield measurement£
based on & enriched sample and thé/7 separation = 10
performance, which will be described in Sec. VIII C. 1

The PDF for continuum background used in the fit as-
sumes no asymmetryA,,=0) between the number of
events withq=+1 and withq=—1. We estimate the sys-  FIG. 7. Results of the lifetime fits fa@) =* 7~ candidates and
tematic error due to this assumption by varioty by (b)) K* 7~ candidates. The solid curves are the results of the fits, the

*0.02, based on the measuremelgf,=0.013+0.006 from  shaded areas are the signal and the dashed curves are background
the sideband data. contributions.(c) The fit to events in ther" 7~ sideband.

vents/(1ps)

(1ps)

Even

qq (sideband)

e

2. Vertexing C. Cross-checks

We search for possible biases that may arise from the \We perform a number of cross-checks. We measurd@the

track and vertex selection by repeating the analysis witHneson lifetime using the same vertex reconstruct.ion met_hod.
modified selection criteria. We include the observed change§he results of the application of the same analysis to various
in the systematic error. We also repeat the analysis by introsubsamples are also examined. In addition, we check for bi-
ducing charge-dependent shifts in thelirection artificially, ~ases in the analysis using samples of KR-eigenstates,
and include the resulting change in the systematic error. Her@"— K7~ decays, and the sideband data.

the amount of the shift is determined from studies with cos- We perform aB® lifetime measurement with th&®
mic rays and with the two_photon proceseJre* —>7T+’7T_ candidate events that uses the same baCkgrOUnd

— a7« 7. The systematic error associated with the |Pfractions, vertex reconstruction methods, and resolution
profile is estimated by varying the IP smearing that is used tdunctions that are used for ti@P fit. Figure 7a) shows the
account for theB flight length. fit result. The fit to the events in the" 7~ sideband is also
shown in Fig. 7c); the fit curve is used for the PDF of the
continuum background.
The resultrgo=1.42"315ps is consistent with the world-
We use large-statistics MC pseudoexperiments to deteaverage valug¢21].
mine the systematic error due to possible fit biases for the We repeat the fits for ., andS,,,, with 7% 7~ candidate
input A, and S, values near the physical boundary. We samples selected with more stringent selection criteria. The
also perform a fit to MGB®— =¥~ events that are gener- K*z~ background level is reduced by tightening the ac-
ated by using a&EANT-based simulation. We obtain results ceptedAE range or by applying more restrictive KID re-
that are consistent with input values within the statisticalquirements; the continuum background is reduced by tighter
errors, which are conservatively included in the systemati¢equirements on LR and. The effect of theAt tail is
error. checked by tightening thAt range. We do not observe any
Systematic errors due to uncertainties in the wrong tagystematic variation in the fit results when thg, KID, LR,
fractions are estimated by varying each wrong tag fraction i, andAt requirements are changed, as shown in Table V. To
eachr region, and repeating the fit procedure. We also repeaiccount for a possibl&E tail, we repeat the fit with an
the fit using wrong tag fractions obtained f@°- and  additional Gaussian function in theE shape of ther* 7~
BC-tagged control samples separately. We add each contribgignal and theK* 7~ background. The fit yieldsA,,,=
tion in quadrature. +0.75 andS, .= —1.21, consistent with our main results. In
We estimate the systematic errors associated with paranaddition, we divide the data into the 42 thsample used for
eters in the resolution functions, in the background PDF, andur previous measurement and the recently added sample of
the physics parametersdo, Amy, and Ay ,) by repeating 36 fb~!. The result of the new analysis on the first 42 ¥b
the fit varying these parameters by their errors. sample is consistent with the published re$t)], and with

3. Fit bias and other sources
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TABLE V. Selection-requirement dependence4f.. andS.... 4500€ @ 4500F )
(MINOS errors only. 4000E J--L 4000; f""l
3500E | i\i/ 3500¢ | |
Cut value A Son 3000 b 3000 i
2500¢ 2500
Default (KID<0.4) 0.77°523 —-1.23°3% 2000 [ 2000 ]
|AE|<20 0.81°52S ~120°82 1500¢ - 1500k -]y
|AE[<10 0.82°0% ~1.1870% o o T
KID <0.20 0.74"329 ~1.11°9% 8§ R L b I N
KID<0.15 0.59"0-22 —1.14923 -0.14 -0.12 -0.1 0.1 0.12 0.14
LR=0.825 0.84ﬁ§5§§ _l1g Eéz Negative error of A, oo Positive error of A,
+0.26 _ 0.30 3 3
LR>0.925 0.69'5% 1'2{8‘13 4000(©) 1) 4000E(9) ‘lﬂh']
lqr|>0.75 1.02 5% —1.24703s 3500F | 3500 i
|qr|>0.875 0.91°52¢ -1.18°93 3000 3000 -
|At|<15 ps 0.77°333 —-1.253% 2500 2500 |
|At|<5ps 0.76°0%5 —1.27°0% 2000F | 2000¢ 0
sample I (42 fb'%) 1.00°552 ~1.1475% o Jo: Fh
sample 11 (36 fo'l) 0.37°0%2 ~1.99'00 =50 JJ I 500 JH
92 0175 0.15 0125 0.1 81 0125 045 0.175 0.2
Negative error of S, . Positive error of Sy,
that for the more recent 36 8 sample. FIG. 9. The result of the MC pseudoexperiments B?

A comparison of the event yields aid distributions for — _ k+ - with input values of A= —0.03 andSy,=0.08: the

BO- andgo-tagged events in the sideband region reveals ndlistributions of(a) the negative andb) positive MINOS errors of
significant asymmetry as shown in Figa@ We also use Ay, , and(c) the negative andd) positive MINOS errors ofS . .
samples of norGP eigenstateB°—>D’71-+, D*~#" and The arrows indicate the MINOS errors obtained from the fit to data.
D* “p* decays, selected with the same event-shape criteria,

to check for biases in the analysis. The combined fit to th'ssignal eventsyields A= —0.03+0.11, in agreement with
control sample of 15321 events yieldé= —0.015+0.022 the counting analysis mentioned abdi@®], and S, — 0.08
andS=0.045+0.033. TheAt distribution for this sample is 9 Y ' Km = =

shown in Fig. 8b). As expected, neither mixing-induced nor __I__Fho'ls/l’”lllvggh 'S conflsfjnt W'tz gero as showq Itn Ftlg:).?h
direct C P-violating asymmetry is observed. € errors 10l Ak, and ok, are consistent wi

We selectB®—K* 7~ candidates by positively identify- those from the MC pseudoexperiment models of Bfe

ing the charged kaons. A fit to the 1371 candidat@$0 _’KfTF measurement as shown in Fig. 9.
With the K™ 7~ event sample, we use the vertex recon-

struction method and wrong-tag fractions described in Secs.

2 g'; _(a) qq (sideband) IV and V and determinego= 1.46+0.08 ps[Fig. 7(b)] and

‘é’ 0 '—|— A et ——  Amy=0552%ps !, which are in agreement with the

o2 b world average vaIueEZl]. N 3

< T F The selectedK* 7~ sample and the kaon misidentifica-
04 S W—— PP W—ra— tion probability measured from a sample of inclusé *
04 E (b) Non-CP sample —DY—K 7#")7" and ¢—K'K~ decays are used to

% 02 F make independent estimates of #é& 7~ background frac-
E 0 [t — tions in the 7" 7~ sample. The results are 32K 7~
#-02F events in the signal region with LR0.825 and 15
< 04 F +2K* 7~ events with LR<0.825; these values are consis-
0'4 CE—— bbb e tent with the results of the fit used to determifg, and
= 24 F(c) Kr A... The changes ind,. (X35 and S, (©35) when
|2 02 ¢ | I . . theseK " 7~ background fractions are used are included in
£ 0 ] | | ' | the systematic error associated with the background fraction.
2-02F The effect of a possible charge asymmetry in the kaon misi-
04F 0, oy dentification rate, described in Sec. Ill, is negligibly small.
-5 0 5 We check the measurement ofl,. using time-
At (ps) independent fits to thAE distributions for theB® and B®

FIG. 8. The distributions of the rauht asymmetries for(a) t.ags. We determine the ylelds. from fits toOthE dLSOmbu'
B " sideband eventsip) the B>~D =+, D* #+ and tions for each of the 12 LR-bins for theB™ and B” tags

D* p* candidates combined arid) B>~K* 7~ candidates. Fit Separately(24 fits in tota). We obtain A,.=0.56"525,
curves are also shown. which is consistent with the time-depend@&® fit result.

012001-9



ABE et al. PHYSICAL REVIEW D 68, 012001 (2003

s IX. DISCUSSION
/\‘ ; ™~
:
!
,l

o.75§ at
NV,

-«_Ig A(B =t 7™ )=—(|T|e'%re' s+ |P|e' %),
 fo6e / / \ _
0.25 A o A(BO—>7T+777)

N\ Using the standard definitions of weak phasgs ¢.,
T\ and ¢, the decay amplitudes f@° andB® to =" 7~ are

u{ g V4 / \ =—(|T|ei§Te’i¢3+|P|ei5P), (4)
5 a_ '.:;633‘? s ,/x ,/ whereT and P are the amplitudes for the tree and penguin
>< L graphs andst and 6p are their strong phases. Here we adopt
ozsh e ~~CLa (0,0).-..0.9993 the notation of Ref{25] and use the convention in which the

TR\ N top-quark contributions are integrated out in the short-
L - N distance effective Hamiltonian. In addition, the unitarity re-

- —ein? =
4"5: \'Q'\'_Zo.W"""""""'CL'at"('"SIn“q!"o')“o's's1 lation VﬁbvudJr_VébVCf —Vi,Vi is applied. Us_ing the
i \ / above expressions anbhb=7— ¢, — 3, we determine
0.75 A 4 ‘
I ~— - iy, LH[PIT|E 49
I T T M o g ol S Npn=€702 — - ®)
1 07 05 02 0 025 05 075 1 1+|P/T|e *
TR Explicit expressions fosS,., and A, . are
FIG. 10. Confidence regions fo4 ., andS,,. . S, =[sin 2¢>2+2|P/T|sin( b1— b,)COSS
As discussed above, the nominal fit result is outside of the —|P/T|%sin2¢,]IR,
physical region. We also consider fits that constrain the re-
sults to be in the physical region defined by?_+S2_ A, .= —[2|PIT|sin( ¢, + ¢1)sin5]IR,
=<1. The disadvantage of the constrained fitting method is
that when the fit result is close to the physical boundary, the R=1-2|PIT|cosécod ¢, + ¢p1) +|PIT|?,
errors returned from the fit are not Gaussian and are difficult (6)

to interpret. A constrained fit findgl . ,= +0.57 andS,, .=
—0.82, on the boundary of the physical regioyf, values
that are defined in Sec. VIII for thAt projections arey?

where §=6p— 7. We take—180°< §<180°. WhenA .
is positive and 0% ¢+ ¢,<180°, § is negative.
Recent theoretical estimates prefev T|~ 0.3 with large

=12.4/12 DOF(13.6/12 DOF for the B° (B°) tag. uncertaintie§26—29. Figures 11a)—11(e) show the regions
for ¢, and § corresponding to the 68.3% C.L., 95.5% C.L.
D. Significance and 99.73% C.L. regions o4, andS,.. (shown in Fig. 10

We use the Feldman-Cousins frequentist apprgdghto  for representative values OP/T| and ¢, [30]. Note that a
determine the statistical significance of our measurement. [alue of (S.,.A.) inside the 68.3% C.L. contour requires
order to form confidence intervals, we use the, andS,, @ value of| P/T| greater than-0.3. N o
distributions of the results of fits to the MC pseudoexperi- The allowed region is not very sensitive to variations of
ments for various input values of,., andS,,, . The distri- %1 W|th|_n the_ errors of the measurements, as can be seen by
butions incorporate possible biases at the boundary of théomparing Figs. 1(8), 11(c) and 11e). The range of$, that
physical region as well as a correlation betwedn_ and ~ corresponds to the 95.5% C.L. region df., and S in
S..: these effects are taken into account by this methodfig- 10 is
The distributions are also smeared with Gaussian functions 78°< h,<152°
that account for systematic errors. The details of the method R '

used to obtain the confidence intervals are described in Apy,, $,=23.5° and 0.15|P/T|<0.45. The result is in agree-

pendix A. Figure 10 shows the resulting two-dimensionalyent with constraints on the unitarity triangle from other
confidence regions in thel .. vs S,., plane. The case that measurementi31].

CP symmetry is conservedd,,=S,,=0, is ruled out at
the 99.93% confidence leveC.L.), equivalent to 3.4 sig-

o . T I X. NCLUSION
nificance for Gaussian errors. The minimum confidence level CONCLUSIO

for A,.=0, the case of no direc@ P violation, occurs at In summary, we have performed an improved measure-
(SsmsArm)=(—1.0,0.0) and is 97.3%, which corresponds ment of CP violation parameters iB°— 7" 7~ decays. An
to 2.2o significance. unbinned maximum likelihood fit to 76B°— 7+ 7~ candi-

If the source ofC P violation is only due td-B mixing or ~ dates, which contain 1635sta) ="« signal events,
AB=2 transitions as in so-called superweak scenarioyields A, .=+0.77 =0.27(stat)=0.08(syst), andS, .=
[23,24), then (S,.,A,.)=(—sin2¢;,0). The C.L. at this —1.23+0.41(stat)*J3Xsyst), where the statistical uncer-
point is 98.1%, equivalent to 2s3significance. tainties are determined from the MC pseudoexperiments.
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FIG. 11. The regions for, and § corresponding to the 68.3%, 95.5%, and 99.73% C.L. regiond of and S, in Fig. 10 for (a)
$1=25.9°, |P/IT|=0.3, (b) ¢;=23.5°, |P/T|=0.15, (c) ¢;=23.5°,|P/T|=0.3, (d) ¢;=23.5°,|P/T|=0.45, and(e) ¢;=21.3°,|P/T|
=0.3. The horizontal dashed lines correspondie= 180°— ¢;.
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T
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Sport of the Republic of Slovenia; the National Science We adopt the Feldman-Cousins frequentist apprdagh
Council and the Ministry of Education of Taiwan; and the which is based on the likelihood-ratio ordering principle, to

U.S. Department of Energy. obtain the confidence regions that are shown in Fig.3X).
In the following, we first illustrate how we can obtain

APPENDIX A: THE MC PSEUDOEXPERIMENTS AND 1-dimensional confidence intervals fgat,., with S, set to
CONFIDENCE REGIONS zero; intervals foiS,,,. are obtained in a very similar way. We

) then explain the method used for the determination of the
We use ensembles of the MC pseudoexperiments to detefso-dimensional confidence regions fod_. and S

mine the significance of our measurement and obtain configich is an extension of that for the 1-dimensional case.
dence regions. They are also used for various cross-checks. \ye generate 10000 experiments for 317 sets of
Each pseudo_experlment consists of_ events that are generat@qm ,S..) values that cover the entire physical region. The
with the nominal PDFs, which are incorporated in E8). it 15 each set of experiments yields &g,,., distribution that
que_the parameters in the RDFS are derived from |argedepends on the input..... value. To account for this depen-
statistics control samples and sideband events, the pseudogfsce we use a PDF far, . that consists of two Gaussian

periments precisely reproducet distributions that are con- ¢,nctions whose parameters depend.n, :
sistent with data. In particular, they are free from the possible

discrepancies between data armeEANT-based detector P(X amal Amr)=fa- G(X grm ;M1 ,07)
simulation.
To generate each event in a pseudoexperiment, we first T(1=Fa) C(XumriMz,02),

choose one LR-regionm randomly from a population that

is based on the regional event fractions obtained from datavhereG(x;m,o) represents a Gaussian function with mean
We then generatA E and M, values with distributions that M and standard deviatiomr, and f, my (), ando(y) are
are determined by the event fractiog®_, g7 and g;na' polynomials of A,,,.. The explicit expressions fdfr,, my,

which are listed in Table II. The values of the probability M2» 01 @nda are

functionsf™_, f¢_ andf;“a[in Eg. (3)] are determined from fa=ag+agd?_,
the AE andM, values. We randomly choose an event type,
mm, K, qq or outlier, from a population based df, my=ag+asA, .

Ko f;na, and the outlier fractioffi,, . We generate, At and

resolution parameters according to the PDF of the selected oy1=as+ aeAfm,
event type.

We repeat this procedure until the number of events my=a;+agA,,+agAd’_+a;pds_,

reaches the observed number of eveM80 eventy and

perform an unbinned maximum likelihood fit to obtain,, oy=aptapd, .,

and x5, which are the fit results and should be distin-

guished from the truginput) values A, , andS,,.. To ac- where the 12 free parametersg; (i=1,12) are determined
count for the systematic error, each fit result is further modifrom an unbinned maximume-likelihood fit to they,,, dis-

fied by an amount determined from a Gaussian variation. Weributions. Figures 1@) and 13b) show the distributions and
test the entire procedure USIBEANT simulation, and find the x4,, PDF for the cases A,.,S.~)=(0,0) and
that distributions ok 4. andxgs,, obtained from th&eant (A, ..S.-) =(1,0), respectively. The PDFs are in good
experiments are in good agreement with those from the pse@greement with the distributions of the pseudoexperiments in
doexperiments, when the resolution functions in the PDF arboth cases.

extracted from a lifetime fit to thesEANT data. We also The acceptance regidix 41,X 4»] for a given. 4, and a
verify that there is no fit bias as shown in Fig. 12. confidence levek is defined by
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FIG. 13. X 4. distributions and the PDFs f¢a) (A, ,S,) =(0,0) and(b) (A, ,S..) = (+1,0). Solid and dashed curves represent the

total PDFs and the second Gaussian components, respectively.

XA2
a= f dXAﬁﬂP(X.AqulAWﬂ')-
XA1

We adopt the likelihood-ratio ordering principle to determine

X 41 andx 4». Using the likelihood-ratio
LR(XA7T7T|’A7T7T) = P(XA7T7T|A7T7T)/P(XA7T7T|Ab959'

where Ay gives the maximun® value for a givenx 4, ,
we require

LR(X g7l A ) ZLR(X 41| A7) = LR(X 42| A1)

for any X 4 in [X41,X42]. Figure 14 shows the resulting
confidence belts foi .. .

For a given measuremeny,..., a confidence interval at a
confidence levekr is obtained from the figure.

The procedure to obtain the 2-dimensional confidence re-

gions for A, and S, (Fig. 10 is an extension of the
method described above. We use the following PDF:

- CL=0.683 \_ WG
FCL=0.955N\_"X///
L~k i ) R\?\ ’: "///

~1
VL=

0 1 2 3 4
xA 1919

FIG. 14. Confidence belts in thel,, vs X 4., plane for «

P(X s 1 XSmar| A Srr)
=fas G(AzriMar,001) G
X(SrmiMs1,051) T (1=fag) -G
X(AnriMaz,0p2) - G(SrriMs2,052),

WherefAS, mAl(z), m51(2), TAL(2) and Us1(2) depend both
on A.. andS,.. There are 27 free parameters that are
determined from an unbinned maximum-likelihood fit to the
(X 4w Xszm) distributions. We find that the PDFs represent
the distributions ofx 4., andXs,, very well for the input
A, andS, . values over the entire physical region. An ac-
ceptance regioff) at a confidence levet is also defined in

a similar way to that for the 1-dimensional case:

a:f dX.A7T7TdXS7T7TP(XA7T7T’XS7T7T|A’7T7T’S7T7T)1
9)

where the likelihood-ratio ordering is used. Using the re-
quirement

LR(X.A'n'ﬂ' !XS7T7T| A’ITTT ’S7T7T) = LR( + 0'771_ 123-’471'71' ’S7T7T)

which corresponds to an acceptance region with our mea-
surement X 4~ Xsxm) = (+0.77~1.23) at its boundary, we
scan the physical region in thé, .-S... plane and calculate

a confidence leved for each input point 4,...,S,.,) to ob-

tain the confidence regions shown in Fig. 10.

APPENDIX B: SOURCE OF SMALL MINOS ERRORS

The Feldman-Cousins approach with acceptance regions
determined from the MC pseudoexperiments, which is de-
scribed in Appendix A, is applicable to a wide range of
analyses. On the other hand, care is needed when using ex-
perimental MINOS errors for the confidence interval calcu-

=0.683, 0.955, and 0.9973 in the one-dimensional case. Th#ation, as mentioned in Sec. VIII A. In particular, difficulties

dashed line corresponds #,,,,=X 47 -

may arise when the number of events is not large and the true
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values of physical parameters are located close to a physice @ :

boundary. In such a case, a small number of events can havg 0.2 [

a large influence on both the size of the MINOS errors and @ |

the shape of the log-likelihood ratio curve. The likelihood @ } E - au
|

function for some events may become negative when the fit5 %3
parameters are beyond the physical boundary. g [

The observed features of the MINOS errors arise whengy™ g4
there is an event that restricts the fit parameters in or close t I '
the physical region, while the fit to all the other events gives 5
a maximum likelihood that is located outside the physical & -0.5
region and is not allowed by the aforementioned restrictive” <
event. For example, in this fit the removal of such a restric-
tive event results in als,., value that is more negative than
S,»=—1.23 (further from the physical boundaryln this
case, the log-likelihood ratio curve is deformed by inclusion 0.7+
of the restrictive event, even if the curve before the inclusion [
is well described by a parabola. The sizes of the MINOS
errors also become small.

We investigate this type of single-event fluctuation and its e v A L
relation to the size of the MINOS errors with the MC pseu- 02 02 03 0% ? ngsiticfé e?'rsér
doexperiments. For each experiment, we repeat the fit by nn
remo_VIng each ever_1t in tum. The event t_he_lt creates the larg- FIG. 15. Single-event fluctuation vs the positive MINOS error
est difference ir§ . is tagged as the restrictive eventand they, ¢ The dashed lines indicate the obserkd  and S
change produced by the removal of the restrictive eventposit}:,”e MINOS error. i i
AS...., is recorded. When we choose the point of maximum
likelihood at the physical boundary A, S..) and LR=0.98, which corresponds to sm&@P—K* 7~ and
(+0.57,-0.82) as the input for the MC pseudoexperiments,qq background probabilities. For this eventt=—3.8 ps
we obtain the average values AfS,, as a function of the and, thus, sinfmyAt)~—1. According to Eq(3), this event
positive error ofS,,. shown in Fig. 15. The correlation be- has a negative likelihood value at negatifg,. values be-
tween the size of the error and the single-event fluctuation igond ~—1.5, where it truncates the log-likelihood ratio
evident. curve. As a result, the negative MINOS error for the entire

In our data, we have one event that has a large effect ogvent sample is restricted by this single event.
the sizes of MINOS errors. The removal of this event from  As shown in Fig. 15, the observed single-event fluctuation
the fit givesS,,=—1.917335 and A,,=0.64"533, where AS,.=—0.67 is consistent with the expectation from the
the errors are MINOS errorss,. ; is shifted to a more nega- MC pseudoexperiments if the positive error 8f,, is ~
tive value AS, .= —0.67) and the MINOS error increases. +0.24, which is the case for our data. A similar study for
This event hagjr=—0.92 which is close to unambiguoBs input values ofS,., and.A_... that are well within the physi-
flavor assignment and corresponds to a very small wrong-tagally allowed region indicates that this behavior occurs much
probability. In addition, this event hadE=—0.01 GeV, less often.
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