
PHYSICAL REVIEW D 68, 012001 ~2003!
Evidence for CP-violating asymmetries in B0\p¿pÀ decays
and constraints on the CKM anglef2
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We present an improved measurement ofCP-violating asymmetries inB0→p1p2 decays based on a
78 fb21 data sample collected at theY(4S) resonance with the Belle detector at the KEKB asymmetric-energy
e1e2 collider. We reconstruct one neutralB meson as aB0→p1p2 CP eigenstate and identify the flavor of
the accompanyingB meson from inclusive properties of its decay products. We apply an unbinned maximum
likelihood fit to the distribution of the time intervals between the twoB meson decay points. The fit yields the
CP-violating asymmetry amplitudes App510.77 60.27(stat)60.08(syst) and Spp521.23
60.41(stat)20.07

10.08(syst), where the statistical uncertainties are determined from the Monte Carlo pseudoexperi-
ments. We obtain confidence intervals forCP-violating asymmetry parametersApp and Spp based on a
frequentist approach. We rule out theCP-conserving case,App5Spp50, at the 99.93% confidence level. We
discuss how these results constrain the value of the Cabibbo-Kobayashi-Maskawa~CKM! anglef2.

DOI: 10.1103/PhysRevD.68.012001 PACS number~s!: 11.30.Er, 12.15.Hh, 13.25.Hw
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I. INTRODUCTION

In 1973, Kobayashi and Maskawa~KM ! proposed a
model whereCP violation is accommodated as an irredu
ible complex phase in the weak-interaction quark mixi
matrix @1#. Recent measurements of theCP-violating param-
eter sin 2f1 by the Belle@2,3# and BaBar@4# Collaborations
establishedCP violation in the neutralB meson system tha
is consistent with the KM model. Measurements of oth
CP-violating parameters provide important tests of the K
model.

The KM model predictsCP-violating asymmetries in the
time-dependent rates forB0 andB̄0 decays to a commonCP

eigenstate, f CP @5#. In the decay chainY(4S)→B0B̄0

→ f CPf tag, in which one of theB mesons decays at timetCP
to f CP and the other decays at timet tag to a final statef tag that
distinguishes betweenB0 and B̄0, the decay rate has a tim

*On leave from Nova Gorica Polytechnic, Nova Gorica.
01200
r

dependence given by@6#

P pp
q ~Dt !5

e2uDtu/tB0

4tB0
@11q•$Sppsin~DmdDt !

1Appcos~DmdDt !%#, ~1!

where tB0 is the B0 lifetime, Dmd is the mass difference
between the twoB0 mass eigenstates,Dt 5 tCP 2 t tag, and
theb-flavor chargeq 5 11 (21) when the taggingB meson
is a B0 (B̄0). The CP-violating parametersSpp and App

defined in Eq.~1! are expressed as

App5
ulu221

ulu211
, Spp5

2Iml

ulu211
, ~2!

wherel is a complex parameter that depends on bothB0-B̄0

mixing and on the amplitudes forB0 and B̄0 decay to
1-2
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EVIDENCE FORCP-VIOLATING ASYMMETRIES IN . . . PHYSICAL REVIEW D 68, 012001 ~2003!
p1p2. In the standard model, to a good approximation,ulu
is equal to the absolute value of the ratio of theB̄0 to B0

decay amplitudes. A measurement of time-depend
CP-violating asymmetries in the modeB0→p1p2 @7# is
sensitive to directCP violation and the CKM anglef2 @8#.
If the decay proceeded only via ab→u tree amplitude, we
would haveSpp5sin 2f2 and App50, or equivalentlyulu
51. The situation is complicated by the possibility of si
nificant contributions from gluonicb→d penguin amplitudes
that have a different weak phase and additional strong ph
@9#. As a result,Spp may not be equal to sin 2f2 and direct
CP violation, AppÞ0, may occur.

Belle’s earlier published study@10# was based on a 41.
fb 21 data sample containing 44.83106 BB̄ pairs produced a
the Y(4S) resonance. The result suggested large directCP
asymmetry and/or mixing-induced asymmetry inB0

→p1p2 decay while the corresponding result by the BaB
Collaboration based on a sample of 883106 BB̄ pairs did not
@11#. In this paper, we report an updated measurement th
based on a 78 fb21 data sample, containing 853106 BB̄
pairs. The most important change is that we determine
statistical significance and uncertainties in theCP param-
eters from the distributions of the results of fits to the Mon
Carlo ~MC! pseudoexperiments, instead of from errors o
tained by the likelihood fit to experimental data. In additio
we have made three significant improvements to the an
sis: a new track reconstruction algorithm that provides be
performance; a new proper-time interval resolution funct
that reduces systematic uncertainties; and the inclusion
additional signal candidates by optimizing the cuts for co
tinuum background suppression.

In Sec. II we describe the KEKB collider and the Bel
detector. The reconstruction ofB0→p1p2 decays is de-
scribed in Sec. III. The flavor-tagging procedure and ver
reconstruction are described in Secs. IV and V. After discu
ing the signal yield in Sec. VI and introducing the method
measureApp andSpp from Dt distributions in Sec. VII, we
present the results of the fit in Sec. VIII, and discu
constraints onf2 in Sec. IX. We summarize the resul
in Sec. X.

II. EXPERIMENTAL APPARATUS

The data reported here were collected with the Belle
tector at the KEKB asymmetric-energye1e2 collider @12#,
which collides 8.0 GeVe2 and 3.5 GeVe1 beams at a smal
(611 mrad! crossing angle. TheY(4S) is produced with a
Lorentz boost ofbg50.425 nearly along the electron bea
line (z). Since theB0 and B̄0 mesons are approximately a
rest in theY(4S) center-of-mass system~cms!, Dt can be
determined fromDz, the displacement inz between thef CP
and f tag decay vertices:Dt.(zCP2ztag)/bgc[Dz/bgc.

The Belle detector is a large-solid-angle general purp
spectrometer that consists of a silicon vertex detector~SVD!,
a central drift chamber~CDC!, an array of aerogel threshol
Čerenkov counters ~ACC!, time-of-flight scintillation
counters, and an electromagnetic calorimeter comprise
CsI~Tl! crystals located inside a superconducting solen
01200
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coil that provides a 1.5 T magnetic field. An iron flux retu
located outside of the coil is instrumented to detectKL

0 me-
sons and muons. For more details, see Ref.@13#.

III. RECONSTRUCTION OF B0\p¿pÀ DECAYS

The B0→p1p2 event selection is described in deta
elsewhere@14#. We use oppositely charged track pairs th
are positively identified as pions according to the likeliho
ratio for a particle to be aK6 meson, KID5 L(K)/@L(K)
1L(p)#, which is based on the combined information fro
the ACC and the CDCdE/dx measurements. Here we us
KID,0.4 as the default requirement for the selection
pions. For tracks in the momentum range that covers
B0→p1p2 signal, this requirement has a pion efficiency
91% and 10.3% of kaons that are misidentified as pio
@(10.060.2)% fromK2 and (10.660.2)% fromK1].

We also selectB0→K1p2 candidates, which have th
same track topology asB0→p1p2 candidates, by positively
identifying one charged track as a kaon and the other a
pion. We use KID.0.6 for the selection of kaons. This re
quirement has a kaon efficiency of 84% and a misidentifi
tion rate from pions of 5%.

CandidateB mesons are reconstructed using the ene
difference DE[EB

cms2Ebeam
cms and the beam-energy con

strained massMbc[A(Ebeam
cms )22(pB

cms)2, whereEbeam
cms is the

cms beam energy, andEB
cms andpB

cms are the cms energy an
momentum of theB candidate. The signal region is define
as 5.271 GeV/c2,Mbc,5.287 GeV/c2 and uDEu
,0.057 GeV, corresponding to63s from the central val-
ues. In order to suppress background from thee1e2→qq̄
continuum (q5u, d, s, c), we form signal and backgroun
likelihood functionsLS andLBG from two variables. One is
a Fisher discriminant determined from six modified Fo
Wolfram moments@15#; the other is the cmsB flight direc-
tion with respect to thez axis. We determineLS from a
GEANT-based MC simulation@16#, and LBG from sideband
data in the 5.20 GeV/c2,Mbc,5.26 GeV/c2 and
20.3 GeV,DE,0.5 GeV region. We reduce the con
tinuum background by imposing requirements on the like
hood ratio LR5LS /(LS1LBG) for candidate events, as de
scribed below.

IV. FLAVOR TAGGING

Leptons, kaons, and charged pions that are not assoc
with the reconstructedB0→p1p2 decay are used to iden
tify the flavor of the accompanyingB meson. We apply the
same method used for the Belle sin 2f1 measurement@3#. We
use two parametersq andr to represent the tagging informa
tion. The first,q, is defined in Eq.~1!. The parameterr is an
event-by-event, MC-determined flavor-tagging dilution fa
tor that ranges fromr 50 for no flavor discrimination tor
51 for unambiguous flavor assignment. It is used only
sort data into sixr intervals. The wrong tag fractions for th
six r intervals,wl ( l 51,6), are determined from the data an
are summarized in Table I.

In the previous publication@10#, we required LR.0.825
1-3
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for all candidate events, while in this analysis we optim
the expected sensitivity by including additional candid
events with a lower signal likelihood ratio. The requireme
on LR vary for different values of tagging dilution factorr,
as indicated in Table II, since the separation of continu
background from theB signal varies withr; there are 12
distinct regions in the LR-r plane.

V. VERTEX RECONSTRUCTION

The vertex reconstruction algorithm is the same as
used for the sin 2f1 analysis@3#. The vertex positions for the
f CP decay (p1p2) and f tag decays are reconstructed usin
tracks with associated hits in the SVD. Each vertex posit
is also constrained by the interaction point~IP! profile, de-
termined run by run, smeared in ther -f plane to account for
the B meson decay length. With these requirements, we
able to determine a vertex even with a single track; the fr
tion of single-track vertices is about 10% forzCP and 22%
for ztag. The f tag vertex is determined from all well
reconstructed tracks, excluding theB0→p1p2 tracks and
tracks that form aKS

0 candidate.

VI. SIGNAL YIELD

Figures 1~a! and 1~b! show theDE distributions for the
B0 → p1p2 candidates that are in theMbc signal region
with LR.0.825 and with LR<0.825, respectively, after fla
vor tagging and vertex reconstruction. In theMbc and DE

TABLE I. The wrong tag fractionwl for eachr interval. The
errors include both statistical and systematic uncertainties.

l r interval wl

1 0.000–0.250 0.45860.007
2 0.250–0.500 0.33660.010
3 0.500–0.625 0.22860.011
4 0.625–0.750 0.16060.014
5 0.750–0.875 0.11260.015
6 0.875–1.000 0.02060.007
01200
e
s

at

n

re
-

signal region, we find 275 candidates for LR.0.825 and 485
candidates for LR<0.825. TheB0→p1p2 signal yield for
LR.0.825 is extracted by fitting theDE distribution with a
Gaussian signal function plus contributions from misiden
fied B0→K1p2 events, three-bodyB decays, and con-
tinuum background. The fit yields 106215

116 p1p2 events,
4129

110 K1p2 events and 12826
15 continuum events in the sig

nal region. The errors do not include systematic uncertain
unless otherwise stated. Here the error on the yield of c

FIG. 1. DE distributions in theMbc signal region for~a! B0

→p1p2 candidates with LR.0.825, ~b! B0→p1p2 candidates
with LR<0.825, ~c! B0→K1p2 candidates with LR.0.825, and
~d! B0→K1p2 candidates with LR<0.825. The sum of the signa
and background functions is shown as a solid curve. The solid cu
with hatched area represents thep1p2 component, the dashe
curve represents theK1p2 component, the dotted curve represen
the continuum background, and the dot-dashed curve represen
charmless three-bodyB decay background component.
TABLE II. The fractions of expectedB0→p1p2 and continuum events for the 12 LR-r regions.

m r interval LR interval gpp
m

gqq̄
m

1 0.000–0.250 0.825–1.000 0.29660.077 0.59160.028
2 0.250–0.500 0.825–1.000 0.38560.094 0.46860.026
3 0.500–0.625 0.825–1.000 0.40760.134 0.43860.027
4 0.625–0.750 0.825–1.000 0.44260.110 0.38960.024
5 0.750–0.875 0.825–1.000 0.52260.081 0.27960.022
6 0.875–1.000 0.825–1.000 0.67060.129 0.07460.009
7 0.000–0.250 0.525–0.825 0.08760.034 0.88060.040
8 0.250–0.500 0.525–0.825 0.12760.049 0.82460.040
9 0.500–0.625 0.425–0.825 0.12460.036 0.82960.041
10 0.625–0.750 0.425–0.825 0.12960.050 0.82260.040
11 0.750–0.875 0.425–0.825 0.17060.060 0.76560.040
12 0.875–1.000 0.325–0.825 0.39060.098 0.46160.032
1-4
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tinuum events in the signal region is obtained by scaling
error of the yield from the fit that encompasses the entireDE
range. For LR<0.825, we fix the level ofp1p2 signal by
scaling the LR.0.825 number by a MC-determined fact
and that of the continuum background from the sideba
The ratio of theK1p2 background to thep1p2 signal is
fixed to the value measured with the LR.0.825 sample. We
obtain 5768 p1p2 events, 2225

16 K1p2 events and 406
617 continuum events in the signal region for LR<0.825.
The contribution from three-bodyB decays is negligibly
small in the signal region. Figures 1~c! and 1~d! show theDE
distributions for the selectedB0→K1p2 candidates.

VII. MAXIMUM LIKELIHOOD FIT

The proper-time interval resolution functionRpp for B0

→p1p2 signal events is formed by convolving four com
ponents: the detector resolutions forzCP andztag, the shift in
the ztag vertex position due to secondary tracks originati
from charmed particle decays, and the smearing due to
kinematic approximation used to convertDz to Dt. We use
the same parameters as those used for the sin2f1 measure-
ment @3#. We determine resolution parameters from fitti
the data for the neutral and chargedB meson lifetimes. A
small component of broad outliers in theDz distribution,
caused by mis-reconstruction, is represented by a Gaus
function. The width of the outlier component is determin
to be 4224

15 ps; the fractionsf ol of the outlier components ar
(261)31024 for events with both vertices reconstructe
with more than one track, and (2.760.2)31022 for events
with one or two single-track vertices. We assumeRpp

5RKp and denote them collectively asRsig . The parameters
of the continuum background resolution functionRqq̄ are
obtained from the sideband data.

The CP asymmetry parametersApp and Spp are ob-
tained from an unbinned maximum likelihood fit to the o
served proper-time distribution. For this purpose, we
probability density functions~PDFs! that are based on theo
retical distributions that are diluted and smeared by the
tector response. The PDF forB0→p1p2 signal events
(P pp

q ) is given by Eq.~1!, with q replaced byq(122wl) to
account for the dilution due to wrong flavor tagging. T
PDF for B0→K1p2 background events isP Kp

q (Dt,wl)
5 e2uDtu/tB0 / (4tB0) $1 1 q • (122wl) • AKp • cos(DmdDt)%,
where we assume as a default that there is noCP asymmetry
for the B0→K1p2 mode. The effect of a possible non-ze
value for AKp is determined by varyingAKp by the error
obtained from fits to the self-taggedB0→K1p2 sample and
is included in the systematic error. The PDF for continuu
background events is Pqq̄(Dt)5(11q•Abkg)/
2$ f te

2uDtu/tbkg/(2tbkg)1(12 f t)d(Dt)%, where f t is the
fraction of the background with effective lifetimetbkg andd
is the Dirac delta function. ForB0→p1p2 candidates
where both vertices have at least two tracks, we usef t

50.01420.004
10.006 and tbkg52.3720.34

10.44 ps, which are determined

from the events in theqq̄-background-dominated sideban
region: 5.20 GeV/c2,Mbc,5.26 GeV/c2 and 0.10 GeV
,DE,0.50 GeV. For events with a single-track vertex, w
01200
e
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usef t50. The effect of the uncertainty inAbkg, determined
by varyingAbkg by the error from the fit to the sideband dat
is included in the systematic error.

We define the likelihood value for each (i th! event as a
function of App andSpp :

Pi5~12 f ol!E
2`

1`

$@ f pp
m P pp

q ~Dt8,wl ;App ,Spp!

1 f Kp
m P Kp

q ~Dt8,wl !#•Rsig~Dt i2Dt8!

1 f qq̄
m Pqq̄~Dt8!•Rqq̄~Dt i2Dt8!%dDt81 f olPol~Dt i !.

~3!

Here the probability functionsf k
m (k5pp, Kp or qq̄) are

determined on an event-by-event basis as functions ofDE
and Mbc for each LR-r interval (m51, 12!. For example,
f pp

m (DE,Mbc) is Fppgpp
m /(Fqq̄

m
gqq̄

m
1Fppgpp

m 1FKpgKp
m ),

wheregk
m is the average fraction of event typek for the mth

LR-r interval (gpp
m 1gKp

m 1gqq̄
m

51). We determine these pa
rameters from the numbers of events in the sideband
and from fractions ofB0→p1p2 MC events. Table II lists
the values ofgk

m for the 12 LR-r regions. We obtaingKp
m

50.3823gpp
m from the fit to theDE distribution for theB0

→p1p2 candidates with LR.0.85. The distributions of
DE and Mbc for the B0→p1p2 signal shape function
Fpp(DE,Mbc) and B0→K1p2 background shape functio
FKp(DE,Mbc) are fit with Gaussian functions
Fqq̄

m (DE,Mbc) is the continuum background shape functio
and the distributions ofDE andMbc are fit withm-dependent
linear functions and the ARGUS background function@17#,
respectively. The small number of signal and backgrou
events that have largeDt are accommodated by the outlie
PDF Pol with fractional areaf ol .

In the fit,Spp andApp are free parameters determined
maximizing the likelihood functionL5) i Pi , where the
product is over allB0→p1p2 candidates.

We check the validity of our fitting procedure with a larg
ensemble of the MC pseudoexperiments wherein events
generated with nominal PDFs and the observed numbe
events. The parameters in the PDFs are taken from data
various input values ofSpp andApp , we confirm that there
is no bias in the fit. The MC pseudoexperiments are
scribed in detail in Appendix A.

VIII. FIT RESULTS

The unbinned maximum likelihood fit to the 760B0

→p1p2 candidates (391B0 and 369B̄0 tags!, containing
163223

124p1p2 signal events, yieldsApp510.77 andSpp

521.23. In Figs. 2~a! and 2~b!, we show the raw, un-
weightedDt distributions for the 148B0- and 127B̄0-tagged
events with LR.0.825. The fit curves useApp and Spp

values that are obtained from all of the LR-r regions. The
background-subtractedDt distributions are shown in Fig
2~c!. Figure 2~d! shows the background-subtractedCP

asymmetry between theB0- andB̄0-tagged events as a func
1-5
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tion of Dt. The result of the fit is superimposed and is sho
by the solid curve.

We test the goodness of fit from ax2 comparison of the
results of the unbinned fit and theDt projections forB0

→p1p2 candidates@18#. We obtainx2510.9/12 DOF~de-
gree of freedom! ~13.3/12 DOF! for theDt distribution of the
B0 (B̄0) tags.

As shown in Table III, an ensemble of the MC pseudoe
periments indicates a 16.6% probability to measureCP vio-
lation at or above the one we observe when the input va
areApp510.57 andSpp520.82, which correspond to th
values at the point of maximum likelihood in the physica
allowed region (S pp

2 1A pp
2 <1); in this measurement it is

located at the physical boundary (A pp
2 1S pp

2 51). This set
of the MC pseudoexperiments also indicates that for an in
value on the physical boundary, the probability of obtainin
result outside the physically allowed region is large~60.1%!.

A. Statistical errors

As described below in Sec. VIII D, we obtain confiden
intervals forApp andSpp with a frequentist approach wher

FIG. 2. The raw, unweightedDt distributions for the 275B0

→p1p2 candidates with LR.0.825 in the signal region:~a! 148
candidates withq511, i.e. the tag side is identified asB0; ~b! 127
candidates withq521; ~c! B0→p1p2 yields after background
subtraction. The errors are statistical only and do not include
error on the background subtraction;~d! the CP asymmetry for
B0→p1p2 after background subtraction. In Figs.~a!–~c!, the
curves show the results of the unbinned maximum likelihood fi
theDt distributions of the 760B0→p1p2 candidates. In Fig.~d!,
the solid curve shows the resultantCP asymmetry, while the
dashed~dotted! curve is the contribution from the cosine~sine!
term.
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we use the MC pseudoexperiments to determine accept
regions, and we therefore quote the rms values of the
App andSpp distributions, which are shown in Fig. 3, as th
statistical errors of our measurement. We obtainApp5
10.7760.27~stat! and Spp521.2360.41~stat!. Here we
choose values at the point of maximum likelihood in t
physically allowed region, (App ,Spp)5(10.57,20.82),
for the input to the MC pseudoexperiments used to obtain
statistical errors. The rms values determined with input v
ues of (App ,Spp)5(0,0) are slightly different; for these in
put values we obtain60.28 and60.39 for theApp andSpp

errors, respectively.
In the literature, the statistical error is usually determin

from the parameter dependence of the log-likelihood ra
22ln(L/Lmax) that is obtained from the fit. Here we call th
estimator the MINOS error, which corresponds to the dev
tion from the best fit parameter when22ln(L/Lmax) is
changed by 1. The MINOS error is a convenient approxim
tion for defining a 68.3% (1s) confidence interval; however
care is needed when defining intervals at higher confide
levels. Figure 4 shows the log-likelihood ratio curves fro
our data, where deviations from parabolic behavior are e
dent; for example, 3s from the MINOS error for the positive
side of Spp is considerably smaller than a three-standa
deviation error defined by the deviation from the best

e

o

TABLE III. The fractions of the MC pseudoexperiments outsi
the physical boundary and above theCP violation we observe for
various input values.rpp5AA pp

2 1S pp
2 . The selected points are

on the line segment between (App ,Spp)5(0,0) and (10.57,
20.82).

The fractions outside The fractions above
the physical boundary theCP violation

Input rpp ~%! we observe~%!

0.00 1.8 0.07
0.20 3.3 0.17
0.40 7.3 0.62
0.60 16.4 1.7
0.80 34.4 6.0
1.00 60.1 16.6

FIG. 3. The distributions of the~a! App and~b! Spp fit outputs
of the MC pseudoexperiments with input values ofApp510.57
and Spp520.82. The curves represent the fits with Gauss
functions.
1-6
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parameter when22ln(L/Lmax) is changed by 9. Thus, th
MINOS error overestimates the significance of a non-z
Spp value. The MINOS errors obtained from the curves a
also smaller than the expectations from the MC pseudo
periments, as shown in Fig. 5; the probability of obtaining
MINOS error smaller than that in our measurement is 1.
~12.0%! for Spp (App) @19#. These characteristics are repr
duced in a fraction of the MC pseudoexperiments that h
App and Spp input values that are close to the physic
boundary. We describe an investigation of the source of
small MINOS errors in Appendix B.

The MINOS errors of the MC pseudoexperiments a
smaller, on average, than the rms values of the MCApp and
Spp distributions. This effect is larger when input values
(App ,Spp) are close to the physical boundary. This can
seen in Fig. 6, which shows theApp andSpp pull distribu-
tions: the fit residuals~fit output2input! divided by the
MINOS errors. For the input values shown, (App ,Spp)
5(10.57,20.82), the means of the pull distributions a
10.07 and20.15, and the standard deviations are 1.07 a
1.13 forApp andSpp , respectively. If we choose values fa
from the physical boundary, (App ,Spp)5(0,0), the means
of the pull distributions vanish, and we find standard dev
tions of 1.03 for bothApp andSpp . With larger statistics,
the MINOS errors become the same as the rms widths of
MC App and Spp distributions even around the physic
boundary. Because of these features, the rms widths of
MC pseudoexperiment~fit output2input! distribution are the
most reliable measure of the statistical errors. This choic

FIG. 4. ~a! The value of22ln(L/Lmax) vsApp and~b! the value
of 22ln(L/Lmax) vs Spp . The dotted curves represent parabo
functions which pass the point at 1s.

FIG. 5. The result of the MC pseudoexperiments with inp
values ofApp510.57 andSpp520.82: the distributions of~a!
the negative and~b! positive MINOS errors ofApp , and ~c! the
negative and~d! positive MINOS errors ofSpp . The arrows indi-
cate the MINOS errors obtained from the fit to data.
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also consistent with our significance calculation, where
use the fit output distributions of the MC pseudoexperime
in a frequentist approach. We therefore conclude that the
values of the distributions of fit outputs ofApp and Spp

from the MC pseudoexperiments, rather than the MINO
errors, are more appropriate as the standard statistical e
for this measurement.

B. Systematic errors

The sources of the systematic error are listed in Table
We add each contribution in quadrature for the total syste
atic errors. We obtain

App510.77 60.27~stat!60.08~syst!,

Spp521.23 60.41~stat!20.07
10.08~syst!.

The systematic error onApp is primarily due to uncertainties
in the background fractions and the vertexing. ForSpp , the
background fractions and a possible fit bias near the phys
boundary are the two leading components. Below we exp
each item in order.

1. Background fractions

We estimate the systematic errors that arise from un
tainties in the parameters used for the event-by-event b
ground fractionsf Kp

m and f qq̄
m as well as the signal fraction

f pp
m . Parameters that are determined from data are varie

t

FIG. 6. The~a! App and ~b! Spp pull distributions of the MC
pseudoexperiments with input values ofApp510.57 andSpp5
20.82. The curves represent the fits with Gaussian functions.

TABLE IV. Systematic errors forApp andSpp .

App Spp

Source 1Error 2Error 1Error 2Error

Background fractions 10.058 20.048 10.044 20.055
Vertexing 10.044 20.054 10.037 20.012
Fit bias 10.016 20.021 10.052 20.020
Wrong tag fraction 10.026 20.021 10.015 20.016
Physics (tB0,Dmd ,AKp) 10.021 20.014 10.022 20.022
Resolution function 10.019 20.020 10.010 20.013
Background shape 10.003 20.015 10.007 20.002
Total 10.084 20.083 10.083 20.067
1-7
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their errors and fits are repeated; we add the contribu
from each variation in quadrature.

As explained in Sec. VII, we rely on a MCB0→p1p2

sample to determinegk
m , the background fraction in eac

LR-r region m. We measure the regional event fractions
B0→D (* )p control samples, and compare the results w
those in the MCB0→p1p2 sample. Eachgk

m value is then
modified by an amount determined from the difference
tween data and MC, and from the statistical error
the control samples. We repeat the fit to obtainApp and
Spp , and add each difference from the nominal value
quadrature.

The Kp background yield is obtained from the fit to th
DE distribution. We estimate the systematic error associa
with this method from an independent yield measurem
based on aKp enriched sample and theK/p separation
performance, which will be described in Sec. VIII C.

The PDF for continuum background used in the fit a
sumes no asymmetry (Abkg50) between the number o
events withq511 and withq521. We estimate the sys
tematic error due to this assumption by varingAbkg by
60.02, based on the measurementAbkg50.01360.006 from
the sideband data.

2. Vertexing

We search for possible biases that may arise from
track and vertex selection by repeating the analysis w
modified selection criteria. We include the observed chan
in the systematic error. We also repeat the analysis by in
ducing charge-dependent shifts in thez direction artificially,
and include the resulting change in the systematic error. H
the amount of the shift is determined from studies with c
mic rays and with the two-photon processe1e2

→p1p2p1p2. The systematic error associated with the
profile is estimated by varying the IP smearing that is use
account for theB flight length.

3. Fit bias and other sources

We use large-statistics MC pseudoexperiments to de
mine the systematic error due to possible fit biases for
input App and Spp values near the physical boundary. W
also perform a fit to MCB0→p1p2 events that are gener
ated by using aGEANT-based simulation. We obtain resul
that are consistent with input values within the statisti
errors, which are conservatively included in the system
error.

Systematic errors due to uncertainties in the wrong
fractions are estimated by varying each wrong tag fraction
eachr region, and repeating the fit procedure. We also rep
the fit using wrong tag fractions obtained forB0- and
B̄0-tagged control samples separately. We add each cont
tion in quadrature.

We estimate the systematic errors associated with par
eters in the resolution functions, in the background PDF,
the physics parameters (tB0, Dmd , andAKp) by repeating
the fit varying these parameters by their errors.
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C. Cross-checks

We perform a number of cross-checks. We measure thB
meson lifetime using the same vertex reconstruction meth
The results of the application of the same analysis to vari
subsamples are also examined. In addition, we check for
ases in the analysis using samples of non-CP eigenstates,
B0→K1p2 decays, and the sideband data.

We perform a B0 lifetime measurement with theB0

→p1p2 candidate events that uses the same backgro
fractions, vertex reconstruction methods, and resolut
functions that are used for theCP fit. Figure 7~a! shows the
fit result. The fit to the events in thep1p2 sideband is also
shown in Fig. 7~c!; the fit curve is used for the PDF of th
continuum background.

The resulttB051.4220.12
10.14ps is consistent with the world

average value@21#.
We repeat the fits forApp andSpp with p1p2 candidate

samples selected with more stringent selection criteria.
K1p2 background level is reduced by tightening the a
ceptedDE range or by applying more restrictive KID re
quirements; the continuum background is reduced by tigh
requirements on LR andr. The effect of theDt tail is
checked by tightening theDt range. We do not observe an
systematic variation in the fit results when theDE, KID, LR,
r, andDt requirements are changed, as shown in Table V.
account for a possibleDE tail, we repeat the fit with an
additional Gaussian function in theDE shape of thep1p2

signal and theK1p2 background. The fit yieldsApp5
10.75 andSpp521.21, consistent with our main results. I
addition, we divide the data into the 42 fb21 sample used for
our previous measurement and the recently added samp
36 fb21. The result of the new analysis on the first 42 fb21

sample is consistent with the published result@10#, and with

FIG. 7. Results of the lifetime fits for~a! p1p2 candidates and
~b! K1p2 candidates. The solid curves are the results of the fits,
shaded areas are the signal and the dashed curves are backg
contributions.~c! The fit to events in thep1p2 sideband.
1-8
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that for the more recent 36 fb21 sample.
A comparison of the event yields andDt distributions for

B0- and B̄0-tagged events in the sideband region reveals
significant asymmetry as shown in Fig. 8~a!. We also use
samples of non-CP eigenstateB0→D2p1, D* 2p1 and
D* 2r1 decays, selected with the same event-shape crit
to check for biases in the analysis. The combined fit to t
control sample of 15321 events yieldsA520.01560.022
andS50.04560.033. TheDt distribution for this sample is
shown in Fig. 8~b!. As expected, neither mixing-induced n
direct CP-violating asymmetry is observed.

We selectB0→K1p2 candidates by positively identify
ing the charged kaons. A fit to the 1371 candidates~610

TABLE V. Selection-requirement dependence ofApp andSpp

~MINOS errors only!.

Cut value App Spp

Default (KID,0.4) 0.7720.23
10.20 21.2320.15

10.24

uDEu,2s 0.8120.22
10.20 21.2120.16

10.25

uDEu,1s 0.8220.25
10.21 21.1820.19

10.29

KID,0.20 0.7420.23
10.20 21.1120.17

10.26

KID,0.15 0.5920.24
10.22 21.1420.14

10.23

LR.0.825 0.8420.25
10.22 21.1920.18

10.27

LR.0.925 0.6920.30
10.26 21.2420.19

10.30

uqru.0.75 1.0220.25
10.19 21.2420.25

10.19

uqru.0.875 0.9120.31
10.24 21.1820.31

10.24

uDtu,15 ps 0.7720.23
10.20 21.2520.15

10.24

uDtu,5ps 0.7620.22
10.20 21.2720.17

10.26

Sample I (42 fb21) 1.0020.25
10.19 21.1420.21

10.30

Sample II (36 fb21) 0.3720.33
10.32 21.9920.65

10.70

FIG. 8. The distributions of the rawDt asymmetries for~a!
B0→p1p2 sideband events,~b! the B0→D2p1, D* 2p1 and
D* 2r1 candidates combined and~c! B0→K1p2 candidates. Fit
curves are also shown.
01200
o

ia,
issignal events! yieldsAKp520.0360.11, in agreement with
the counting analysis mentioned above@20#, andSKp50.08
60.16, which is consistent with zero as shown in Fig. 8~c!.
The MINOS errors forAKp and SKp are consistent with
those from the MC pseudoexperiment models of theB0

→K1p2 measurement as shown in Fig. 9.
With the K1p2 event sample, we use the vertex reco

struction method and wrong-tag fractions described in Se
IV and V and determinetB051.4660.08 ps@Fig. 7~b!# and
Dmd50.5520.07

10.05 ps21, which are in agreement with th
world average values@21#.

The selectedK1p2 sample and the kaon misidentifica
tion probability measured from a sample of inclusiveD* 1

→D0(→K2p1)p1 and f→K1K2 decays are used to
make independent estimates of theK1p2 background frac-
tions in the p1p2 sample. The results are 3262 K1p2

events in the signal region with LR.0.825 and 15
62 K1p2 events with LR<0.825; these values are consi
tent with the results of the fit used to determineSpp and
App . The changes inApp (20.0

10.005) and Spp (20.03
10.0 ) when

theseK1p2 background fractions are used are included
the systematic error associated with the background fract
The effect of a possible charge asymmetry in the kaon m
dentification rate, described in Sec. III, is negligibly smal

We check the measurement ofApp using time-
independent fits to theDE distributions for theB0 and B̄0

tags. We determine the yields from fits to theDE distribu-
tions for each of the 12 LR-r bins for theB0 and B̄0 tags
separately~24 fits in total!. We obtain App50.5620.27

10.26,
which is consistent with the time-dependentCP fit result.

FIG. 9. The result of the MC pseudoexperiments forB0

→K1p2 with input values ofAKp520.03 andSKp50.08: the
distributions of~a! the negative and~b! positive MINOS errors of
AKp , and~c! the negative and~d! positive MINOS errors ofSKp .
The arrows indicate the MINOS errors obtained from the fit to da
1-9
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As discussed above, the nominal fit result is outside of
physical region. We also consider fits that constrain the
sults to be in the physical region defined byA pp

2 1S pp
2

<1. The disadvantage of the constrained fitting method
that when the fit result is close to the physical boundary,
errors returned from the fit are not Gaussian and are diffi
to interpret. A constrained fit findsApp510.57 andSpp5
20.82, on the boundary of the physical region;x2 values
that are defined in Sec. VIII for theDt projections arex2

512.4/12 DOF~13.6/12 DOF! for the B0 (B̄0) tag.

D. Significance

We use the Feldman-Cousins frequentist approach@22# to
determine the statistical significance of our measuremen
order to form confidence intervals, we use theApp andSpp

distributions of the results of fits to the MC pseudoexpe
ments for various input values ofApp andSpp . The distri-
butions incorporate possible biases at the boundary of
physical region as well as a correlation betweenApp and
Spp ; these effects are taken into account by this meth
The distributions are also smeared with Gaussian funct
that account for systematic errors. The details of the met
used to obtain the confidence intervals are described in
pendix A. Figure 10 shows the resulting two-dimension
confidence regions in theApp vs Spp plane. The case tha
CP symmetry is conserved,App5Spp50, is ruled out at
the 99.93% confidence level~C.L.!, equivalent to 3.4s sig-
nificance for Gaussian errors. The minimum confidence le
for App50, the case of no directCP violation, occurs at
(Spp ,App)5(21.0,0.0) and is 97.3%, which correspon
to 2.2s significance.

If the source ofCP violation is only due toB-B̄ mixing or
DB52 transitions as in so-called superweak scena
@23,24#, then (Spp ,App)5(2sin 2f1,0). The C.L. at this
point is 98.1%, equivalent to 2.3s significance.

FIG. 10. Confidence regions forApp andSpp .
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IX. DISCUSSION

Using the standard definitions of weak phasesf1 , f2,
andf3, the decay amplitudes forB0 and B̄0 to p1p2 are

A~B0→p1p2!52~ uTueidTeif31uPueidP!,

A~B̄0→p1p2!52~ uTueidTe2 if31uPueidP!, ~4!

whereT and P are the amplitudes for the tree and pengu
graphs anddT anddP are their strong phases. Here we ado
the notation of Ref.@25# and use the convention in which th
top-quark contributions are integrated out in the sho
distance effective Hamiltonian. In addition, the unitarity r
lation Vub* Vud1Vcb* Vcd52Vtb* Vtd is applied. Using the
above expressions andf25p2f12f3, we determine

lpp[e2if2
11uP/Tuei (d1f3)

11uP/Tuei (d2f3)
. ~5!

Explicit expressions forSpp andApp are

Spp5@sin 2f212uP/Tusin~f12f2!cosd

2uP/Tu2sin 2f1#/R,

App52@2uP/Tusin~f21f1!sind#/R,

R5122uP/Tucosdcos~f21f1!1uP/Tu2,
~6!

whered[dP2dT . We take2180°<d<180°. WhenApp

is positive and 0°,f11f2,180°, d is negative.
Recent theoretical estimates preferuP/Tu;0.3 with large

uncertainties@26–29#. Figures 11~a!–11~e! show the regions
for f2 andd corresponding to the 68.3% C.L., 95.5% C.
and 99.73% C.L. regions ofApp andSpp ~shown in Fig. 10!
for representative values ofuP/Tu and f1 @30#. Note that a
value of (Spp ,App) inside the 68.3% C.L. contour require
a value ofuP/Tu greater than;0.3.

The allowed region is not very sensitive to variations
f1 within the errors of the measurements, as can be see
comparing Figs. 11~a!, 11~c! and 11~e!. The range off2 that
corresponds to the 95.5% C.L. region ofApp and Spp in
Fig. 10 is

78°<f2<152°,

for f1523.5° and 0.15<uP/Tu<0.45. The result is in agree
ment with constraints on the unitarity triangle from oth
measurements@31#.

X. CONCLUSION

In summary, we have performed an improved measu
ment ofCP violation parameters inB0→p1p2 decays. An
unbinned maximum likelihood fit to 760B0→p1p2 candi-
dates, which contain 163223

124~stat! p1p2 signal events,
yields App510.77 60.27(stat)60.08(syst), andSpp5
21.23 60.41(stat)20.07

10.08(syst), where the statistical unce
tainties are determined from the MC pseudoexperime
1-10
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FIG. 11. The regions forf2 and d corresponding to the 68.3%, 95.5%, and 99.73% C.L. regions ofApp andSpp in Fig. 10 for ~a!
f1525.9°, uP/Tu50.3, ~b! f1523.5°, uP/Tu50.15, ~c! f1523.5°, uP/Tu50.3, ~d! f1523.5°, uP/Tu50.45, and~e! f1521.3°, uP/Tu
50.3. The horizontal dashed lines correspond tof25180°2f1.
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This result is consistent with our previous measurement@10#
and supersedes it. We obtain confidence intervals
CP-violating asymmetry parametersApp andSpp based on
the Feldman-Cousins approach where we use the MC p
doexperiments to determine acceptance regions. We rule
theCP-conserving case,App5Spp50, at the 99.93% C.L.

The result forSpp indicates that mixing-inducedCP vio-
lation is large, and the largeApp term is an indication of
directCP violation in B meson decay. Constraints within th
standard model on the CKM anglef2 and the hadronic
phase difference between the tree~T! and penguin~P! am-
plitudes are obtained foruP/Tu values that are favored theo
retically. We find an allowed region off2 that is consis-
tent with constraints on the unitarity triangle from oth
measurements.
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FIG. 12. Mean values of fit re-
sults vs input values of the MC
pseudoexperiments for~a! App

and ~b! Spp . The solid lines are
linear fit results.
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APPENDIX A: THE MC PSEUDOEXPERIMENTS AND
CONFIDENCE REGIONS

We use ensembles of the MC pseudoexperiments to d
mine the significance of our measurement and obtain co
dence regions. They are also used for various cross-che
Each pseudoexperiment consists of events that are gene
with the nominal PDFs, which are incorporated in Eq.~3!.
Since the parameters in the PDFs are derived from la
statistics control samples and sideband events, the pseud
periments precisely reproduceDt distributions that are con
sistent with data. In particular, they are free from the poss
discrepancies between data andGEANT-based detecto
simulation.

To generate each event in a pseudoexperiment, we
choose one LR-r regionm randomly from a population tha
is based on the regional event fractions obtained from d
We then generateDE andMbc values with distributions tha
are determined by the event fractionsgpp

m , gKp
m and gqq̄

m ,
which are listed in Table II. The values of the probabili
functionsf pp

m , f Kp
m and f qq̄

m
@in Eq. ~3!# are determined from

the DE andMbc values. We randomly choose an event typ
pp, Kp, qq̄ or outlier, from a population based onf pp

m ,
f Kp

m , f qq̄
m , and the outlier fractionf ol . We generateq, Dt and

resolution parameters according to the PDF of the sele
event type.

We repeat this procedure until the number of eve
reaches the observed number of events~760 events!, and
perform an unbinned maximum likelihood fit to obtainxApp

and xSpp , which are the fit results and should be disti
guished from the true~input! valuesApp and Spp . To ac-
count for the systematic error, each fit result is further mo
fied by an amount determined from a Gaussian variation.
test the entire procedure usingGEANT simulation, and find
that distributions ofxApp andxSpp obtained from theGEANT

experiments are in good agreement with those from the p
doexperiments, when the resolution functions in the PDF
extracted from a lifetime fit to theGEANT data. We also
verify that there is no fit bias as shown in Fig. 12.
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We adopt the Feldman-Cousins frequentist approach@22#,
which is based on the likelihood-ratio ordering principle,
obtain the confidence regions that are shown in Fig. 10@32#.
In the following, we first illustrate how we can obtai
1-dimensional confidence intervals forApp with Spp set to
zero; intervals forSpp are obtained in a very similar way. W
then explain the method used for the determination of
two-dimensional confidence regions forApp and Spp ,
which is an extension of that for the 1-dimensional case.

We generate 10000 experiments for 317 sets
(App ,Spp) values that cover the entire physical region. T
fit to each set of experiments yields anxApp distribution that
depends on the inputApp value. To account for this depen
dence, we use a PDF forxApp that consists of two Gaussia
functions whose parameters depend onApp :

P~xAppuApp!5 f A•G~xApp ;m1 ,s1!

1~12 f A!•G~xApp ;m2 ,s2!,

whereG(x;m,s) represents a Gaussian function with me
m and standard deviations, and f A , m1(2) , and s1(2) are
polynomials ofApp . The explicit expressions forf A , m1 ,
m2 , s1 ands2 are

f A5a11a2A pp
2 ,

m15a31a4App ,

s15a51a6A pp
2 ,

m25a71a8App1a9A pp
2 1a10A pp

3 ,

s25a111a12App ,

where the 12 free parameters (ai ,i 51,12) are determined
from an unbinned maximum-likelihood fit to thexApp dis-
tributions. Figures 13~a! and 13~b! show the distributions and
the xApp PDF for the cases (App ,Spp)5(0,0) and
(App ,Spp)5(1,0), respectively. The PDFs are in goo
agreement with the distributions of the pseudoexperiment
both cases.

The acceptance region@xA1 ,xA2# for a givenApp and a
confidence levela is defined by
1-12
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FIG. 13. xApp distributions and the PDFs for~a! (App ,Spp)5(0,0) and~b! (App ,Spp)5(11,0). Solid and dashed curves represent
total PDFs and the second Gaussian components, respectively.
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xA1

xA2
dxAppP~xAppuApp!.

We adopt the likelihood-ratio ordering principle to determi
xA1 andxA2. Using the likelihood-ratio

LR~xAppuApp![P~xAppuApp!/P~xAppuAbest!,

whereAbest gives the maximumP value for a givenxApp ,
we require

LR~xAppuApp!>LR~xA1uApp!5LR~xA2uApp!

for any xApp in @xA1 ,xA2#. Figure 14 shows the resultin
confidence belts forApp .

For a given measurementxApp , a confidence interval at a
confidence levela is obtained from the figure.

The procedure to obtain the 2-dimensional confidence
gions for App and Spp ~Fig. 10! is an extension of the
method described above. We use the following PDF:

FIG. 14. Confidence belts in theApp vs xApp plane for a
50.683, 0.955, and 0.9973 in the one-dimensional case.
dashed line corresponds toApp5xApp .
01200
e-

P~xApp ,xSppuApp ,Spp!

5 f AS•G~App ;mA1 ,sA1!•G

3~Spp ;mS1 ,sS1!1~12 f AS!•G

3~App ;mA2 ,sA2!•G~Spp ;mS2 ,sS2!,

where f AS, mA1(2) , mS1(2) , sA1(2) and sS1(2) depend both
on App and Spp . There are 27 free parameters that a
determined from an unbinned maximum-likelihood fit to t
(xApp , xSpp) distributions. We find that the PDFs represe
the distributions ofxApp and xSpp very well for the input
App andSpp values over the entire physical region. An a
ceptance regionV at a confidence levela is also defined in
a similar way to that for the 1-dimensional case:

a5E
V

dxAppdxSppP~xApp ,xSppuApp ,Spp!,

where the likelihood-ratio ordering is used. Using the
quirement

LR~xApp ,xSppuApp ,Spp!>LR~10.77,21.23uApp ,Spp!

which corresponds to an acceptance region with our m
surement (xApp ,xSpp)5(10.77,21.23) at its boundary, we
scan the physical region in theApp-Spp plane and calculate
a confidence levela for each input point (App ,Spp) to ob-
tain the confidence regions shown in Fig. 10.

APPENDIX B: SOURCE OF SMALL MINOS ERRORS

The Feldman-Cousins approach with acceptance reg
determined from the MC pseudoexperiments, which is
scribed in Appendix A, is applicable to a wide range
analyses. On the other hand, care is needed when using
perimental MINOS errors for the confidence interval calc
lation, as mentioned in Sec. VIII A. In particular, difficultie
may arise when the number of events is not large and the
e
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values of physical parameters are located close to a phy
boundary. In such a case, a small number of events can
a large influence on both the size of the MINOS errors a
the shape of the log-likelihood ratio curve. The likelihoo
function for some events may become negative when th
parameters are beyond the physical boundary.

The observed features of the MINOS errors arise wh
there is an event that restricts the fit parameters in or clos
the physical region, while the fit to all the other events giv
a maximum likelihood that is located outside the physi
region and is not allowed by the aforementioned restrict
event. For example, in this fit the removal of such a rest
tive event results in anSpp value that is more negative tha
Spp521.23 ~further from the physical boundary!. In this
case, the log-likelihood ratio curve is deformed by inclusi
of the restrictive event, even if the curve before the inclus
is well described by a parabola. The sizes of the MINO
errors also become small.

We investigate this type of single-event fluctuation and
relation to the size of the MINOS errors with the MC pse
doexperiments. For each experiment, we repeat the fit
removing each event in turn. The event that creates the l
est difference inSpp is tagged as the restrictive event and t
change produced by the removal of the restrictive eve
DSpp , is recorded. When we choose the point of maxim
likelihood at the physical boundary (App , Spp) 5
(10.57,20.82) as the input for the MC pseudoexperimen
we obtain the average values ofDSpp as a function of the
positive error ofSpp shown in Fig. 15. The correlation be
tween the size of the error and the single-event fluctuatio
evident.

In our data, we have one event that has a large effec
the sizes of MINOS errors. The removal of this event fro
the fit givesSpp521.9120.33

10.36 and App50.6420.20
10.19, where

the errors are MINOS errors;Spp is shifted to a more nega
tive value (DSpp520.67) and the MINOS error increase
This event hasqr520.92 which is close to unambiguousB
flavor assignment and corresponds to a very small wrong
probability. In addition, this event hasDE520.01 GeV,
t

.
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and LR50.98, which corresponds to smallB0→K1p2 and
qq̄ background probabilities. For this event,Dt523.8 ps
and, thus, sin(DmdDt)'21. According to Eq.~3!, this event
has a negative likelihood value at negativeSpp values be-
yond ;21.5, where it truncates the log-likelihood rat
curve. As a result, the negative MINOS error for the ent
event sample is restricted by this single event.

As shown in Fig. 15, the observed single-event fluctuat
DSpp520.67 is consistent with the expectation from th
MC pseudoexperiments if the positive error ofSpp is ;
10.24, which is the case for our data. A similar study f
input values ofSpp andApp that are well within the physi-
cally allowed region indicates that this behavior occurs mu
less often.

FIG. 15. Single-event fluctuation vs the positive MINOS err
on Spp . The dashed lines indicate the observedDSpp and Spp

positive MINOS error.
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