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Kinematically complete measurement of the proton structure functionF, in the resonance region
and evaluation of its moments
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We measured the inclusive electron-proton cross section in the nucleon resonance\egia (GeV) at
momentum transfer®? below 4.5 (GeV¢)? with the CLAS detector. The large acceptance of CLAS allowed
the measurement of the cross section in a large, contiguous two-dimensional ra@geantl x, making it
possible to perform an integration of the data at fitover the significank interval. From these data we
extracted the structure functidh, and, by including other world data, we studied 198 evolution of its
momentsM ,(Q?), in order to estimate higher twist contributions. The small statistical and systematic uncer-
tainties of the CLAS data allow a precise extraction of the higher twists and will require significant improve-
ments in theoretical predictions if a meaningful comparison with these new experimental results is to be made.

DOI: 10.1103/PhysRevD.67.092001 PACS nuni§erl3.60.Hb, 12.38.Cy, 12.38.Qk

[. INTRODUCTION whereA,(Q?) can be evaluated in the framework of pertur-
bative QCD(PQCD), and it is directly connected to the cor-

The striking features of the nucleon structure functign : P
i g responding moment of the asymptotic limit Bf. The con-
were first noted nearly 30 years ago by Bloom and GllmagC b g ymp b

- . ribution of the higher twists, which is related to multi-parton
[1]. They empirically observed two effects in data measure orrelations inside the nucleon and represente®hyQ?),

at SLAC: (a) the dual behavior of thE,(x,Q?) function that  gepends on the value of the constaatin such a way that
shows common features between the two kinematic region$2 can be considered as a scale constant for higher twist
corresponding to the nucleon resonances and deep inelasigects. Assuming a small value of the constadt the au-
scattering(DIS); (b) the extension of the scaling region to thors of Ref.[3] showed that the contribution of the higher
lower Q? values wherF,(x’,Q?) is plotted as a function of twists was relatively small, at least for low valuesroand
x'=x/(1+M?x?/Q?%), the “improved scaling variable.” for Q2=M?2, justifying the observed dual behavior of the
More precisely, they found that the smooth functies(x’) structure function.

measured at higiQ? in the DIS region represents a good It is now well established that the interpretation of the
average over the resonances of fiéx’,Q?) structure func-  parton-hadron duality in light of QCD requires the evalua-
tion measured at lowe®? values. Moreover, the duality ap- tion of the moments of the nucleon structure functions and
pears to be valid locally. In fact, each of the most prominentheir evolution as a function a®®. Current PQCD calcula-
resonance bumps, when averaged within its width, showons can estimate th@? evolution up to the next-to-next-
approximate scalinf]. Later on, in the framework of QCD, to-léading order, giving access fo the interesting kinematic
De Rujula, Georgi and PolitzdB] provided the first expla- €gion of highx and moderat&Q” where the multi-parton
nation of the Bloom-Gilman duality. They evaluated the cOrrelation contribution to the nucleon wave function be-

Cornwall-Norton [4] moments MSN(Q?) of the nucleon COMes dominant. L . o
structure functiorF,, defined as The interest in investigating multi-parton correlations in

inelastic lepton scattering off the nucleon at large values of

1 has recently been renewed, leading to a re-analysis df ¢ld
MSN(Q2)=f dxx(""2F,(x,Q?), (1)  data[5,6]. Unfortunately, the results from Ref5] and[6]

0 were mainly based on the analysis of fits of the structure
function F, and therefore were still qualitative. Moreover,
the previous lack of data in the resonance region did not

allow a model independent evaluation of the moment evolu-
% 2\ k tion to lowerQ?, and therefore offered very few opportuni-
MSN(Q2)=An(Q2)+kEl (n7—2> B.(Q%), (2 'Iuﬁg tl?mci]tuantitatively investigate the role of QCD below the

and using the operator product expansi@PE they ob-
tained the following expression:
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The Hall C Collaboration at the Thomas Jefferson Na- s - =
tional Accelerator Facilityf(TINAF) has recently provided 45 feeen P

high quality data in this kinematic regiof¥], allowing a Py S
more precise evaluation of the moments of Ehestructure R
function of the protor{2]. However, like many other such
measurements, the data were taken with a spectrometer of
relatively small angular acceptance and the measured inclu-
sive cross sections do not span a large continconserval

for constantQ?. Data taken in this manner follow a kine-
matic locus inQ? vs x and require substantial interpolation to
determine thd=, moments.

In this paper we report the first measurement in a wide -

0

continuous interval i and Q? (see Fig. 1 of the inclusive 0 01020304 0506070809 1
electron-proton scattering cross section. These measurements x
were performed at TINAF with the CLAS detector in Hall B.
TheF, structure function was extracted over the whole reSOused for the moment evaluation in the CLAS kinematic region:
nance region\W=2.5 GeV) belowQ?=4.5 (GeVk)®. This points, world data; shaded area, CLAS data.
measurement, together with existing world data, allowed for
the evaluation of thd=, moments, drastically reducing the wherek=1,2, ... %, u is the factorization scale®, (x) is
uncertainties related to data interpolation and providing thgne reduced matrix element of the local operators with defi-
most detailed dependence @‘2 of the moments up t®  pjte spinn and twist~ (dimension minus spinrelated to the
=8. Furthermore, the elastic contrlbut_lon to thg mome”tsnon-perturbative structure of the targg, (x,Q?) is a di-
was updated with respect to Reb] using the fit of the hensjonless coefficient function describing the small dis-
nucleon form factors from Ref8] adjusted to the Jefferson (5nce pehavior, which can be perturbatively expressed as a
Lab data on the rati®€g /Gy, [9], as described in Ref10]. power expansion of the running coupling constantQ?).
Finally, we used our new determination of thRg moments At Q2 values comparable with the squared proton mass,
to extract the higher twist contribution as a function@#. M2, the structure functiorF, still contains non-negligible

In Sec. Il we review thé&, moments in the framework of mass-dependent terms that produce in Eg). additional
PQCD. In Sec. lll we discuss the analysis of the data, includy 2/Q2 power correctiongkinematic twists. To avoid these
ing the extraction of thé&, structure function from the cross terms, the momenMﬁN(Qz) of the masslesE, have to be

section. The evaluation of the moments and uncertainties iﬁeplaced in Eq(3) by the corresponding Nachtmariil]
also presented in Sec. Ill. Finally, Sec. IV is devoted to themoments MN(Q?) of the measured structure function
n

interpretation of the results. F,(x,Q?) (see also Ref[12)). It has been shown that

FIG. 1. Experimental data on the structure functies(x,Q?)

CN/plim 2\) — N 2
Il. MOMENTS OF THE STRUCTURE FUNCTION F, Mg (F27(x,Q%)=Mp(F2(x,Q%), )

. . . . whereFi™(x,Q?) is the asymptotic structure function of the
Until recently the studies of inclusive lepton-nucleon scat- 2 (%Q7) ymp

. ) . . assless nucleon and

tering represented the main source of information about”

nucleon structure. In the DIS region, measured structure

n+1
functions can be directly connected to the parton momentum MN(Q?)= fldxg Fa(x,Q2)
distribution of the nucleon in the framework of PQCD. After 0 x3
the successful interpretation of the DIS region, the interme- 2
3+3(n+)r+n(n+2)r

diate kinematic domain, situated @ of a few (GeVk)?
and large values ok, attracted the interest of physicists.
Despite interpretation difficulties, this region allows the
study of multi-parton correlation contribution to the proton Wherer =y1+4M?x?/Q? and é=2x/(1+r).
wave function. These processes are not accessible in DIS due Since the moments in Ed3) are totally inclusive, the
to the small value of the running Coup”ng COﬂSta@(QZ). elastic contribution at=1 has to be added according to Ref.
The OPE of the virtual photon-nucleon scattering ampli-[z]i
tude leads to the description of the compl€®evolution of

(n+2)(n+3) } ®)

the moments of the nucleon structure functions. Ttk GZ(Q2)+Q—ZGZ (QZ))
Cornwall-Norton momen{4] of the (asymptoti¢ structure E am2 M
function F,(x,Q?) for a massless nucleon can be expanded FSl(x,Q%)=8(1—x) 5 , (6
as 1+ Q_

aM?

2\ (r—2)12
Ll . (3 With GZ (GZ) being the proton electriemagnetig elastic
form factor.

MEMQA) = 2 End(1,Q)0n (1)| =
=2k Q
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Ty v angles between 8° and 142°. The CLAS superconducting
coils reduce the acceptance of about 80%-a90° to about
50% at forward angles=20°), while the total acceptance
for electrons is about 1.5 sr. Electron momentum resolution
(a) b) is a function of the scattered electron angle and it varies from
0.5% for 6<30° up to 1%-2% fore>30°. The angular
resolution is approximately constant and approaching 1 mrad
polar and 4 mrad for azimuthal angles: the resolution on
momentum transfer ranges therefore from 0.2% up to
0.5%. The missing mass resolution was estimated 2.5 MeV
for beam energy less than 3 GeV and about 7 MeV for larger
, . ) . energies. To study all possible multi-particle production, the
For the leadingr=2 twist, one ends up in leading order gcqyisition trigger was configured to require at least one
(LO) or next-to-leading ozrdefNLC_)) with the well-known  glectron candidate in any of the sectors, where an electron
perturbative logarithmicdQ® evolution of singlet and non-  candidate was defined as the coincidence of a signal in the
smglet_F2 moments. However, if one wants to extend thegc and Cherenkov modules for each sector separately.
analysis to smalQ? and largex where the rest of the pertur- — The accumulated statistics at the five energies is large
bative series becomes significant, some procedure for th@nough & 6x1CP triggers to allow the extraction of the
summation of the higher orders of the PQCD expansioninciysive cross section with a rather small statistical error
such as the infrared renormalon modé&B,14 or the re- (<5%), in small x and Q2 bins (Ax=0.009,AQ?
cently developed soft-gluon resummation technipl®16,  — o 05 Ge\?). The determination of the systematic error
has to be applied. For higher twists>2, the power terms \ya5 more critical. CLAS is a large acceptance spectrometer
EnT(M) are related to qu_ark-quark and quark-gluon correlayng the response depends on the en&gynd the angled
tions, as |I2Iustrated by Fig. 2, and should become importangy the scattered electron. Determining the systematic effects
at smallQ”. _ _ of these, and other experimental parameters, is both neces-
The systematic analysis of tt@” dependence of the ex- sary and complex. Consequently, we dedicate the next sub-
perimentally derived Nachtmann momert)(Q?) in the  sections to the discussion of the analysis procedure.
intermediateQ? range[0.5< Q%< 10 (GeVk)?] should al-
low a separation of the higher twists from the leading twist.
A precise evaluation would permit a comparison with the A. Momentum correction
QCD predictions obtained from lattice simulations or a com- Determining the momentum of a charged particle mea-
parison with those models that describe the non-perturbativg,red with CLAS depends on a proper understanding of the
domain. magnetic field geometry. As a result of the complexity of the
detector and particularly the torus magnet system, it is cru-
cial to check the reliability of the momentum determined by
the DC tracking system. For this reason the position of the
The data were collected at TINAF in Hall B with the elastic peak was extracted from the measured inclusive elec-
CLAS detector and a liquid hydrogen target with thicknesstron cross section and compared to the theoretical value. A
px=0.35 g/cnt during the electron beam running period in correction to the scattered electron momentum was applied
February—March 1999. The average beam current of 4.5 nto shift the elastic peak to the accepted value. The momen-
corresponded to a luminosity 0b610°3 cm~?s 1. To cover  tum correction obtained was smaftom 2 to 7 MeV inW,
the largest interval ifQ? andx, data were taken at five dif- depending on the beam eneyggnd resulted in significant
ferent electron beam energids;=1.5, 2.5, 4.0, 4.2 and 4.4 improvement in the width of elastic peak .
GeV. The CLAS detector is a magnetic spectrometer based The systematic error on the correction was estimated by
on a six-coil torus magnet whose field is primarily orientedcomparing the position of the well-known second resonance
along the azimuthal direction. The sectors, located betweepeak[S;;(1535) andD5(1520) resonancégo the position
the magnet coils, are instrumented individually to form sixgiven in Refs.[21,22. The position differencW affects
essentially independent magnetic spectrometers. The particlee cross section evaluation. The relative systematic error on
detection system includes drift chamb&BC) for track re- the momentum correction is therefore given by
constructior{ 17], scintillation counter$TOF) for the time of

FIG. 2. Twist diagrams(a) the leading twist contribution evalu-
ated at leading order of PQCIh) the contribution of higher twists,
where current quark and nucleon remnant can exchange by a systefﬁwr
of particles consisting of gluons amp pairs whose complexity is the
increasing with twist order.

IIl. DATA ANALYSIS

flight measurement18], Cherenkov counter&CC) for elec- O_B<W_ A_W Qz) — o8l W+ A_W Qz)
tron identification[19], and electromagnetic calorimeters ) 2 2’

(EC) to measure neutrals and to improve the electron-pion SmonfX,Q%) = oB(W,Q2?) '
separatio20]. The EC detectors have a granularity defined ' @

by triangular cells in the plane perpendicular to the incoming

particles to study the electromagnetic shower shape and are

longitudinally divided into two parts with the inner part act- where o® represents the Bodek fit according to the param-
ing as a pre-shower. Charged particles can be detected aettization from Refs[21,22]. The systematic error calculated
identified for momenta down to 0.2 Ged//and for polar  with Eq. (7) is given in Table I.
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TABLE |. Range and average of systematic error§in 25

n 225 F
Source of uncertainties Variation range Average § 20k
[%] [%] § st
Efficiency evaluation 1-9 4.3 § 15
e’e” pair production correction 0-3 0.3 2125¢
Photoelectron correction 0.1-2.2 0.6 .:' 10
Radiative correction 1.5-20 3.2 2 75k
Momentum correction 0.1-30 3.5 .é st
Uncertainty ofR=o /ot 0.5-5 2.4 Z 25¢

Total 2.5-30 7.7 0 b e

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45
ECtot/P

B. Electron identification and pion rejection FIG. 3. Photoelectron distribution in the Cherenkov detector

The electrons were identified by a combined off-line versus the energy deposited in the EC detector divided by the mo-
analysis of the signals from the four detector systébD§, mentum of the particle as determined by the drift chamber. The
TOF, CC and EE Only those electron candidates that wereblack vertical line represents the cut to reduce the pion contamina-
detected inside the most unifortffiducial” ) detector vol-  tion.
ume were analyzed. The electron yield was corrected sepa-
rately in each kinematic bin for pion contamination, detec-= oFgne/Fpne is mainly due to the low statistics in those bins
tion efficiency and radiative corrections. corresponding to larg®? values and was found to be less

The photoelectron distribution in the CC depends on thghan 2%.
kinematics, and the contaminating pion peak can be com-
pletely removed only with large efficiency losses of about
30% in several kinematic regions. Therefore the pion con-
tamination was removed by a two-step procedure. Electrons Since the pair production background has not been mea-
producing a |arge number of photoe|ectr¢gee F|g 4were sured, its contribution was estimated according to a model
identified by an energy cut in the EC detector response. ThE23] based on the Wiser fi24] of the inclusive pion photo-
pion contamination to electrons producing a small number oproduction reaction. The most important source edfe”
photoelectrons was removed by analysis of the CC responskairs in the CLAS is due tar® production, which either

As an example of the first step, Fig. 3 shows the CCdecays toye"e™ (Dalitz decay or to yy, with subsequent
photoelectron distributio . as a function of the fraction photon conversion toe*e™. The model was carefully
of energy deposited in the EC detecb€,,,/P for nega- checked, and it was in good agreement with the measured
tively charged particles emitted a&t<35°, momentumP positron cross sectio23]; the difference was always less
<1 GeVlc, and a beam energy of 2.5 GeV. The regionsthan 30%. The value of the correction was assumed to be
corresponding to pions Nphe<2.5) and to electrons
(ECiot/P=0.25) cannot be clearly separated and only the
pion contamination to the left of the solid line can be re- 01
moved without affecting the electron detection efficiency.
The remaining pion contamination and the correction of the

C. Background subtraction

Cherenkov efficiency for electrorts,,. have determined by 0.08
a combined fit of the measured photoelectron distribution
with two Poisson distributions convoluted with a Gaussian 0.06
function to account for the finite photomultiplier resolution
as shown in Fig. 4. 0.04
The fit was performed separately for each sector over the
whole kinematics data set #£20°-50° and W 0.02 [+
=0.9-2.5 GeV). F
To minimize the errors, the fit was performed in rather ) P T T VT T T
0 25 5 75 10 125 15 17.5 20

large bins A #=2° andAE’'~0.1 GeV). Therefore, in order
to apply the correction to the measured cross section, which
was obtal_ned Wl.th smaller blns,_values (.)f the correction were FIG. 4. The fitted photoelectron distribution for two different
parametrized with the polynomial function

Number of photoelectrons

sets of kinematics after removing some of the pion contamination
®) via the EC,,,/P cut: solid triangles show the distribution obtained

with 4 GeV beam, scattered electron angle31° and momentum

P=1 GeV; open diamonds represent data taken with 2.5 GeV
whereA, B, C andv, are free parameters ame=E,—E' the beam, scattered electron anglé=41° and momentumP
electron energy transfer. The related systematic effge =1 GeV.

Fond v,0)=1+A(v— vo)+(B+CH)(v—1g)2,
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equal to the ratio of the inclusive’ production cross section

oo+ over Bodek’s fit[21,22 including radiative processes 12¢ 1
(tail from the elastic peak, bremsstrahlung, and Schwinger L I 1 | l
correction ooy g +|+' ol

§ 08

1 o
Foio (Eo.E',0)= 9) S 06F

ere o 0e+(Eg,E',0) H
t—o——— v 04}

Urad(EOyE 10)
02}
The correction is generally small as expected in Ref. 0 . . . . .

therefore, it was applied only foEq>2.0 GeV andW
>1.7 GeV, where it was about 2%. The relative systematic
error dg+e- = 0F o+o- IFo+e- from this correction was esti- _ ) _ )
mated using uncertainties an.+ given in Ref.[23]. F.IG. 5. Typical rauo_ of_the measured elas_tlc sczf\tterlng Cross
In order to remove the contribution of scattering on theSection to the parametrization from Ref8,9] (points with radia-
target walls, the empty target data were analyzed in the sanjly® corrections, in comparison to that obtained from the simula-
way and subtracted from the inclusive data, after proper nofions (solid line); errors are statistical only.
malization. An additional source of background originating
from knock-on electrons produced in the supporting structure
of the detector was estimated and it found to be smaller thaknown elastic scattering cross section was extracted from the
0.3%. same data setdp/d{)¢,,) and compared to the simulated
cross section do/dQ;y). The two cross sections are in
D. Simulations good agreement within statistical and systematic errors as

As a result of the complexity of the CLAS detector, the Sh?rvgz Irr(]alzlgl.esé stematic deviation of the elastic cross sec-
only way to study its response functions is to perform com- Y

plete computer simulations, describing each subsystem in gdon obtained from simulations and from these déa, was
tail including all materials that make up each detector. Thec"JIICUIated for each beam energy and scattered electron angle

simulations of detector response to the scattered electrdif Pins of 1_° on the accessible interval from 20° to 50°)
were performed according to the following procedure: according to:
(i) Electron scattering events were generated by a random

event generator with the probability distributed according to

ob 4. described above. The values of elastic and inelastic 82 (Eq,0)+ 82 (Eo.0)

cross sections of the electron-proton scattering were taken P

from existing fits of world data, in Refg§8] and[21,22, do do 2

respectively. The internal radiative processes contribution d—Qexpt(Eoﬁ)—d—Qsim(Eoﬁ)

was added according to calculatigrs]. = d . (11
(i) The generated events were passed through the stan- 29 (Eq,0)

dard CLASGEANT-based simulation prografi26], to model dQt o

the detector response.
(i) The results of the previous stage were further pro-
cessed to make the detector response more realistic by ad%hereda/dﬂfit is the parametrization described in RE]

ing the effects of electronic noise, background, dead wires . o .
and scintillator paddles. and Jqx ¢ is the statistical error of the measured elastic cross

(iv) Finally, the efficiency was calculated in each kine- SECtion. For the error propagatiogy; was parametrized by a

matic bin as a ratio of the number of reconstructed evente!!”ear function of the scattered electron angle
Niec, over the number of generated evemge,:

E. Inclusive inelastic cross section
2
Nrec( EO 1X1Q )

feff(EOvXan):N (Eox. QD)
gen\ =01

(10 Since the Monte Carlo simulations were shown to be re-
liable, they were used to evaluate efficiency, acceptance, bin
centering and radiative corrections. For each kinematic bin,

The electron detection efficiency obtained from simulationgthe inclusive cross sectiatho and the structure functioR,

is about 97% and approximately constant inside the fiducialvere extracted directly from the raw electron yielt

region of the detector over the whole available kinematics. normalized to the integrated luminosity and corrected for

In order to test the reliability of the simulation procedure efficiency, acceptance, bin centering, and radiative effects as

and to check a proper absolute normalization, the wellfollows:
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d?o 1 Nexpi(X,Q?) d’c ) 0 )
dXdQZ_ %L «(x.Q?) 40dE’ = omott) 2W1(X,Q )tar\2§+W2(X,Q ) [
PMA Qtot (17)
X Fpne X Q?)Fgie-(x,Q2) (12) where the Mott cross section is given by
0
wherep is the density of liquid H in the targetN, is the a2cosz§
Avogadro constantM , is the target molar masg, is the TMott=—————. (18)
target lengthQ;, is the total charge in the Faraday o) 4E25in4§

and e(x,Q?) is the efficiency defined in Eq10) with the 2
radiative and bin-centering correction factors according to )
Therefore, the structure functidf,= vW, can be evaluated

€(%,Q%) = €0 11(X,Q?) €1aq(X, Q%) €pin(x,Q%), (13  as follows:

d?c v
where F.(x.02)= J 19
26Q7) Twmott dxd QP +1_€ 1 19
B e 1+R
B N do
o T . . .
€rad= rgd and epj,= —, (14)  WhereJis the Jacobian given by
g
X(s—M?)
. . =——f+—F, (20)
and the integral was taken over the current bin a&xeaThe 2mMv

radiative correction factok,,q4 strongly varies in the ex- . . . -
plored kinematic range from 0.85 up to 1.6. Fortunately thewheres is the squared invariant mass of the initial electron-

— M2 ; i ati .
largest correction was contributed by the elastic peak tail foPrOtOtn Sftf?”sd_ M®+2EM and e is the polarization pa
which calculations are very accurdisee Refs[25,27). rameter defined as

All systematic uncertainties were propagated in quadra- 12+ Q2 g\t
ture to the final relative systematic error: e=|1+2—— tan?E ) (21
Q
2\ — 2 2 2 2 2
SsydX, Q%) =[ 11X, Q%)+ Fpnd X, Q )J”i*e*(x'Q ) The functionR(x,Q?) is poorly known in the resonance
Iy (% Q)+ &2 4(x Q)Y (15) region; however, the structure functidf, in the relevant
mo ! ra ’ 1

kinematic range is very insensitive to the valueRofin fact
even a 100% systematic uncertainty Rrgives only a few

Where dqq IS the systematic uncertainty on the radiative Cor_percent uncertainty of,. The relative total systematic error

rection, given by

is given by
2\ | _TSAI 2\ _ _POLRAD, 2 _ 21172
5rad(E!XvQ )_|Erad (E,X,Q ) €rad (Elle )|, (S\Sys(x Q2)= 52 S(X Q2)+ 1—€ 5R (22)
(16) 227 sys 1+eR 1+R
where €/ SME,x,Q?) and e"9"RANE,x,Q?) are the radia- The uncertainties oR given in Ref.[14] were propagated to

tive correction factors irvr, 4 evaluated with two different the resultingF,, and the actual systematic errors introduced
approaches [25] and[27]). These two approaches use dif- by g were always lower than 3%.

ferent parametrizations of the elasti¢8] and[28]) and in- The combined statistical and systematic precision of the
elastic( [21,22 and[29]) cross sections as well as different obtained structure functioR, is strongly dependent on ki-
calculation techniques. nematics and the statistical errors vary from 0.2% up to 30%

5rad(E!XvQ2) varies in the kinematic range of the experi- at the IargesQ2 where statistics are very limited. Figure 6
ment from 0 to 20% while the average value is 3%. A mini-Shows a comparison between figdata from CLAS and the
mum radiative correction systematic error of 1.5% was asother world data in th&@?=0.775 GeV bin. The observed
sumed. discrepancies with the data from RET] which fill the large
X region in Fig. 6 are mostly within the systematic errors.
Because of the much smaller bin centering corrections in this
Q? region, our data are in a better agreement with data pre-

The structure functiorF,(x,Q?) was extracted from the viously measured at SLAC, given in R¢R2], and the pa-
inelastic cross section using the fit of the functiafx,Q?) rametrization of those from Ref21,22. The average sta-
=o /o7 developed in[14] and described in Appendix A. tistical uncertainty is about 5%; the systematic uncertainties
The inclusive electron scattering cross section can be exange from 2.5% up to 30%, with the mean value estimated
pressed in terms of the well known structure functiétls  as 7.7%(see Table )l The values ofF,(x,Q?) determined
andW, as[12] using our data are tabulated elsewhigir@).

F. Structure function F,(x,Q?)

092001-7



OSIPENKOet al. PHYSICAL REVIEW D 67, 092001 (2003

fit of F5(x,Q?) from Ref.[14]. Here the fitF5(x,Q?) con-
0350 1 4 sists of two parts, a parametrizatif2il,22 in the resonance
03 b AT B . region W<2.5 GeV), and a QCD-like fit from Ref51] in
¢l b the DIS W>2.5 GeV):
0.25 } 4
¥ o2}  1b 2
o W F2(x,Q%)
W sl Fa(x,Q5)= —g —— F2(%.Qp). (25
0.15 “ FZB(X,QZ)
01}
0.05 L The difference between the real and bin-centered data,
0 N\ -}
0 0.10.20.3 040506070809 1 F8(x,Q2)
* 5EM(x, Q%) = F(x,Q%) 1—F;—’Z, (26)
FIG. 6. Structure functiofr,(x,Q?) at Q?=0.775 GeV: stars 2(X.Q%)

represent experimental data obtained in the present analysis with

systematic errors indicated by the hatched area, open circles shoyas added to the systematic errorsFof in extracting the
data from previous experimeritg,30—44 and the solid line repre-  Nachtmann moments. As an example, Fig. 7 shows the inte-
sents the parametrization from Rgt4]. grands of the first four moments as a functionxadt fixed

Q2. The significance of the large region for various mo-
ments can clearly be seen.

As discussed in the Introduction, the final goal of this To have a data set densexnwhich reduces the error in
analysis is the evaluation of the Nachtmann moments of théhe numerical integration, we performed an interpolation, at
structure functionF,. The total Nachtmann moments were each fixed Qﬁ, when two contiguous experimental data
computed as the sum of the elastic and inelastic moments:points differed by more thal. The value ofV depended on

ol i kinematics; in the resonance region where the structure func-
Mp=My+My". (23 tion exhibits strong variationd] had to be smaller than half
the resonance widths and was parametrized a<.04[ 1
+/Q?%/10]. Above the resonances, whefg is smooth, we
only accounted for the fact that the availalleegion de-

G. Moments of the structure function F,

The contribution originating from the elastic peak was
calculated according to the following expression from Ref.

(141 creases with decreasin@? (V=0.11+/Q?10]). Finally
| 2 \"13+3(n+1)r+n(n+2)r? in the low x region (x<<0.03) where thé~, shape depends
M= 177 (n+2)(n+3) weakly onQ?, but strongly orx, we setV =0.015. Changing
theseV values by as much as a factor of 2 produced changes
Q2 in the moments that were much smaller than the systematic
GZ(Q%)+ —ZGfA(Qz) errors.
x aM (24) To fill the gap within two contiguous points, andxy,
.\ Q? ' we used the interpolation functidf)''(x,Q2) defined as the

parametrization from Ref14] normalized to the experimen-
tal data on both edges of the interpolating range. Assuming

where the proton form factor&2(Q?) and GZ(Q?) are that the shape of the fit is correct,
from Ref.[8] modified according the recently measured data A
on G /Gy [9], as described in Ref10]. FI'(x,Q3%) = a(Q3)F5(x,Q3), (27)
The evaluation of the inelastic momet,' involves the
. . 2 . . _
computation at fixedd™ of an integral ovex. For this pur where the normalization factoa(QS) is defined as the

pose, in addition to the results obtained from the CLAS data, . \ : .
world data on the structure functiény, from Refs.[7,30—44 Wweighted average, evaluated using all experimental points

and data on the inelastic cross sectj@i,22,49 were used located within an interval aroundx, or Xy :
to reach an adequate coverggee Fig. 1. The integral over

4M?

x was performed numerically using the standard trapezoidal I~ xa| <A Fo(xi,Q3)/F5(x,Q3)
methodTRAPER[46]. Data from Ref[47] were not included a(Q3)=684(Q3)| > ~ RV

in the analysis due to their inconsistency with other data sets : (‘5\?:2 (xi,Qq))

as explained in detail in Ref48], and data from Refg49] I —xg <A g 5

and [50] were not included due to the large experimental N ! > Fa(x;,Qp)/F5(x;,Qp) 29
uncertainties. - '

] St X: | 2\\2
The Q2 range from 0.05 to 3.75 (GeW¥)? was divided (0¢; (% Qo))

into AQ2=0.05 (GeVt)? bins. Then within eac®? bin the
world data were shifted to the central bin valQg, using the ~ where 52.%(x; ,Qj) is the statistical error relative 65 and
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wgo W&, M 04
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FIG. 7. Integrands of the inelastic Nachtmann moment®%t
=0.825 GeV: circles represent the integrand of thg,, squares
show the integrand of thbl,, triangles represent the integrand of
the Mg and crosses represent the integrand ofNhe

FIG. 8. Example of the interpolating procedure. The meaning of
the curves and symbols is described in the text.

shape ofF,(x) remains almost constant with changi,
both parameter§ andA were fixed: in the resonance region

X~ Xal<A 1 (W< 1.8 GeV) to value 0.01; 0.1 in the DIS; ait=0.005
aNQY=| = (5% . 022 and A=0.01 at very lowx (x<0.03). The results for
' (9, (xi, Qo)) MI"(Q?) did not exhibit any significant dependence on the
[x; —xp| <A 1 -1/2 choice of the parameter values. The results are reported to-
> - (29)  9ether with their statistical and systematic errors in Table II.
T (R, Q9))?

H. Systematic errors of the moments
is the statistical uncertainty of the normalization. Therefore, 114 systematic error consists of genuine uncertainties in

the statistical error of the_moments caIcuIat_ed accor_ding thehe data given in Ref§7,21,22,30—45and uncertainties in
trapezoidal rulef46] was increased by adding the linearly e eyajuation procedure. To estimate the first type of error
correlated contribution from each interpolation interval asye nad to account for using many data sets measured in
follows: different laboratories and with different detectors. In the
o gl _prgsent danatlysiz ;ﬁe afssumelthat (tjiffer?nt experimt?]nts are
normy ~2x _ 2 B 2 independent and therefore only systematic errors within one
o (Qo)=n(Qo) La dx x3 F2(x.Qp) data set are correlated.
Thus, an upper limit for the contribution of the systematic
error from each data set was evaluated in the following way:
(i) we first applied a simultaneous shift to all experimental
points in this set by an amount equal to their systematic
Since we average the rat,(x; ,Q3)/F5(x;,Q3), A is  €rror; . _ . _
not affected by the resonance structures, and its value was (i) then the inelastinth moments obtained using these
fixed to have more than two experimental points in mostdistorted datav 'n”(i)(QZ) were compared to the original mo-
cases; therefore was chosen equal to 0.03 in the resonancanentsM'(Q?) evaluated with no systematic shifts;
and in the very lowx regions and to 0.05 in the DIS region. (i) finally the deviations for each data set were summed
In Fig. 8 we show how this interpolation is applied: the thinin quadrature as independent values:
solid line represents the original functi@rﬁ(x,Qz) and the
heavy solid line represents the result of the interpolation D, 2
FiM(x,Q2). We also checked that the moments do not show  9n(Q9)= W
any dependence on the values. n 31)
To fill the gap between the last experimental point and

one of the integration limitsx;=0 orx,=1) we performed whereNg is the number of available data sets. The resulting
an extrapolation at each fixe@3 usingF5(x,Q3) including  error was summed in quadrature 83°"™(Q?) to finally
its systematic error given in Refl4]. evaluate the total systematic error of thitn moment.

As an extension of the analysis, the world dataQgt The second type of error is related to the bin centering,
above 5 (GeV¢)? were analyzed in the same way as de-interpolation and extrapolation. The bin centering systematic
scribed above. The only differences were @& bin size,  uncertainty was estimated as follows:
which was chosen equal to 5% @2, and the values of the
parametery andA. In addition, the bins were situated not CrA2) — O\ (O2) sCeNty, A2
continuously, but only where data exist. Since at lagethe on(Q )_Z KX, QOWi(Q )5'22 Q% (32

3+3(n+1)r+n(n+2)r?
(n+2)(n+3)

(30

Ns
Z[MQMQ%—MMQ%ﬁ
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TABLE II. The inelastic Nachtmann moments for=2,4,6 and 8 evaluated in the interval 0s0§%<100 (GeVb)z. The moments are
labeled with* when the contribution to the integral by the experimental data is between 50% and 70%; all other values were evaluated with

more than 70% data coverage. The data are reported together with the statistical and systematic errors.

Q? [(GeV/c)?]

M,(Q?)x 10!

M4(Q?)x 102

Mg(Q?)x 103

Mg(Q?)x 103

0.075 0.202-0.002+0.009 0.016:0.0005£0.001 0.0019-0.0001=0.0001

0.125 0.45%0.006+0.025 0.072-0.002=0.004 0.01%#0.001+0.001

0.175 0.638:0.005+-0.025 0.162-0.002+0.007 0.066:-0.001+0.003 0.00250.0001=0.0001
0.225 0.775:0.003+0.026 0.2480.001+=0.008 0.119-0.001+0.004 0.0064 0.0001=0.0002
0.275 0.916:0.004+0.030 0.364:0.002+0.015 0.2180.002+0.010 0.0146:0.0001=0.0007
0.325 1.006:0.002+0.040 0.465:0.0005+0.026 0.328:0.0005+0.020 0.0259:0.00005-0.0017
0.375 1.1140.002£0.047 0.5870.0005+-0.033 0.4780.0005-0.030 0.04390.00005+-0.0029
0.425 1.2090.005=0.037 0.7040.001+0.034 0.644:0.001=0.038 0.0676:0.0001+0.0043
0.475 1.298:0.008+0.036 0.83%0.003+0.023 0.858:0.003+0.024 0.1002-0.0004+0.0030
0.525 1.34%0.004£0.047 0.916:0.003+0.038 1.016:0.005:0.046 0.1279:0.0008+0.0062
0.575 1.419-0.003£0.049 1.0230.002£0.050 1.215:0.002£0.068 0.1666:0.0003+0.0101
0.625 1.444-0.006+0.059 1.116:0.003£0.041 1.4130.005£0.057 0.2079:0.0009+ 0.0090
0.675 1.514-0.004+0.051 1.19%*0.001+0.062 1.6030.002£0.098 0.250%0.0005+0.0168
0.725 1.5540.006+0.050 1.26%0.001+0.059 1.7850.002£0.102 0.2946:0.0004+0.0190
0.775 1.5780.007+0.049 1.345:0.002£0.053 1.996:0.002£0.087 0.34840.0005+0.0160
0.825 1.606:0.006+0.050 1.3890.002+0.066 2.136¢:0.003+0.117 0.3866:0.0006+0.0233
0.875 1.625:0.019+0.074 1.4520.005+0.065 2.326:0.004-0.122 0.4393:0.0008+0.0254
0.925 1.64%0.014-0.040 1.506-0.005=0.058 2.476:0.005-0.119 0.4866:0.001G+0.0264
0.975 1.6650.013-0.044 1.5530.005-0.058 2.65%+0.007+0.113 0.5416:0.0015-0.0254
1.025 1.6730.011=0.049 1.5840.004=0.061 2.785%0.011+0.116 0.588# 0.003G+0.0248
1.075 1.706:0.011=0.046 1.597%0.004=0.067 2.826:0.005+0.140 0.6048:0.0012+0.0322
1.125 1.648:0.003=0.076 3.00Z0.005+0.150 0.662# 0.0013+0.0370
1.175 1.70%0.004=0.055 3.17¢0.007+0.117 0.7236:0.0018+0.0298
1.225 1.7220.009+0.045 1.706:0.005=0.066 3.245:0.009+0.154 0.75250.0020G+0.0402
1.275 1.736:0.006+=0.086 1.7320.005=0.060 3.364-0.012-0.126 0.802%0.0036+0.0309
1.325 1.792-0.015:0.050 1.828:0.004+0.076 3.561#0.011+0.178 0.8556:0.0033+0.0475
1.375 1.7980.027+0.055 1.839-0.004+0.082 3.636:0.008+0.189 0.8864:0.0024+0.0516
1.425 1.815:0.007+0.049 1.8730.004+0.073 3.74¥0.011=0.173 0.9286:0.0032+0.0492
1.475 1.8330.006+0.053 1.899-0.004+0.073 3.83%0.010+0.154 0.96690.0031+0.0397
1.525 1.844-0.008+0.055 1.9310.004+0.082 3.968:0.012+0.187 1.0158:0.0042:0.0488
1.575 1.8330.006+0.065 1.946:-0.004+0.096 4.022-0.010+0.249 1.03950.0033:0.0725
1.625 1.862-0.020+0.053 1.9530.005+-0.091 4.116:0.010+0.252 1.0859:0.0034-0.0772
1.675 1.95% 0.005+0.083 4.176:0.011+0.231 1.11730.0036:0.0740
1.725 1.857%0.023+0.049 1.998 0.005+-0.075 4.316:0.013+0.218 1.1686:0.0043-0.0726
1.775 1.884-0.063+0.054 2.026:0.011£0.072 4.4120.012-0.194 1.208% 0.0043-0.0628
1.825 1.8620.010+0.053 2.0240.006-0.072 4.4590.015-0.168 1.23380.0050+0.0462
1.875 1.83%0.015-0.060 2.0140.006-0.101 4.4460.015+0.256 1.2363:0.0046-0.0798
1.925 2.026:0.006+0.093 4.55%0.015+-0.243 1.2903:0.0047#0.0755
1.975 1.866:0.010+0.059 2.02%0.007+0.091 4.53%0.018+0.253 1.285%0.0058+0.0824
2.025 1.8310.014+0.046 2.03%0.007+0.092 4.677%0.020+0.263 1.3486:0.0069+0.0867
2.075 2.046:0.008+0.084 4.6990.022+0.232 1.3694:0.0084+0.0750
2.125 1.876-0.022+0.052 2.0740.008+0.092 4.825:0.022+0.269 1.423%0.0082+0.0903
2.175 1.846:-0.013+0.059 2.064-0.010+0.098 4.856:0.024+0.282 1.442% 0.0092+0.0945
2.225 2.053:0.012+0.089 4.825:0.024+0.267 1.44420.0093-0.0912
2.275 1.8520.020+0.050 2.0620.008+0.095 4.8520.023+0.271 1.4606:0.0092+0.0917
2.325 1.85%0.012£0.058 2.08%#0.009+0.108 4.9840.025-0.291 1.5149:0.0098=0.0959
2.375 1.8670.012£0.055 2.066:0.008+0.101 4.876:0.023+0.275 1.48320.0091=0.0921
2.425 2.0530.008+0.107 4.866-0.023+0.257 1.48350.0089-0.0850
2.475 1.793%0.068+0.089 2.056:0.010+0.082 4.9710.020+0.234 1.5362:0.0079-0.0796
2.525 1.845:0.031£0.066 2.0350.010£0.110 4.89%0.018+0.260 1.5176:0.0063-0.0751
2.575 1.84%0.019+0.052 2.056:0.010+0.103 4.9720.021+0.280 1.5556:0.0078-0.0915
2.625 2.035%0.011+0.122 4.884-0.024+0.293 1.52180.0087=0.0933
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TABLE Il. (Continued.

Q? [(GeV/c)?] M(Q%)x 10" M4(Q?)x 1072 Me(Q?)x 1072 Mg(Q?)x10™°

2.675 2.018:0.009+0.024 4.896:0.022+0.277 1.545% 0.0091=0.0988
2.725 2.0280.011+0.099 4.9330.025+-0.283 1.5634:0.0094=0.0970
2.775 2.02&0.017+0.107 4.9310.029+0.293 1.567% 0.0096=0.0989
2.825 1.836:0.026=0.061 2.03%0.014+0.118 5.004:0.028+0.326 1.6036:0.0098-0.1081
2.875 1.83%0.016=0.057 2.01€0.013+0.108 4.976:0.027+0.309 1.6032:0.0098-0.1036
2.925 2.02%0.016+0.112 5.007%0.033+0.303 1.6219:0.0104-0.0970
2.975 1.8430.033+0.050 2.0180.014+0.102 4.98%0.027£0.294 1.61450.0092£0.0941
3.025 1.816:0.068+0.058 1.9780.016+-0.104 4.926:0.027£0.314 1.60420.009G 0.1057
3.075 1.8040.060+=0.055 1.9920.022+0.114 4.942-0.040+0.352 1.6136:0.0119£0.1222
3.125 1.6293+0.0118+0.1491
3.175 2.011*0.031+0.141 5.002-0.064+0.372 1.65240.0159-0.1310
3.225 1.968:0.021+0.112 4.916:0.040+0.358 1.6289:0.0122+0.1315
3.275 2.00%#0.022+0.116 4.9850.043+0.351 1.64780.0127#0.1304
3.325 1.808:0.033=0.080 1.9790.014+0.096 4.944-0.032£0.332 1.632%0.0120+0.1264
3.375 1.8040.029=0.055 1.9810.016+0.086 4.976:0.031+x0.312 1.65430.0119:0.1243
3.425 5.0340.035-0.325 1.678#0.0125-0.1285
3.475 1.9430.013+0.064 4.9150.032£0.253 1.64890.0118£0.1079
3.525 1.953%0.021*+0.088 4.9990.052+0.316 1.6918:0.0168-0.1238
3.575 5.021#0.043+0.268 1.6858:0.0142£0.1049
3.625

3.675 1.936:0.024+0.040 4.8570.063+0.310 1.64930.0197-0.1199
3.725 1.6698+0.0160+0.1276
5.967 1.81¢:0.015-0.116 4.5970.044+0.553

7.268 1.74%30.011£0.044

7.645 4.3740.044+0.098 1.56590.0202-0.0396
8.027 4.2790.027+0.135 1.52050.0107-0.0642
8.434 1.653%0.014-0.084 4.2230.032+0.109 1.5264:0.0122-0.0419
8.857 1.7230.015:0.041 1.6450.019£0.027 4.108:0.042+0.109 1.4712:0.0138-0.0566
9.781 1.65%0.010£0.061 4.136:0.034+0.146 1.48180.0167-0.0666
10.267 1.7520.015-0.052 1.622:0.019:0.031 4.016:0.035+-0.095 1.432#0.0113-0.0367
10.793 3.98%0.106+0.761 1.4256:0.0175-0.1103
11.345 1.73%0.016-0.041 1.573%0.018£0.035 3.8530.041+0.140 1.3644:0.0176-0.0793
11.939 1.759:0.008+0.042 1.596:0.013£0.031 3.916:0.040=0.111 1.3866:0.01810.0574
13.185 1.5250.016+0.021 3.681#0.029-0.067 1.301#0.0091+0.0336
15.310 1.686:0.014-0.074 1.47%0.019:0.032 3.5330.044-0.133

16.902 1.7180.010=0.051 1.45@:0.017£0.025 3.392:0.058+0.073 1.1752:0.0252-0.0283
18.697 1.679:0.033=0.097 1.40%0.013£0.027 3.27%0.039-0.088 1.137%#0.0147-0.0346
19.629 *1.1061+0.0221+0.0473
21.625 1.67#0.008+0.041

24.192 *1.71%*+0.007+0.114 1.385:0.008+0.024 *1.07530.0143+0.0433
26.599 *1.665-0.062+0.135

28.192 *1.702-0.009+0.140 1.3440.007+=0.037 *1.0109-0.0096+ 0.0808
31.858 *1.703-0.010+0.096

36.750 *1.696-0.013+0.111 1.3140.009+0.057 2.97%+0.027+0.313 *1.00270.0135-0.1906
44.000 *1.68%0.013+0.085

49.750 *1.658-0.019+-0.101

57.000 *1.694-0.017+0.170

64.884 *1.636-0.043+0.114 1.2220.053+0.044 2.7080.082+0.193 *0.8945:0.0161+0.1164
75.000 *1.206-0.008+0.025 *2.6510.024+0.150

88.000 *1.6690.088+0.075 *1.199-0.038£0.035 *2.630:0.057+0.202

99.000 *1.17%0.012£0.034 *2.568-0.029+0.228
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) . . FIG. 10. The inelastic Nachtman moments extracted from the
FIG. 9. Errors of the inelastic Nachtmann moméfj in per-  \yorid data, including the new CLAS results, are shown as the solid
centage: open circles represent statistical errors, open crosses shgWapes, while the solid line represents moments obtained in Ref.

the systematic error obtained in E§6) and the difference between [14] The open crosses indicate the Nachtman moments determined
inelastic moments extracted using two differéptparametrizations i Ref. [2]. Errors are statistical only.

[14] and[52] at W>2.5 GeV is shown by stars.

The systematic errors obtained by these procedures were

where according the Nachtmann moment definition and th%ummed in quadrature:

trapezoidal integration rule

£ 343(n+ 1), +n(n+2)r? n(Q%)=\[67(QA) P+ [55(QA P+ [5,(QH)]% (36)

Kn(x;,Q%) = :
m Xi3 (n+2)(n+3) In order to study the systematic error in the extrapolation
at very lowx we have performed a test of the functional form
Wi(Q?)=(Xj41—X{_1)/2. (33 dependence comparing moments presented here with those

obtained by using the fitting function from the neural net-
The relative systematic error of the interpolation was eswork parametrization of Ref52]. The difference is signifi-
timated as the possible change of the fitting function slope icant only forM, and it appeared to be smaller thaf( Q?)
the interpolation interval, and it was evaluated as a differencgiven by Eq.(36) (see Fig. 9. The difference was added to
in the normalization at different edges: 57(Q?) in quadrature to evaluate the total systematic error of

x| <A ) the nth moment.
13 Fa(xi,Qp)

8s(Qh)=|—
s(Q0 N; Z F3(x;,Q3) IV. EXTRACTION OF LEADING AND HIGHER TWISTS
1 MXl=A ok Q) In this section, we present our twist analysis of the mo-
N 2 ﬁ , (39 ments we have extracted, which are presented in Fig. 10. As
i F2(x;,Qqp) already shown in Ref$14] and[16], the extraction of higher

twists at largex depends significantly on the effects of PQCD
whereN; andN; are the number of points used to evaluatehigh-order corrections. In particular, the use of the well es-
the sums. Since the structure functibn(x,Q?) is a very  tablished NLO approximation for the leading twist is known
smooth function ofx below resonances, on the limited to lead to unreliable results for the higher twigi$]. There-
interval (smaller thanV) the linear approximation gives a fore, hereafter we follow Ref16], where the PQCD correc-
good estimate. Thus, the error given in E8¢) accounts for tions beyond the NLO are estimated according to soft gluon
such a linear mismatch between the fitting function and theesummatiofSGR techniques.
data on the interpolation interval. Meanwhile, the CLAS data  As far as power corrections are concerned, several higher-
cover all the resonance region and no interpolation was useglist operators exist and mix under the renormalization-
there. Therefore, the total systematic error introduced in thgroup equations. Such mixings are rather involved and the
corresponding moment by the interpolation can be estimatedumber of mixing operators increases with the omlef the
as moment. Since a complete calculation of the higher-twist

anomalous dimensions is not yet available, we use the same

Lo 5 [0 gntl B ) phenomenological ansatz already adopted in Hé#] and
0n(Qp) = 9s(Qp) fx dx 3 F2(x,Qp) [16]. Thus, our extracted Nachtmann moments are analyzed
2 in terms of the twist expansion
3+3(n+1)r+n(n+2)r?
(n+2)(n+3) 39 MN(Q?) = 7(Q%) + HTA(Q?), (37)
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TABLE Ill. Extracted parameters of the twist expansion. The contribution of higher twidik, tvas too
small to be extracted by the present procedure.

M, M, Mg Mg
A, 0.174+0.006 (1.61-0.04)x 10 2 (3.98+0.18)x 10 3 (1.39+0.07)x 103
a® (1.4+1.8)x10°°® (3.6x1.4)x1074 (1.9+0.14)x 104 (1.69+0.16)x 10" 4
»* - 5.7+0.6 7.4-0.3 6.2-0.3
a® - (—9.5+3.4)x10°°  (—6.57+0.53)x10°°  (—5.75+0.44)x 10" °
(& - 4.4+0.6 5.7-0.3 4.6-0.3
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FIG. 11. Results of the twist analysis. The open squares represent the Nachtman moments obtained in this analysis. The solid line is the
fit to the moments using E¢37) with the parameters listed in Table IIl. The twist-2, twist-4, twist-6 and higher #3) contributions to
the fit are indicated. The twist-2 contribution was calculated using(&g).
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FIG. 12. Ratio of the total higher-twigisee Eq.(38)] to the
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where 7,(Q?) is the leading twist moment andT,(Q?) is
the higher-twist contribution given 63|

s(Qz) as(Q?)
ag(p?) ay(u?)

7n 4

4 a0 dstx ) Q4 ,
(38)

n

HT,(Q?)= a‘n“’{ QZ

where the logarithmic PQCD evolution of the twistontri-
bution is accounted for by the ten[ras(Qz)/aS(,uz)]ygT)
[corresponding to the Wilson coefficieRt, («,Q?) in Eq.
(3)] with an effectiveanomalous dimensiomﬁf) and the pa-
rameteral” [equal to the matrix eleme®,,(x) in Eq. (3)]
represents the overall strength of the twisterm at the
renormalization scaleQ?=u?. In Egs. (37), (38) four

PHYSICAL REVIEW D 67, 092001 (2003

Gn(QY)=In(N)G1(\y) +Ga(Ny) +O[akin“"1(n)],

(40
where\ ;= Boas(Q?)In(n) /47 and
4
G3(\) = Cr A +(1-N)In(1-N)],
8K
—Cr A +IN(1-0)]
Ba
4B )
+Cr—z{ A +In(1—=N)+ = In(1—)\),
B
(41)

with Ce=(N2—1)/(2N.), k=N(67/18- w2/6)—5N;/9,
Bo=11-2N;/3, andN; being the number of active flavors.
Note that the functionG,(\) is divergent forh—1; this
means that at large (i.e. largex) the soft gluon resumma-
tion cannot be extended to arbitrarily low values @F.
Therefore, for a safe use of present SGR techniques we will
work far from the above-mentioned divergences by limiting
our analyses of low-order momentsn<£8) to Q?

=1 (GeVic)?.

All the unknown parameters, namely the twist-2 param-
eter A, as well as the higher-twist parameters
aff') Y ,al® (8 were simultaneously determined from a
x2-minimization procedure in th®? range between 1 and
100 (GeVk)?2. In such a procedure only the statistical errors
of the experimental moments were taken into account, as

higher-twist parameters appear, while the twist-2 moment i as the updated Particle Data Group vaIug(MZ)

7,(Q?) is generally given by the sum of a non-singlet and

=0.118 [54], and a renormalization scale equal o’

singlet terms, leading to three unknown parameters, namely
the values of the gluon, non- smglet and singlet quark mo-
ments at the factorization sca@®= u2. However, the de-
coupling in the PQCD evolution of the singlet quark and
gluon densities at large allows one to consider a pure non-
singlet evolution forn=4 (cf. [14]). This means that we
have only one twist-2 parameter fo=4, namely the value

10 (GeVk)2. The uncertainties of the various twist pa-
rameters were then obtained by adding the systematic errors
to the experimental moments and by repeating the twist ex-
traction procedure. The parameter values are reported in
Table Ill, where it can be seen that the leading twist is de-
termined with a few percent uncertainty, while the precision

of the twist-2 momenty,(u?) at the factorization scal@®?

of the extracted higher twists increases witlreaching an
overall 10% fom=6 and 8, thanks to the remarkable quality

= u”. The resummation of soft gluons does not introduce of the CLAS data at large. Note that the leading twist is
any further parameter in the description of the Ieadlng '[Wlstdlrectly extracted from the data, which means that no spe-

Explicitly, for n=4 the leading twist momeni,(Q?) is
given by

2 rl\]lS 2

ol

as(Q )

4w (39

cific functional shape of the parton distributions is assumed
in our analysis. The contribution of higher twistsb, was
too small to be extracted by the present procedure.

Our results, including the uncertainties for each twist term
separately, are reported in Fig. 11 for 2, while the ratio of
the total higher-twist contribution to the leading twist is
shown in Fig. 12. In addition, the extracted leading twist
contribution is reported in Table IV. It can be seen that

(i) the extracted twist-2 term yields an important contri-

where the quantitieg\S, CIN5? and RNS can be read off bution in the wholeQ? range of the present analysis;

from Ref.[16]. In Eq. (39) the functlonGn(QZ) is the key

(i) the Q? behavior of the data leaves room for a higher-

quantity of the soft gluon resummation. At next-to-leading-twist contribution positive at larg®? and negative aQ?

log it reads as

~1-2 (GeVk)?; such a change of sign requires in E88)
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TABLE IV. The extracted leading twist contribution,(Q?) [see Eq.(39)] shown in Fig. 11, reported
with systematic errors.

Q? [(GeVic)?]

75(Q%) X 1071

74(Q%) X 1072

76(Q%) X102

7g(Q%) X102

1.025 2.130.07 3.62£0.09 1.665-0.07 1.2230.065
1.075 2.1¥*0.07 3.49-0.09 1.522-0.07 1.022-0.055
1.125 2.0%0.07 3.38-0.08 1.416:0.06 0.883-0.047
1.175 2.080.07 3.28-0.08 1.3190.06 0.781:0.041
1.225 2.0%0.07 3.19-0.08 1.24%0.05 0.704:0.037
1.275 2.05:0.07 3.11%-0.08 1.179%0.05 0.643:-0.034
1.325 2.04£0.07 3.04:0.07 1.125:0.05 0.593:0.031
1.375 2.0%0.07 2.9%0.07 1.07%0.05 0.5530.029
1.425 2.02-0.07 2.910.07 1.036:0.05 0.519%0.027
1.475 2.0x0.07 2.86-:0.07 0.999-0.04 0.496:0.026
1.525 2.06:0.07 2.810.07 0.966-0.04 0.465-0.024
1.575 1.990.07 2.76:0.07 0.936:0.04 0.4430.023
1.625 1.98:0.07 2.72-0.07 0.916:-0.04 0.424:-0.022
1.675 1.97-0.07 2.68-0.07 0.886:-0.04 0.4070.021
1.725 1.96:0.07 2.64-0.06 0.864-0.04 0.392-0.021
1.775 1.95-0.07 2.61-0.06 0.844-0.04 0.378:0.020
1.825 1.950.07 2.570.06 0.825:0.04 0.366-0.019
1.875 1.94-0.07 2.54£0.06 0.808-0.04 0.355:0.019
1.925 1.930.07 2.510.06 0.792-0.03 0.344-0.018
1.975 1.930.07 2.49-0.06 0.777-0.03 0.335:0.018
2.025 1.92-0.07 2.46-0.06 0.7630.03 0.326:0.017
2.075 1.910.07 2.44-0.06 0.753-0.03 0.318:0.017
2.125 1.910.07 2.41-0.06 0.738:0.03 0.3110.016
2.175 1.96:0.07 2.39-0.06 0.726:0.03 0.304:0.016
2.225 1.96:0.07 2.37-0.06 0.715:0.03 0.298:0.016
2.275 1.8%0.07 2.35:0.06 0.706:0.03 0.292-0.015
2.325 1.8%0.07 2.33:0.06 0.697-0.03 0.2870.015
2.375 1.8%0.07 2.32£0.06 0.68%0.03 0.28%0.015
2.425 1.88:0.07 2.36:0.06 0.682-0.03 0.27%0.014
2.475 1.88-0.07 2.28-0.06 0.675:0.03 0.275:0.014
2.525 1.88-0.06 2.27-0.06 0.668-0.03 0.2710.014
2.575 1.88-0.06 2.25-0.06 0.661-0.03 0.2670.014
2.625 1.87-0.06 2.24-0.05 0.654-0.03 0.264:0.014
2.675 1.87-0.06 2.23-0.05 0.648:0.03 0.26:-0.013
2.725 1.870.06 2.210.05 0.642-0.03 0.2570.013
2.775 1.870.06 2.26:0.05 0.6370.03 0.254-0.013
2.825 1.86:0.06 2.19:0.05 0.63%0.03 0.25%0.013
2.875 1.86-0.06 2.18-0.05 0.626-0.03 0.248-0.013
2.925 1.86:0.06 2.170.05 0.6210.03 0.245-0.013
2.975 1.86:0.06 2.15-0.05 0.616:0.03 0.243:0.013
3.025 1.85-0.06 2.14-0.05 0.6110.03 0.24:-0.012
3.075 1.85-0.06 2.13-0.05 0.606:0.03 0.238:0.012
3.125 1.85-0.06 2.12-0.05 0.602-0.03 0.236:0.012
3.175 1.85:0.06 2.1%+0.05 0.598-0.03 0.23%0.012
3.225 1.85:0.06 2.16:0.05 0.5930.03 0.23%0.012
3.275 1.84-0.06 2.09:0.05 0.58%0.03 0.22%0.012
3.325 1.84-0.06 2.08-0.05 0.585-0.03 0.2270.012
3.375 1.84-0.06 2.08-0.05 0.582-0.03 0.225:0.012
3.425 1.84-0.06 2.070.05 0.578:0.03 0.223:0.011
3.475 1.84:-0.06 2.06:0.05 0.574:0.03 0.2210.011
3.525 1.84-0.06 2.05-0.05 0.5710.03 0.22:0.011
3.575 1.83-0.06 2.04-0.05 0.5670.03 0.218:0.011
3.625 1.830.06 2.03:0.05 0.564-0.02 0.216:0.011
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TABLE IV. (Continued.

Q% [(GeVic)?]

75(Q%) X 1071

74(Q%) X 1072

76(Q%) X 1072

75(Q%) X 1072

3.675 1.83-0.06 2.03:0.05 0.5610.02 0.215:0.011
3.725 1.830.06 2.02£0.05 0.558-0.02 0.2130.011
5.967 1.78:0.06 1.79-0.04 0.467-0.02 0.169-0.009
7.268 1.770.06 1.72-0.04 0.438-0.02 0.156-0.008
7.645 1.76:0.06 1.76:0.04 0.4310.02 0.1530.008
8.027 1.76:0.06 1.68-0.04 0.424-0.02 0.156-0.008
8.434 1.75:0.06 1.66-0.04 0.418:0.02 0.1470.008
8.857 1.75:0.06 1.65-0.04 0.412-0.02 0.144-0.008
9.781 1.74-0.06 1.610.04 0.406:0.02 0.13%0.008
10.267 1.740.06 1.66-0.04 0.395-0.02 0.1370.007
10.793 1.740.06 1.58-0.04 0.38%0.02 0.134-0.007
11.345 1.730.06 1.570.04 0.384-0.02 0.132-0.007
11.939 1.7%0.06 1.55-0.04 0.37%0.02 0.13&0.007
13.185 1.720.06 1.52-0.04 0.36%0.02 0.126:-0.007
15.310 1.7%0.06 1.48-0.04 0.355:0.02 0.12G-0.007
16.902 1.7%0.06 1.46-0.04 0.3470.02 0.116:0.006
18.697 1.76:0.06 1.43:0.04 0.338:0.01 0.113-0.006
19.629 1.76:0.06 1.42-0.03 0.334:0.01 0.1110.006
21.625 1.6$0.06 1.46-0.03 0.3270.01 0.108-0.006
24.192 1.690.06 1.370.03 0.3190.01 0.105-0.006
26.599 1.68:0.06 1.35-0.03 0.312-0.01 0.102-0.006
28.192 1.680.06 1.34-0.03 0.30%0.01 0.10%0.006
31.858 1.680.06 1.32:0.03 0.3010.01 0.0980.005
36.750 1.680.06 1.29-0.03 0.2930.01 0.095:-0.005
44.000 1.670.06 1.26:0.03 0.2830.01 0.0910.005
49.750 1.670.06 1.24-0.03 0.27%0.01 0.08%0.005
57.000 1.670.06 1.22:0.03 0.27&:0.01 0.086:0.005
64.884 1.67%0.06 1.26-0.03 0.264-0.01 0.084-0.004
75.000 1.66:0.06 1.1720.03 0.2570.01 0.0810.004
88.000 1.66:0.06 1.15-0.03 0.256:0.01 0.078-0.004
99.000 1.66:0.06 1.13:0.03 0.245:0.01 0.0770.004

a twist-6 term with a sign opposite to that of the twist-4 term.The former has not been treated at fixed order in perturbation
As already noted in Ref$14,1€], such opposite signs make theory, but higher-order corrections of PQCD were taken into
the total higher-twist contribution smaller than its individual account by means of soft gluon resummation techniques.
terms; Higher twists have been treated phenomenologically by in-

(i) the total higher-twist contribution is significant at troducingeffectiveanomalous dimensions. The range of the
Q?~ few (GeVic)?, but it is less thar=20% of the leading  analysis was quite large, ranging from 1 to 100 (G&)¥/
twist for Q?>5 (GeVic)?. The leading twist is determined with a few percent uncer-
tainty, while the precision of the higher twists increases with
n reaching an overall 10% fon=6 and 8, thanks to the
remarkable quality of the experimental moments.

We extracted thd=, structure function in a continuous The main results of our twist analysis can be summarized
two-dimensional range d? andx from the inclusive cross as follows:(i) the contribution of the leading twist calculated
section measured with the CLAS detector. Using these daté the frame of PQCD at NLO remains dominant down to
together with the previously available world data set, we2Q?/n~1 (GeV/c)?, wheren is the moment order. This
evaluated the Nachtmann momets,(Q?,x), M4(Q? x), leads to the conclusion that a PQCD-based description of the
Mg(Q%x) and Mg(Q?%x) in the Q2 range proton structure is relevant also at Ia@/, with significant
0.05-100 (GeW¢)2. The present data set covers a large in-but not crucial correctiongii) The total contribution of the
terval inx, thus reducing the uncertainties in the integrationmulti-parton correlation effects is not negligible fa@?
procedure. The Nachtmann moments obtained in this work<5 (GeV/c)? and largex corresponding to the resonance
have been analyzed in terms of a twist expansion in order teegion. This can be seen by comparing the higher twist con-
simultaneously extract both the leading and the higher twistdribution toMg, which is more heavily weighted ixy to M.

V. CONCLUSIONS
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non-perturbative regime through the comparison of predic-

tions obtained from lattice simulations with these data. The functionR(x,Q?)= o /o1 was described as

(1-x)3 0.04]§th+0.592 0.331

(1-xp)3 ¢ Q% (0.09+Q%)
R(x,Q?)= (A1)
0.04% 0.592_ 0.331

7 Q2 (0.09+Q%’

<2.5,

W=>2.5.

This parametrization oR(x,Q?) consists of two different parts: the fit for the DIS regioW$ 2.5 GeV)[55,56 and the
function, adjusted to scarce data at sn@fl [57—-59, in the resonance regiofW(<2.5 GeV). The systematic error on this
parametrization was estimated according to Re4] as follows:

0.08, W<25,
%%=) 0.00& 001 001 (A2)
—t >2.5,
¢ Q? (0.09+Q%
where
’=1 Q° £=1+12 Q° 0015625 £n=E(W=2.5) (W=2.5) (A3)
=log=—=, &= 2 . &n= =2.5 Xn=X(W=2.5).
0.04 1+ Q2 0.015625-x2 ‘
All dimensional variables are given in GeV.
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