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Simultaneous measurement of thé&° meson lifetime and mixing frequency
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We measure the° lifetime 7go and theB°-BP oscillation frequencyA my with a sample of approximately
14000 exclusively reconstruct&?—D* ¢ * v, signal events, selected from 23 milli@B pairs recorded at
theY (4S) resonance with the BABAR detector at the Stanford Linear Accelerator Center. The decay position
of the otherB is determined with the remaining tracks in the event, ant-isiark flavor at the time of decay
is determined with a tagging algorithm that exploits the correlation between the flavor bfoileerk and the
charges of its decay products. The lifetime and oscillation frequencies are measured simultaneously with an
unbinned maximume-likelihood fit that uses, for each event, the measured difference in decay times of the two
B mesons At), the calculated uncertainty axt, the signal and background probabilities, dnduark tagging
information for the otherB. The results arergo= (1.523f8j8§§t 0.022) ps andAmy=(0.492+0.018
+0.013) ps?. The statistical correlation coefficient betwesp andAmy is —0.22.

DOI: 10.1103/PhysRevD.67.072002 PACS nuni§erl3.25.Hw, 11.30.Er, 12.15.Hh, 14.40.Nd

I. INTRODUCTION AND ANALYSIS OVERVIEW bottom quark(B mesong[2]. In the standard model of par-
ticle physics, mixing is the result of second-order charged
The time evolution 0B® mesons is governed by the over- weak interactions involving box diagrams containing virtual
all decay rate Hgo and theBC°-B° oscillation frequency quarks with charge 2/3. IB mixing, the diagrams containing
Amy. The phenomenon of particle-antiparticle oscillationsthe top quark dominate due to the large mass of the top
or “mixing” has been observed in neutral mesons containingduark. Therefore, the mixing frequency is sensitive to the
a down quark and either a strange quétkmesons[1] ora  Cabibbo-Kobayashi-Maskawa quark-mixing matrix element
Viq [3]. In the neutralk meson system, mixing also has
contributions from real intermediate states accessible to both
* Also with Universitadi Perugia, Perugia, Italy. a K® and aK® meson. Real intermediate states lead to a
TAlso with Universitadella Basilicata, Potenza, Italy. difference in the decay rate for the two mass eigenstates of
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the neutral meson system. For tBesystem, the decay rate the lifetime to the world average. Since mixed and unmixed
difference is expected to be 6f(10 2—10 ) times smaller events have different\t distributions, the separation of
[4] than the average decay rate and the mixing frequencynixed and unmixed events gives greater sensitivity taAthe
and is ignored in this analysis. resolution function; as a result, the statistical uncertainty of
We present a simultaneous measurement ofBhdife- 7go IS improved by approximately 15%il0]. Also, since
time and oscillation frequency based on a sample of approxiB* B~ events do not mix, we can use th¢ distributions for
mately 14000 exclusively reconstructBd—D* "¢ *v, de- mixed and unmixed events to help discriminate between

cays[5] selected from a sample of 23 milioBB events B°BY signal events anB* B~ background events in the life-
recorded at th&' (4S) resonance with the BABAR detector time and mixing measurement.

[6] at the Stanford Linear Accelerator Center in 1999-2000. There are three main experimental complications that af-
In this experiment, 9-GeV electrons and 3.1-GeV positronsfect theAt distributions given in Eqs1l) and(2). First, the
circulating in the SLACe" e~ storage ring PEP-[[7], anni-  tagging algorithm, which classifies events into categocies

hilate to producB B pairs moving along the ™ beam direc- depending on the source of the available tagging informa-
tion (z axis) with a Lorentz boost of3y=0.55, allowing a  tion, incorrectly identifies the flavor d,qwith a probability
measurement of the proper time difference between the twec With a consequent reduction of the observed amplitude
B decaysAt. for the mixing oscillation by a factor (2 2w.). Second, the
The decay-time differencAt between two neutraB me- resolution forAt is comparable to the lifetime and must be
sons produced in a coherePiwave state in a’Y (4S) event ~ Well understood. The probability density functio(fRDF’s)

is governed by the probabilities of observing an unmixedfor the unmixed(+) and mixed(—) signal events can be
event, expressed as the convolution of the underlyixig, . distri-

bution for tagging category,
P(B°B°—BoB?)xe~A7°(1 + cosAmyAt), (1)

e~ |Atgud/ 780
or a mixed event 4750 [1%(1~2wc)cosAMyAtyye], )
P(BogoH B°B® or §°§°)oce“m‘”8°(1—cosAmdAt). with a resolution function that depends on a set of param-

2 eters determined from the data. A final complication is that
the sample of selecteB°—D* "¢ v, candidates includes
Therefore, if we measurat and identify theb-quark flavor ~ several types of background for which the distributions
of both B mesons at their time of decay, we can extraggt ~ Must be determined.
and Amy. In this analysis, oneB is reconstructed in the ~ To characterize the backgrounds, we select control
mode B°—D* " ¢*v,, which has a measured branching Samples of events enhanced in each type of background and
fraction of (4.60:0.21)%[8]. Although the neutrino cannot determine the signal and the background probabilities for
be detected, the requirement of a reconstrucei~  €ach eventin the signal samples and the background control
samples as described in Sec. IV. The measuremehtz@nd
the determination oAt and the uncertainty oAt (o,;) for
each event is discussed in Sec. V. Thquark tagging algo-
rithm is described in Sec. VI. In Sec. VII, we describe the
gnbinned maximum-likelihood fit. The physics model axtd
resolution function used to describe the measuxedlistri-
=0 . ) , ~ bution for the signal are given in Sec. VIII. A combination of
or aB”. The remaining charged particles in the event, whichy;onte Carlo simulation and data samples are used to deter-
originate from the otheB (referred to aBy,g), are used 10 ine the parameterization of the PDF's to describe Afte
identify, or “tag,” its flavor as aB® or aB®. The time dif-  distribution for each type of background, as described in Sec.
ference At=tp«—tg=Az/Byc is determined from the |X. The likelihood is maximized in a simultaneous fit to the
separation\ z of the decay vertices for the* ¢ candidate  signal and background control samples to extracBhéfe-
and the taggingB along the boost direction. The average time rgo, the mixing frequencyAmy, the mistag probabili-
separation is about 250m. ties w., the signalAt resolution parameter§,, the back-
The oscillation frequency and the average lifetime of theground At model parameters, and the fraction &"
neutralB meson are determined simultaneously with an un-—.p* ¢+, X decays in the signal sample. The results of
binned maximum-likelihood fit to the measurad distribu-  the fit are given in Sec. X. Cross-checks are described in Sec.
tions of events that are classified as mixed and unmixed. ThIX| and systematic uncertainties are summarized in Sec. XlI.
is in contrast to most published measurem¢818] in which
only 7go is measured, oAmy is measured withrgo fixed to
the world average. There are several reasons to measure the
lifetime and oscillation frequency simultaneously. The statis- The BABAR detector is described in detail elsewhigge
tical precision of this measurement for batfp andAmy is ~ The momenta of charged particles are measured with a com-
comparable to the uncertainty on the world average; hence, fiination of a five-layer silicon vertex trackégVT) and a
is appropriate to measure both quantities rather than fixing0O-layer drift chambefDCH) in a 1.5-T solenoidal magnetic

—D%~ decay and a high-momentum lepton satisfying ki-
nematic constraints consistent with the deca’
—D* ¢*y, allows the isolation of a signal sample with
(65—89% purity, depending on th®° decay mode and
whether the lepton candidate is an electron or a muon. Th
charges of the final-state particles identify the mesonBS a

Il. THE BABAR DETECTOR

072002-4



SIMULTANEOUS MEASUREMENT OF THEB® MESON . . . PHYSICAL REVIEW D67, 072002 (2003

field. A detector of internally reflected Cherenkov radiationcandidate reconstruction status and the source of the lepton
(DIRC) is used for charged particle identification. Kaons arecandidate.

identified with a neural network based on the likelihood ra- . _ .

tios calculated fromdE/dx measurements in the SVT and (1) Events with a correctly recons_tructélf candidate.

DCH, and from the observed pattern of Cherenkov light in (@ Events that originate fror8B events.

the DIRC. A finely segmented Gdll) electromagnetic calo- (i) Events with a correctly identified lepton candidate.
i ; i 0 *—p+
rimeter(EMC) is used to detect photons and neutral hadrons, (A) Signat—B"—D* " {" v, (X) decays, where the
and to identify electrons. Electron candidates are required to D*~ and lepton originate from a common
have a ratio of EMC energy to track momentum, an EMC point. (X) indicates the possibility of one or
cluster shape, DCHE/dx, and DIRC Cherenkov angle all more pions or photons from the direct decay of
consistent with the electron hypothesis. The instrumented the parentB or from the decay of short-lived
flux return (IFR) contains resistive plate chambers for muon intermediate resonancésadially and orbitally
and long-lived neutral hadron identification. Muon candi- excitedD states.
dates are required to have IFR hits located along the extrapo- (B) Uncorrelated-lepton backgrourdevents in
lated DCH track, an IFR penetration length, and an energy which the lepton does not come from the pri-
deposit in the EMC consistent with the muon hypothesis. mary B decay that produced th®* ~: (B
—D* "X, otherB—¢"Y) or (B—=D* " X,X
Ill. DATA SAMPLES —7Y),
(C) Charged B backgroundB*—D* ¢ v, X.

The data used in this analysis were recorded with the (i) Fake-lepton backgrourdevents with a misiden-

BABAR detector at the PEP-II storage ring in the period tified lepton candidate.

October 1999 to December 2000. The total integrated lumi- () Continuum backgroune-cc— D* ~X.

nosity of the data set is 20.6 Th collected at theY (4S) (2) CombinatoriatD* backgrouné—events with a misre-
resonance and 2.6 T collected about 40 MeV below the constructedD* ~ candidate.

Y (4S) (off-resonance dajaThe corresponding number of

producedBE pairs is 23 million.
Samples of Monte Carlo simulateBB and cc events, A. Lepton candidates

generated with &EANT3 [11] detector simulation, are ana- | epton candidates are defined as tracks with momentum
lyzed through the same analysis chain as the data to chegfteater than 1.2 Gel¢/in the Y(4S) rest frame. For the

for biases in the extracted physics parameters and are algp- e+ samples, the electron candidate passes selection cri-
used to develop models for describing physics and detectqgrig with a corresponding electron identification efficiency

resolution effects. However, the values of the parametergf apout 90% and hadron misidentification less than 0.2%.
used in these models are determined with data. The equiVgy, the D* ~ " samples, the muon candidate passes selec-

lent luminosity of this simulated sample is approximatelyion criteria with a corresponding muon identification effi-
equal to that of the data f@B events and about half that of ciency of about 70% and hadron misidentification between
data forcc events. In addition, we generate signal Monte2% and 3%. The particle identification criteria in BABAR
Carlo samples in which one neutiBlmeson in every event are described in detail elsewhdt3]. A sample enriched in
decays td* ¢ " v,, with D* -~ D%, and the other neu- fake-lepton background is also selected, wHate ¢ can-
tral B meson decays to any final stgt#2]. The D° then  didates are accepted if the leptdails both electron and
decays to one of the four final states reconstructed in thigiuon selection criteria looser than those required for lepton
analysis(described in the next sectipThe equivalent lumi- ~candidates. This sample is used to determine the fraction and
nosity of the simulated signal samples is between 2 and &t distribution of the fake-lepton background.
times that of the data, depending on & decay mode.

B. D*~ candidates

IV. EVENT SELECTION AND CHARACTERIZATION D*” candidates are selected in the decay made
- _ —D% . The D° candidate is reconstructed in the modes
We select events containing a fully reconstructet

o et et 0_+ _—

and an identified oppositely charged electron or muon. Thi& ™ K 7w, Ko ' andKJm o The daugh-_
D*~¢* pair is then required to pass kinematic cuts that enfers of theD® decay are selected according to the following
hance the contribution of semileptonR®—D* ~¢* v, de- deflnltlpns.wo candidates are reconstructed from two pho-
cays. In addition to the signal sample, we select several cofons with energy greater than 30 MeV each, and an invariant
trol samples that are used to characterize the main sources Bass between 119.2 and 150.0 Me¥/and a total energy
background. greater then 200 MeV. The mass of the photon pair is con-

We define the following classification of the sources ofStrained to ther® mass and the photon pair is kept asra
signal and background that we expect to contribute to thi§andidate if they” probability of the fit is greater than 1%.
sample. The nomenclature shown in italics will be usedKs candidates are reconstructed from a pair of charged par-
throughout this paper to define signal and all possible typeticles with invariant mass within 15 Me¢ of the K2 mass.
of background. Events are classified according to e The pair of tracks is retained ask{ candidate if they?
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probability that the two tracks form a common vertex is We define two angular quantities for eabi ~¢* candi-
greater than 1%. Charged kaon candidates satisfy loose kaolate to classify them into a sample enriched B?
criteria[13] for the K™ 7~ mode and tighter criteria for the —D* " €¢*v, signal events, and a sample enriched in
Kta a7 andK* 7~ 7% modes. For th&K " 7~ 7#° and  uncorrelated-leptonbackground events. The first angle is
K277~ modes, a likelihood is calculated as the square offox ¢ the angle between th@* = and lepton candidate in
the decay amplitude in the Dalitz plot for the three-bodythe Y (4S) rest frame. The second &g p«(, the inferred
candidate, based on measured amplitudes and phadps angle bfaneen the direction of ti? and the vector sum of
The candidate is retained if the likelihood is greater tharfn® D* ~ and lepton candidate momenta, calculated in the
10% of its maximum value across the Dalitz plot. This cri- Y (45) rest frame. Since we do not know the direction of the

O . .
terion rejects about 95%97%) of uniform background and B”, we calculate the cosine afs,p+ from the following
has a signal efficiency of about 62048%) for the K * 7~ 7r° equation, in which we assume that the oBlylecay particle

(K27T+777) mode if the real signal is described by the resultsmlssed in the reconstruction is a massless neutrino:

in Ref.[14]. | —(Mio+ M3, ,— 2EgEps()
D® candidates in theK'#~, K'n #'x~, and COSOg px (= AT (4)
K27+ 7~ modes K7~ #° mode are selected if they have PellPox¢

an invariant mass within 17 Me¥f (34 MeV/c?) of the D°

mass. The invariant mass of the daughters is constrained Wil quantities in Eq.(4) are defined in th& (4S) rest frame.

the D® mass and the tracks are constrained to a commofhe energy and the magnitude of the momentum oftlaee

vertex in a simultaneous fit. THB® candidate is retained if calculated from th@"e™ center-of-mass energy and tB&

the x? probability of the fit is greater than 0.1%. mass. For truB°—D* ~¢* v, events, co$p«( lies in the
The low-momentum pion candidates for thB*~ physical regiorf —1, +1], except for detector resolution ef-

—.D% decay are selected with total momentum less thar{€Cts: Backgrounds lie inside and outside the rapgd,
450 MeV/c in the Y (4S) rest frame and momentum trans- +1]- We also calculate the same angle with the lepton mo-
verse to the beamline greater than 50 MeVIihe momen- mentum direction reﬂect_ed through the origin in tH¢4S)

tum of theD* ~ candidate in theY (4S) rest frame is re- €St frame:fg px (). This angle is used to select samples
quired to be between 0.5 and 2.5 GeV/The requirements nriched in uncorrelated-l_ep%on bilc_kg+round:

on the momenta of the low-momentum pion a8~ can- A sample enhanced irB"—D*"{"», signal events

o ; i

didates retain essentially all signal events and reject highdfalléd theopposite-sidesample is composed ofD* ~¢

momentumD* ~ from continuum events. candidates with cogp«<0 and|cosép«(|<1.1. Samples
D*~ candidates are retained iii(D*)—m(D°) is less &€ defined for lepton candidates that satisfy the criteria for

2 o ... =5 __ anelectron, a muon and a fake lepton. The first two samples
than 165MeVE®, wherem(D*) is the candidateD s are the signal samples, and the latter is féee-leptoncon-
mass calculated with the candiddd® mass constrained to trq| sample.
the true D mass,m(D°). Note that them(D*)—m(D°) An additional background control sample, representative
distribution has a kinematic threshold at the mass ofithe of the uncorre|ated_|epton background and calledshme-
and a peak at 145.5 Mekﬁ with a resolution of 1 I\/leV(t2 side samp|6, is Composed @* ¢ candidates Satisfying
or better. We have retained the sideband of theD*)  ¢osgy.,=0 and |cOSOg px(—¢)|<1.1. We use CO8gpx(—y
—m(D°) distribution for studies of combinatori@?* back-  rather than cosgps, because, in Monte Carlo simulation,

ground. the distribution of cogg p+ (¢ in this control sample is simi-
lar to the distribution of co8gp+, for uncorrelated-lepton
C. D* (™ candidates background in the signal sample, whereas the distribution of
D* ¢+ candidates are rejected ifcosét, /= 0.85, g?ﬁsei%%e in the background control sample is systematically

where 6, is the angle between the thrust axis of the
D*~¢" candidate and the thrust axis of the remaining
charged and neutral particles in the event. The distribution of D. Signal and background subsamples

|costisi is peaked at 1 for jetlike continuum events and is Approximately 68000 candidates pass the above selection

flat for more sphericaBB events. _ __ criteria. These candidates are distributed over two signal
D*~¢" candidates are retained if the following criteria samples and ten background control samples defined by the

are met: they? probability of the fit of the leptonsz~, and following characteristics:

D candidates to a common vertex is greater than 1%; the (1) whether the data were recorded on or off He4S)

decay point 0B,gis determined from at least two tracks; the resonancétwo choices;

fit that determines the distandez between the twd® decays (2) whether the candidate leptonsame sider opposite

along the beamline converges; the time between decst)s ( sideto theD* ~ candidatetwo choice$;

calculated fromAz is less than 18 ps; and the calculated (3) whether the lepton candidate passes the criteria for an

error onAt (o) is less than 1.8 ps. See Sec. V for detailselectron, a muon, or a fake leptdthree choices

on the determination of the decay point®fgy and the cal- The signal samples are the electron and muon samples in the

culation of At and oy . opposite-side, on-resonance data.
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A3000'\""| I ¥enal+BG (\,..\3000-| T I 5enal ¥ BG
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FIG. 1. m(D*)—m(D°) distribution for events passing all selection criteria Bf—D* ¢ " v,, with (a) an electron ob) a muon
candidate. The points correspond to the data. The curve is the result of a simultaneous unbinned maximum likelihood fit to this sample of
events and a number of background control samples. The shaded distributions correspond to the four types of b@8i&rdesctibed in
the text. The chargeB background is not shown separately.

The combinatoriaD* background can be distinguished ~ We fit them(D*) —m(D?) distributions to determine sig-
from events with a redD* ~ in a plot of the mass difference nal and background probabilities for each of the 360 sub-
m(D*)—m(D%. Them(D*)—m(D°) distributions for the samples. The peak due to ré&st ~ candidates is modeled by
samples of signal eventspposite-sid®* “e* andD* " u*
candidates in on-resonance dadee shown as data points in
Fig. 1 for (a) electron candidates arity) muon candidates.
The contributions of the three types of background that con-
tain a realD* ~ (continuum, uncorrelated lepton, and fake
lepton, together called thpeaking background except for
the charged background, are also shown in the plots. The
m(D*)—m(D?% distributions for five background control 40 145 150 155 160 165 0140 145 150 155 160 165
samples used for determining the background levels in the m(D)-m(D*) (MeVic') m(D"ym(D") (MeV/e')
signal sample are shown as data points in Fig. 2: opposite-
side(a) D* “e* and(b) D* ~u* candidates in off-resonance
data; same-sidéc) D* “e" and(d) D* “u* candidates in
on-resonance dat&) opposite-siddD* ~ -fake-lepton candi-
dates in on-resonance data. The remaining five backgrounc
control samples are useful for determining the background
levels in the first five control samples.

Each of the 12 samples described above is further divided 5, 145 150 155 160 165 O 140 145 150 155 160 165
into 30 subsamples according to the following characteristics m(D")-m(D’) (MeVrc") m(D")-m(D") (MeVic’)
that affect them(D*)—m(D°) or At distributions.

=]

! T Signal + BG "

(@) [ Uncorrelated D*1 BG
~ B Fake lepton BG B
M Continuum BG
[@ Combinatorial D* BG

L Signal + BG
[ Uncorrelated D*1 BG
M Fake lepton BG
B Continuum BG
@ _Combinatorial D* BG

(b)

v

Events /(0.5 MeV/c®)
Events / (0.5 MeV/c 2)

L Signal+ BG

[ Uncorrelated D*1 BG
M Fake lepton BG 4
B Continuum BG

@ Combinatorial D* BG

—— Signal +* BG "

[ Uncorrelated D*I BG
M Fake lepton BG -
M Continuum BG
@ Combinatorial D* BG

g
5

v
=}
[
(=]

Events / (0.5 MeV/c?)
Events / (0.5 MeV/c?)

(1) Thew™ from theD* ~ decay reconstructed in the SVT 2000 o) e |
only, or in the SVT and DCHtwo choice$ The m(D*) 2 000 - 2*;‘:33;5;‘;1“;5 |
—m(DP) resolution is worse when the ™ is reconstructed S _Combinatorial D BG
only in the SVT. £2000

(2) The D° candidate reconstructed in the md¢ié =~ or ‘51000
Kta~m® or (KTo w" o~ or Kdn"7™) (three choices
The level of contamination from combinatoridf* back- a0 a5 150 155 160 6

] — m(D )-m(D") (MeV/c")
ground and then(D*)—m(D?) resolution depend on tHa° ®

*Y) _ 0y distributi i _
decay mode. FIG. 2. m(D*)—m(D") distribution for events passing all se

(3) The b-tagging information used for the othér (five lection criteria in background control samples: opposite-saje

hoi ) S The | | of tamination f h D* e' and(b) D* u* candidates in off-resonance data; same-
choices; see Sec. }/IThe level o cop amination from eac side(c) D* “e* and(d) D* ~u* candidates in on-resonance data;
type of background and thkt resolution parameters depend (e) opposite-sidd* ~-fake-lepton candidates in on-resonance data.

on th_e tagging mfor_ma_tlon_. ) The points correspond to the data. The curve is the result of a
This allows subdivision into 360 samples. In the unbinnedsimytaneous unbinned maximum likelihood fit to this sample of
maximum likelihood fits to them(D*)-m(D° and events, the signal sample, and a number of other background con-
(At,oy,) distributions, individual fit parameters are sharedtrol samples. The shaded distributions correspond to the four types

among different sets of subsamples based on physics moif background described in the text. The char@ebackground is
vation and observations from the data. not shown separately.
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TABLE |. Peak yields and the fraction of them that are due to continuum, fake-lepton, and uncorrelated-
lepton events. Also shown is the combinatofidi- fraction of total events in an(D*)—m(D°) signal
window for the signal and background control samples in on-resonance data. Peak yields include the peaking
backgrounds. The signal window for combinatofil- background fractions is defined as
(143—-148) MeVt2. e, u, and fake indicate the type of lepton candidate: electron, muon or fake lepton.

Category Peak yield fcom(%) ffake(%) funcor(%) fcoml{%)
Opposite side
e 7008+ 91 1.5-0.4 0.168-0.004 3.104 17.9-0.2
o 6569+ 88 2.3-0.6 2.670.07 2.9-0.5 18.4-0.3
Fake 8776:108 12.8:1.3 72.4-1.8 0.7+1.6 31.4:0.2
Same side
e 306+ 21 <5.9¢ 0.53+0.04 56.9-7.0 34.0:1.3
M 299+ 20 5.1+3.6 8.9+ 0.6 48.9+8.0 34.4-1.3
Fake 1356:-45 20.4:4.1 74.4-5.4 3.657.8 42.6+0.6
890% C.L.

the sum of two Gaussian distributions; the mean and varidetermine the continuum-background yields in on-resonance
ance of both the Gaussian distributions, as well as the reladata.

tive normalization of the two Gaussians, are free parameters (2) Fake-lepton backgroundParticle identification effi-

in the fit. We model the shape of the combinatobdi-back-  ciencies and misidentification probabilities for the electron,

ground with the function muon, and fake-lepton selection criteria are measured in
c separate data samples as a function of laboratory momentum,
1 om—m,_ - om | “2 .
N 1—exp — , (5)  polar angle, and azimuthal angle, for true electrons, muons,
C1 mﬂT’

pions, kaons, and proton&°B° and B*B~ Monte Carlo
simulations are used to determine the measured laboratory
where sSm=m(D*)—m(D°), N is a normalization constant, momentum, polar angle, and azimuthal angle distributions
m,- is the mass of ther™, andc; andc, are free param- for true electrons, muons, pions, kaons and protons that pass
eters in the fit. An initial unbinned maximum likelihood fit is all selection criteria foD* ~¢* candidates, except the lepton
performed to determine the shape parameters describing ther fake-lepton identification criteria. These distributions are
peak and combinatorid* background. Separate values of combined with the measured particle identification efficien-
the five parameters describing the shape of the peak are useiés and misidentification probabilities to determine the
for the six subsamples defined k) whether ther ™ candi-  momentum- and angle-weighted probabilities for a true lep-
date is tracked in the SVT only or in both the SVT and DCHton or true hadron to pass the criteria for a lepton or a fake
(two choice$, and (2) the three types oD° decay modes. lepton in each of th®* ~¢™ signal and background control
Each of these six groups that use separate peak parameters#nples. We then use these efficiencies and misidentification
further subdivided into 12 subgroups that each uses a diffefprobabilities, and the observed number of electron, muon
ent set of the two combinatori&* shape parameters but the and fake-lepton candidates in each subsample in data, after
same set of peak parameters. Ten of these 12 subgroups #enoving the continuum background contribution, to deter-
defined by the five tagging categories for the large signamine the number of true leptons and fake leptamsdrong
samples and for the fake-lepton control samples, in onin each control sample.

resonance data. The other two subgroups are defined as (3) Uncorrelated-lepton backgrourdThe relative effi-
same-side, on-resonance samples and all off-resonanciencies for signal and uncorrelated-lepton events to pass the
samples. criteria for same-side and opposite-side samples are calcu-

Once the peak and combinator@f shape parameters lated from Monte Carlo simulation. These efficiencies and
have been determined, we fix the shape parameters and de m(D*)—m(D°) peak vyields, after removing the con-
termine the peak and combinator@f yields in each of the tinuum and fake-lepton background contributions, are used
360 subsamples with an unbinned extended maximumto determine the number of uncorrelated-lepton events in
likelihood fit. each subsample.

The total peak yields in the signal sample and each back- The peak yields and continuum, fake-lepton, and
ground control sample are then used to determine the amounncorrelated-lepton fractions of the peak yield, as well as the
of true signal and each type of peaking background in th&€ombinatorialb* fraction of all events in am(D*)
m(D*)—m(D?) peak of each sample as follows. —m(D% signal window, are shown in Table | for the signal

(1) Continuum backgroune-For each subsample in on- and background control samples in on-resonance data. The
resonance data, the peak yield of the corresponding sulpeak yields include the peaking backgrounds. The signal
sample in off-resonance data is scaled by the relative intewindow is defined as (143—148) Med for the calculation
grated luminosity for on- and off-resonance data, toof the combinatoriaB* background fractions. Table Il
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TABLE II. Peak yields and the combinatoriBl* background
fraction of total events in an(D*)—m(D°) signal window for
different divisions of the signal samplepposite-side lepton candi-
dates in on-resonance datén the first block, the signal sample is
divided according to the reconstruction status of #e from the
D*~ decay; the second block by ti’ decay mode; and the third
block by theb-tagging information(see Sec. \Jl The signal win-
dow for combinatoriaB* background fractions is defined as
(143—-148) MeVe2.

Category Peak yield f come(%0)
e
SVT only 542781 19.5-0.3
DCH and SVT 158+ 41 11.8-0.4
y
SVT only 505378 20.3-0.3
DCH and SVT 151% 41 11.1-0.4
e
K 2623+53 7.0-0.3
Kamm andKmar 2219+54 28.6-0.5
Krar® 2166+51 16.9-0.5
um
K 2491+ 52 7.4-0.3
Kamr andKmar 1939+ 51 30.9:0.5
K 2139+50 16.1+0.4
e
lepton 783+29 8.2:0.6
kaon 2565+ 55 17.9-0.4
NT1 630+ 27 14.3-0.8
NT2 921+33 20.9-0.7
NT3 2108+51 20.7-0.5
y
lepton 746+28 8.3:0.6
kaon 2393+ 53 18.6-0.4
NT1 545+ 25 15.1-0.8
NT2 958+ 34 19.4-0.7
NT3 1928+ 49 21.8:0.5

shows the peak yields and the combinatobél-background
fractions for different divisions of the signal sample
(opposite-side lepton candidates in on-resonance.dBiés
table demonstrates that the background levels vary signif
cantly among subgroups of the signal sample.

Finally, we use the calculated fractions and fitted shape
of the background sources in each control sample to estima

the probability of each candidate to be signal or each type o

background(combinatorialD*, continuum, fake lepton, or
uncorrelated leptorwhen we fit the At, o) distribution to
determine the lifetime and mixing parameters. We take ad
vantage of the fact that charged and neuBalecays have
different decay-time distributiongbecause the chargel
does not mix to determine the fraction of charg&lback-
ground events in the fit toXt,oay).

V. DECAY-TIME MEASUREMENT

The decay-time differencAt betweenB decays is deter-
mined from the measured separatida=zp« ;— Z;54 along

PHYSICAL REVIEW D67, 072002 (2003

the z axis between thé®* ~¢* vertex position £p+,) and

the flavor-tagging decaBi,, vertex position gg. This
measured\z is converted inta\t with the use of thé' (4S)
boost, determined from the beam enerdi&s| for each run.
Since we cannot reconstruct the direction of Bimeson for
each event, we use the approximatibir~Az/(Byc). With-

out detector resolution effects, this approximation has a bias
that depends on the sum of the proper decay times ;)

of the two B mesons and their direction in thé(4S) rest
frame[16]. Neither of these quantities can be measured be-
cause théx' (4S) production point is not known and the mo-
mentum of theB is not fully reconstructed due to a missing
neutrino. After integrating over; +t, and theB meson di-
rection, the mean and rms of the bias are 0 and 0.2 ps, re-
spectively.

The momentum and position vectors of th8, 7, and
lepton candidates, and the average position ofethe™ in-
teraction pointcalled the beam sppin the plane transverse
to the beam are used in a constrained fit to determine the
position of theD* ~¢™* vertex. The beam-spot constraint is
about 100um in the horizontal direction and 3@m in the
vertical direction, corresponding to the rms size of the beam
in the horizontal direction and the approximate transverse
flight path of theB in the vertical direction. The beam-spot
constraint improves the resolution ap«, by about 20% in
Monte Carlo simulation; the rms spread on the difference
between the measured and true position of @tfe ¢ ver-
tex is about 7Qum (0.4 ps.

We determine the position of thB4 vertex from all
tracks in the event except the daughters of e ¢ * can-
didate, using(%—wr*rf and A —p7~ candidates in place
of their daughter tracks, and excluding tracks that are con-
sistent with photon conversions. The same beam-spot con-
straint applied to th@p+, vertex is also applied to thB,q
vertex. To reduce the influence of charm decay products,
which bias the determination of the vertex position, tracks
with a large contribution to thg? of the vertex fit are itera-
tively removed until no track has g? contribution greater
than 6 or only one track remains. The RMS spread on the
difference between the measured and true position aBthe

vertex in Monte Carlo simulation is about 160n (1.0 ps.
Ll'herefore, the\t resolution is dominated by theresolution

gf the tag vertex position.
t For each event, we calculate the uncertaintyAan(o ;)

Ue to uncertainties on the track parameters from the SVT
and DCH hit resolution and multiple scattering, our knowl-
edge of the beam-spot size, and the avei&fight length in
the vertical direction. The calculated uncertainty does not
account for errors in pattern recognition in tracking, errors in
associating tracks with th vertices, the effects of misalign-
ment within and between the tracking devices, or the error on
the approximation we use to calculai¢ from Az. The cal-
culated uncertainties will also be incorrect if our assumptions
for the amount of material in the tracking detectors or the
beam-spot size or position are inaccurate. We use parameters
in the At resolution model, measured with data, to account
for uncertainties and biases introduced by these effects.
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VI. FLAVOR TAGGING are not sensitive to the mixing frequency, but they increase

All tracks in the event, except the daughter tracks of thethe sen§|t|V|ty to th.EB lifetime. . .
Tagging categories are mutually exclusive due to the hi-

*—pt i i
D™ ¢ Candldoate, ar_eo use_d FO determine Wheth§rBQ@ erarchical use of the tags. Events wittepton tag and no
decayed as 8~ or aB". This is called flavor tagging. We conflicting kaon tag are assigned to tHepton  category.
use five different types of flavor tag, or tagging categories, inf no lepton  tag exists, but the event hakaon tag, it is
this analysis. The first two tagging categories rely on theassigned to thekaon category. Otherwise events are as-
presence of a prompt lepton, or one or more charged kaongjgned to corresponding neural network categories. The

in the event. The other three categories exploit a variety ofyistag rates are free parameters in the final fit. The final
inputs with a neural-network algorithm. The tagging algo- egyits are shown in Table IIl in Sec. X.

rithms are described briefly in this section; see R&T] for

more detalils.
Events are assigned lapton tag if they contain an Vil. FIT METHOD
identified lepton with momentum in th¥(4S) rest frame We perform an unbinned fit simultaneously to events in

greater than 1.0 or 1.1 GeW¥/for electrons and muons, re- each of the 12 signal and control samples or off reso-
spectively, thereby selecting mostly primary leptons from thenance, opposite-or same-side lepton, electron or muon or
decay of theb quark. If the sum of charges of all identified fake lepton—indexed by) that are further subdivided into
kaons is nonzero, the event is assigné@haﬂ tag The final 30 Subsamp'estagging CategoryDo decay mode, with or

three tagging categories are based on the output of a neurgithout DCH hits for the pion from th®* decay—indexed
network that uses as inputs the momentum and charge of thg, ¢). We maximize the likelihood

track with the maximum center-of-mass momentum, the

number of tracks with significant impact parameters with 12 30 N(s.c)
respect to the interaction point, and the outputs of three other =11 I1 II Psc(dme.%e:7), (6)
neural networks, trained to identify primary leptons, kaons, s=1c=1 k=1

and low momentum pions fror®* decays. Depending on

the output of the main neural network, events are assigned wwhere k indexes theN(s,c) eventsx, in each of the 360
an NT1 (most certaip, NT2, or NT3 (least certaintagging  subsamples. The probabilitys .(6my,Xy; 7) of observing
category. About 30% of events are in tiNT3 category, an event my,X,), wherex,=(At,o,¢,9), is calculated as
which has a mistag rate close to 50%. Therefore, these evenasfunction of the parameters

= (1 T DR ™ 18, 12495, 12483, Fo v G0 B G105, 62°. ) ™
as
Ps.c( dMy Ky 7) = F SRR Sm; B GO Ry ; ™) + (1 — M) FPeaK sm; 5o
3 3
X ,21 249, GPA9(R, ; GRYY,) + 1—; fé’%)[(l—f5+>95'g<ik;*§'9>+fs+g°“<ik;q§“>] . ®

where 6m is the mass differencen(D*)—m(D°) defined scribe the probability of observing a particular valuedof
earlier. The symbol “comb” in the first term signifies while functions labeled witl§ give probabilities for values
combinatorialD* background. In the second term, the sym-of At and o, in categoryg. Parameters labeled withde-

bol “pkg” denotes peaking background ardindexes the scribe the relative contributions of different types of events.
three sources of peaking backgroufedntinuum, fake lep- Parameters labeled with describe the shape of@m distri-

ton, and uncorrelated leptprin the last term, the parameter bution, and those labeled with describe a 4t,a,,) shape.

fg+ describes the chargdlfraction in the sample after all The parameters labeled wifh andf have been determined
other types of background are subtracted, and “sig” andby @ set of fits tan(D*) —m(D°) distributions described in
“ch” label functions and parameters for the signal andSec. IV, and are kept fixed in the fit ta\{, o).

chargedB background, respectively. The chargdraction Note that we make explicit assumptions that &ime peak

is assumed to be identical for all categories. The ingés  shape, parametrized hf*®, and the signal and charg@i-
+1 (—1) for unmixed(mixed events. By allowing different background At,o,,) shapes, parametrized I and 6<",
effective mistag rates for apparently mixed or unmixeddepend only on the subsample ind=and not on the control
events in the background functiog®™ and G°*9, we ac- sample indexs. The first of these assumptions is supported
commodate the different levels of background observed iy data, and simplifies the analysis of peaking background
mixed and unmixed samples. Functions labeled wtlde-  contributions. The second assumption reflects our expecta-
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tion that theAt distribution of signal and charge®l-back- intrinsic time dependence convolved with g resolution

ground events does not depend on whether they are selectB#nction:
in the signal sample or appear as a background in a control

sample. YAt 04¢,0:G29)
The ultimate aim of the fit is to obtain tH&® lifetime and 1
mixing frequency, which by construction are common to all = _e—IAttrud/rB°[1+g(1_2w )cog AMyAtye ]
i =Sig it 4TBO ¢ u
sets of signal parametedg. Most of the statistical power ‘
for determining these parameters comes from the signal Q@R(SAL, 045G, (9)

sample, although the fake and uncorrelated background con-
trol samples also contribute due to their signal confeee  whereR is a resolution function, which can be different for
Table ). different event categorieg,is +1 (—1) for unmixed(mixed)
We bootstrap the full fit with a sequence of initial fits events,5At is the residualAt— Aty,e, and w, is the mistag
using reduced likelihood functions restricted to a partial sefraction for categoryc. To account for an observed correla-
of samples, to determine the appropriate parameterization @fon between the mistag rate awd,; in the kaon category
the signal resolution function and the backgrodrtdnodels, (described in Sec. VIII A we allow the mistag rate in the
and to determine starting values for each parameter in thkaon category to vary as a linear function®f; :
full fit.
(1) We first find a model that describes theé distribution Wkaon™ Akaor at+ @onet, (10
for each type of event: signal, combinatoriaf- back-
ground, and the three types of backgrounds that peak in thend allow both the slope..nand the offsetoT' to be free
m(D*)—m(D?) distribution. To establish a model, we use parameters. In addition, we allow the mistag fractionsE0r

Monte Carlo samples that have been selected to correspoqgggS andB® tags to be different. We defink = wgo— wgo
to only one type of signal or background event based on thg 4 . — (wgo+ wg0)/2, so that

true Monte Carlo information. These samples are used to

determine theAt model and the categories of everi&g., 1

tagging category, fake or real lepjotihat can share each of wBo/EozwiEAw. (12
the parameters in the model. Any subset of parameters can be

shared among any subset of the 360 subsamples. We choase S
parametrizations and sharing of parameters that minimize he model for the intrinsic time dependencg has 13 param-
the number of different parameters while still providing an eters:w; and Aw, for each of the five tagging categories,
adequate description of thiet distributions. @aon AMg and 7go. .

(2) We then find the starting values for the background For_theA.t r(_esol_utlon model, we use the_ sum of a S'”g"?
parameters by fitting to each of the background-enhance@auss""_‘n distribution gnd the same Gaussian convolved with
control samples in data, using the modehd sharing of aqne-3|deo! exponential to describe t_he core part_of the reso-
parameters determined in the previous step. Since thesém'pn function, PIUS. a S'”‘;?'e (_Bau“ssuan d|str!but|or_1 to de-
background control samples are not pure, we start with th§Crlbe the pontrlbutlon .Of outliers .—events in which the
purest control samplicombinatorialD* background events reconstructlon errobAt is not described by the calculated
from the m(D*)—m(D°) sideband and move on to less UNcertaintyoy:
pure control samples, always using the models established )
from earlier steps to describe th distribution of the con- Reexpr o AL 038,k 0,874 £
tamination from other backgrounds. =fG(5At;0,50 )+ (1—f—fOUYG(u— 5At;0,50 )

The result of the above two steps is\d model for each BE(U: ko) + FOUG( SAL: bOU soU) (12)
type of event and a set of starting values for all parameters in EAL R '
the fit. When we do the final fit, we fit all signal and control
samples simultaneouslgpproximately 68000 eventdeav-
ing all parameters in thé functions free in the fit, except for
a few parameters that either are highly correlated with other

whereu is an integration variable in the convoluti@ E.
The functionsG andE are defined by

parameters or reach their physical limits. The total number of . = 1 v x)2 2

parameters that are free in the fit is 72. The physics param- GxiXo,0)= 27o X~ (x=X0)/(20)7] (19

etersTgo andAmy were kept hidden until all analysis details

and the systematic errors were finalized, to minimize experiand

menter’s bias. However, statistical errors on the parameters

and changes in the physics parameters due to changes in the 1 )

analysis were not hidden. E(xa)= 5 &xx/a) if x=<0, (14
0 if x>0.

VIIl. SIGNAL At MODEL

For signal events in a given tagging categoyyhe prob-  The exponential component is used to accommodate a bias
ability density function forAt consists of a model of the due to tracks from charm decays on g side.
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Since the outlier contribution is not expected to be de-
scribed by the calculated error on each event, the last Gauss- a .orrelationdw /do s ~0.12 ps L
c .

ian term in Eq.(12) does not depend omr,,. However, in
the terms that describe the core of the resolution functio
[the first two terms on the right-hand side of E2)], the
Gaussian widths and the constank in the exponential are
scaled byo,; . The scale factos is introduced to accommo-
date an overall underestimates>1) or overestimate g
<1) of the errors for all events. The constatis introduced

to account for residual charm decay products included in th
Biag Vertex; « is scaled byo,; to account for a correlation

observed in Monte Carlo simulation between the mean of th<t3h

SAt distribution and the measurement ertoy; .

The correlation betweedAt and o, is due to the fact
that, in B decays, the vertex error ellipse for tiie decay
products is oriented with its major axis along tBeflight
direction, leading to a correlation between dlight direc-
tion and the calculated uncertainty on the vertex positian in
for the B,y candidate. In addition, the flight length of tie
in thez direction is correlated with its flight direction. There-
fore, the bias in the measuré@,, position due to including
D decay products is correlated with tie flight direction.

PHYSICAL REVIEW D 67, 072002 (2003

A. Vertex-tagging correlations

is observed between
the mistag rate and thAt resolution forkaon tags. This

ffect is modeled in the resolution function for signal as a

linear dependence of the mistag ratesqy, as shown in Eq.
(10). In this section, we describe the source of this correla-
tion.

We find that both the mistag rate for kaon tags and the
calculated error okt depend inversely oR'’> ptz, wherep;

% the transverse momentum with respect to thaxis of

tracks from theB,, decay. Correcting for this dependence of
e mistag rate removes most of the correlation between the
mistag rate andr,,. The mistag rate dependence originates
from the kinematics of the physics sources for wrong-charge
kaons. The three major sources of mistagged events in the
kaon category are wrong-sigh® mesons fronB decays to
double charmi§— ccs), wrong-sign kaons fro® * decays,

and kaons produced directly B decays. All these sources
produce a spectrum of tracks that have smallp? thanB
decays that produce a correct tag. g dependence origi-
nates from the b dependence of, for the individual con-

Taking into account these two correlations, we conclude thalfiPuting tracks.

D mesons that have a flight direction perpendicular tozhe
axis in the laboratory frame will have the bestesolution
and will introduce the least bias in a measurement ofzhe
position of theB,4 vertex, whileD mesons that travel for-
ward in the laboratory will have poorerresolution and will
introduce a larger bias in the measurement ofgpg vertex.
The mean and rms spread &f residual distributions in
Monte Carlo simulation vary significantly among tagging

categories. We find that we can account for these di1‘ferencesﬁS

by allowing the fraction of core Gaussiafj,to be different

for each tagging category. In addition, we find that the cor-

relations among the three parameters describing the outli
Gaussian I§°", s f°%) are large and that the outlier param-

1
eters are highly correlated with other resolution parameters.gp[]’;,‘é(Attme,g)= E&(Attmg[lJrg(l—wp’m‘)],

Therefore, we fix the outlier biak® and width s°“, and

e

IX. At MODELS FOR BACKGROUNDS

Although the trueAt and resolution ot are not well
defined for background events, we still describe the tatal
model as a “physics model” convolved with a “resolution
function” since an exponential or oscillatory behavior is pre-
served in some backgrounds.

The background\t physics models we use in this analy-
are all a linear combination of one or more of the follow-
ing terms, corresponding to prompt, exponential decay, and

orscillatory distributions:

3 (16

vary them over a wide range to evaluate the systematic un-

certainty on the physics parameters due to fixing these pa-giie (Atyue,0)=
phy: !

rametergsee Sec. X)) The signal resolution model then has
eight free parameters; «, f°, and five fractiond . (one for
each tagging categom).

1 .
mexp( - |Attruell7'bg)[1+ g(l_ whfe)],

As a cross-check, we use a resolution function that is the ,gsc

sum of a narrow and a wide Gaussian distribution, and a

third Gaussian to describe outliers:

Ro+ara( OAL, 05 b,s,f,bY, 8", pOU, sOUt fout)
=fG(SAt;bo s, ,5074) +(1— f— fOU
X G(SAt;bY oy, SV o pp) + FOUG(SAL; DO SO,
(15)

(17
1 b
phys(Attrueyg) = mexﬂ - |Attruel/7' 9
X[1+9(1— w*9cog AmPAt, 0],
(18)

whered(At) is adfunction,g= +1 for unmixed and-1 for
mixed events, and®? and Am®? are the effective lifetime
and mixing frequency for the particular background.

For backgrounds, we use a resolution function that is the
sum of a narrow and a wide Gaussian distribution:

This resolution function has two more parameters thaRc:c(JAt,o4¢;b,s,f,b%,s")

Reexpt - It accommodates a bias due to tracks from charm

decays on th@,, side by allowing the means of the Gauss-
ian distributions to be nonzero.

:fG(ﬁAt,bO'At ,S(TAt)+(1_f)G(5At;bW(TAt ,SWO'At).
(19
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A. Combinatorial-D* background whether the associated lepton candidate is a real lepton or a
Events in which thd* ~ candidate corresponds to a ran- fake lepton. The:_c Mo_nte Carlo sam_ple and off-resonance
dom combination of trackgcalled the combinatoriaD* data are used to identify the appropridte model and shar-

background constitute the largest background in the signalid Of parameters among subsamples. The combinatdfal-

sample. We use two sets of events to determine the appropffackgroundit model and parameters described in the pre-
ate parameterization of thet model for the combinatorial- ViOUS section are used to model the combinatddialback-

D* background: events in data that are in the uppe,ground contribution in the off-resonandg distribution in

m(D*)—m(D°) sidebandabove the peak due to re@r~  data. . _ o

decay$;, and events in Monte Carlo simulation that are iden- 1n€ decay vertex of a re&™ = from continuumcc pro-
tified as combinatoriab* background, based on the true duction always comc!d_es with the primary vertex. If the lep-
information for the event, in both the(D*)—m(D°) side- ton candidate also originates from the primary vertex, we can

band and peak regions. The data and Monte CAtldlistri- use a prompt physics model convolved with a resolution

butions are described well by a prompt plus oscillatory ternfunction that can accommodilt_e a bias due to tracks from
convolved with a double-Gaussian resolution function: charm decays other than tiz" - candidate. If the lepton
candidate is from a charm decay, the measured vertices of

gcomb:[fOSt‘ggﬁiS(Attme,g;Tcomb,Amcomb,w033 the D* “¢* candidate and the remaining tracks are both
- likely to be between the primary vertex and the charm ver-
+(1— 29 GRN Atyye,0; "™ ]® Rg 6 - tex; hence the measurexy is likely to be very small. Both

(20) types of events can be modeled with a prompt model con-
volved with a double-Gaussian resolution function:
Approximately 60% of combinatoridd* background

events are fronB°B° events according to Monte Carlo simu-
lation. Although theD* ~ is not correctly reconstructed, the

identified lepton is very likely to be a primary lepton. The penendence on the flavor tagging information is included to

tagging algorithm can still identify the flavor @ with @ 5ccommodate any differences in the amount of background
reasonable mistag probability, especially for tepton gvents classified as mixed and unmixed.

category, and for the kaon category if the tracks swapped gy fitting to the data and Monte Carlo control samples
between the* "¢~ candidate an®,q are pions. Therefore, it gifferent sharing of parameters across subsets of the
the cqmblnatonaD* background also exhibits oscillatory data, we find that the apparent “mistag fraction” for events
behavior. ot mbcomb w w in the kaon category is significantly different from the
The parameters,)”™, Am®™, 79T f, b, ands” are  igiaq fraction for other tagging categories. We also find that
shared among all subsamples. The parametéf$ f* b, he core Gaussian bias is significantly different for opposite-

ands are allowed to be different depending on criteria suchgije and same-side events. We introduce separate parameters
as tagging category, whether the data were recorded on or off 5ccommodate these effects.

resonance, whether the candidate lepton passes real- or fake-Tnhe total number of parameters used to describeAthe
lepton criteria, and whether the event passes the criteria fQfistribution of continuum peaking background is six. The
same-side or opposite-sid®* ~ and (. The total number of  f resonance control samples in data are used to determine
free parameters in the combinatoriaf- backgroundAt  starting values for the final full fit to all data samples.
model is 24.

The relative fraction o8°B° and BB~ events in the
combinatorialD* background depends slightly an(D*) C. Fake-lepton peaking background

—m(D®). However, no significant dependence of the param- - 7q determine the\t model and sharing of parameters for
or Monte. Carlo simultion. The sample.of ovents i ghels_3ke-epton peaking backgrounds, we B%5° and
' P B*B~ Monte Carlo events in which thB* ~ is correctly

*) 0 H i H ;
m(D*)~m(D") sideband is used to determine the Startlngreconstructed but the lepton candidate is misidentified. In

;:lrl:lefe;or the parameters in the final full fit to all data addition, we use the fake-lepton control sample in data. The
ples. combinatorialb* and continuum peaking backgrounkk

aliomﬁci?g?h:}[ed;c;?ibnetjtmhgesrhgf g%? tﬁzr\?vzgitg;&zﬁg Models and parameters described in the previous two sec-
P P tions are used to model their contribution to the fake-lepton

and widt) are shared between combinatoii- back- At distribution in data. For this study, the contribution of

ground and the three types of peaking background: con:; X . . .
tinuum, fake lepton, and uncorrelated lepton. The WideS|gnal is described by the signal parameters found for signal

Gaussian fraction is allowed to be different for each type Otevents in the Monte Carlo simulation.
background yp Since the fake-lepton peaking background is duB tfe-

cays in which the fake lepton and tiz* ~ candidate can
originate from the sam® or different B mesons, and the
charge of the fake lepton can carry correct flavor information

All cc events that have a correctly reconstrudied™ are  of the reconstructe® candidate, we include both prompt
defined as continuum peaking background, independent @fnd oscillatory terms in thAt model:

gcom: gg{g};(Attruei g; wprmt) ® RG+G . (21)

B. Continuum peaking background
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gfake:[fostggﬁ():/ (Atyue,O; Flake A mfake ;050 tagging categories. All other parameters are consistent

among the different subsamples. The total number of param-
+(1—f°5°)ggL“;;(Attme,g;wprmt)]®RG+G. (22)  eters used to describe the uncorrelated-lepton background is

six. The uncorrelated-lepton control samples in data are used

We find that the apparent mistag rates for both the prompto determine starting values for the final full fit to all data

and mixing terms, and the bias of the core Gaussian of theamples.

resolution function, are different between some tagging cat-

egories. The total number of parameters used to describe the E. Charged B peaking background

fake-lepton background is 14. The fake-lepton control

samples in data are used to determine starting values for tf{ﬁ

final full fit to all data samples.

The charge® peaking background is due to decays of
e typeB*—D*{v,X. Since charge®'s do not exhibit
mixing behavior, we use thAt and tagging information to
discriminate charge& peaking background events from

D. Uncorrelated-lepton peaking background neutralB signal events, in the simultaneous fit to all samples.
To determine the\t model and sharing of parameters for We use the same resolution model and parameters as for the

the uncorrelated-lepton peaking backgrounds weRRfEP neutralB signal since thé\t resolution is dominated by the
and B*B~ Monte Carlo events in which thB* ~ is cor-  Ztag re§oluti9n and theé decay dynamic_s. are very ol
The simulation does not show any significant difference be-

rectly reconstructed but the lepton candidate is from the he sianal and the ch back m idual
otherB in the event or from a secondary decay of the samdWeen the signal and the chargBbackgroundit residua

B. In addition, we use the same-side control sample in daté’istributions. The chargeB background contribution is de-
which is only about 30% uncorrelated-lepton background ir¢"Ped by
them(D*)—m(D°) peak region due to significant contribu-

tions from combinatoriaB* background and signal. The g°h:4 e Mind/ 8 1+ g(1-2wg.)]
combinatorialD* and peaking backgroundt models and T8+
parameters described in the previous two sections are used to ®R(SAL, o Ge), (24)

model their contribution to the same-sidé distribution in

data. For this initial fit, the contribution of signal is described\,\,h(:,.n:;wg+ is the mistag fraction for charge® mesons for
by the signal parameters found for signal events in the Montgygging category.

Carlo simulation. _ _ _ Given that the ratio of the chargdito neutralB lifetime
Physics and vertex reconstruction considerations suggeg! close to 1 and the fraction of charg@mesons in the
several features of that distribution for the uncorrelated- peaking sample is small, we do not have sufficient sensitivity
lepton sample. First, we expect the reconstrudiédio be  tg distinguish the lifetimes in the fit. We parameterize the

systematically smaller than the triet value since using a physics model for theB* in terms of the lifetime ratio
lepton and aD*~ from different B decays will generally 7 . /7.0 and fix this ratio to theReview of Particle Proper-
reduce the separation between the reconstruBied and  ties 2002world average of 1.0888]. We vary the ratio by
Biag Vertices. We also expect that events with small thite  the error on the world average-0.017 to estimate the cor-
will have a higher probability of being misreconstructed aSresponding systematic uncertainties egp and Amy (see
an uncorrelated lepton candidate because it is more likelgec. X

that the fit of theD* ~ and¢ to a common vertex will con- In each tagging category, the fit is sensitive to only two
verge for these events. Finally, we expect truly mixed eventyarameters amongg-, the neutraB mistag fraction {go)

to have a higher fraction of uncorrelated-lepton events beand the charge® fraction (f5+). Therefore we fix the ratio
cause in mixed events the charge of ¢ is opposite that o mistag rateswg /wgo, to the value of the ratio measured

of primary leptons on the tagging side. These expectationg;ith fully reconstructed charged and neutral hadrddide-

We do not expect the uncorrelated-lepton background to
exhibit any mixing behavior and none is observed in the data
or Monte Carlo control samples. We describe thiedistri-
bution with the sum of a lifetime term and a prompt term, The total number of free parameters in the final fit is 72:

X. FIT RESULTS

convolved with a double-Gaussian resolution function: 21 in the signal model, one for the charggdraction, 24 in
R, uncor e the combinatoriaB* background model, and 26 in peaking
GO= G hyd Atyye, 95 7, @) background models. The fitted signit model parameters
+(1- flife)gg[]ry;(Attrue,g;wprm5]®RG+G. are shown in Table IlI.

The statistical correlation coefficient betweego and
(23 Amy is p(Amy,7g0) = —0.22. The global correlation coeffi-
cients(the largest correlation between a variable and every
The effective mistag rates”™ and "™ accommodate dif- possible linear combination of other variabldsr 7go and
ferent fractions of uncorrelated-lepton backgrounds in eventdmy, and some of the correlation coefficients betwegs
classified as mixed and unmixed. We find that the apparerir Amy and other parameters, are shown in Table IV.
mistag rate for the lifetime term is different between some Figure 3 shows theAt distributions for unmixed and

072002-14



SIMULTANEOUS MEASUREMENT OF THEB® MESON . . .

TABLE Ill. Results of full fit to data—signal model and reso-

PHYSICAL REVIEW D67, 072002 (2003

TABLE IV. Global correlation coefficients fodmy and 7go

lution function parameters. A correction, described in Sec. XI A, hasrom the full fit to data and other correlation coefficients for pairs of
been applied tazo andAmy. The uncertainties are statistical only. key parameters in the fit.

Parameter Value Parameter Value
Amy (ps Y 0.492+0.018 Awpnys —0.112+0.028
g0 (P9 1.5239021 Awyrs  —0.023£0.019
fg+ 0.082+0.029 S 1.201+0.063
Dlepton 0.071+0.015 K 0.86+0.17
wdset 0.002:0.024  figpon 0.72+0.10
aon (PS ) 0.229+0.036 fraon 0.609+0.088
oNTL 0.212+0.020 a1 0.69+0.13
ONT2 0.384+0.018 fara 0.70+0.10
ONT3 0.456+0.012 fars 0.723+0.078
A wiepron —0.001£0.022 fout 0.0027-0.0017
A wiaon —0.024:0.015 b%(ps  —5.000 (fixed)
Awym —0.098+0.032 s (p9 6.000 (fixed)

Amy global correlation 0.74
7o global correlation 0.69
p(Amy, 7g0) -0.22
p(Amy,fg+) 0.58
p(7g0,Ssig) -0.49
p(750,%y) -0.26

Figure 5 shows theAt distributions for unmixed and
mixed events, and the asymmeitkyAt) for data samples in
which events are selected based on the background prob-
abilities such that the sample contains 99.5%-pure combina-
torial background eventgleft plots), or 60%-pure fake-
lepton background eventgright plotg. The observed
oscillatory behaviors are expected as explained in Sec. IX.

mixed events in a sample in which the probability of each SiNC& many parameters in the model are free, it is inter-
event being a signal is higher than a threshold chosen so th§6ting o see how the errors argo and Amy, and their

the sample is 80% pure in signal events. The points Corregorrelgtlon, change when different parame’;ers are free in the
spond to data. The curves correspond to the sum of the pr(§|_t, or fixed to th.e|.r best value from the full fit. We perform_ a
jections of the appropriate relative amounts of signal ang€res of fits, f|X|_ng all parameters at the values obtained
backgroundit models for this 80%-pure signal sample. Fig- fom the default fit, excepta) Amg and 7go, () Amy, 7go,

ure 4 shows the time-dependent asymmetry

Nunmixe({At)_ Nmixed(At)
Nunmixec(At) + Nmixeo(At) .
The unit amplitude for the cosine dependencéds diluted

by the mistag probabilities, the experimental resolution,
and backgrounds.

A(At) =

(29)

and all mistag fractions in the signal modé&) Amy, 7go,
andfg+, (d) Amy, 7go, fg+, and all mistag fractions in the
signal model{e) all parameters in the signalt model. The
one-sigma error ellipses for these fits and for the default fit
are shown in Fig. 6.

We can see that the error ago changes very little until
we float the signal resolution function. Floating the back-
ground parameters adds a very small contribution to the er-

FIG. 3. TheAt distribution on
. linear (a), (b) and logarithmic(c),
(d) scale for(a), (c) unmixed and
; (b), (d) mixed events in an 80%-

15 pure signal sample, and the pro-
At (ps) jection of the fit results. Each
event in this sample has a prob-

ability of being a signal higher
than a threshold chosen so that the
sample is 80% pure in signal
events. The shaded area shows the
background contribution to the
distributions.
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XI. VALIDATION AND CROSS-CHECKS

In Sec. XI A, we describe several tests of the fitting pro-
cedure that were performed with both fast parameterized
Monte Carlo simulations and full detector simulations. In
Sec. Xl B, we give the results of performing cross-checks on
data, including fitting to different subsamples of the data and
fitting with variations to the standard fit.

A. Tests of fitting procedure with Monte Carlo simulations

A test of the fitting procedure is performed with fast pa-
rameterized Monte Carlo simulations, where 87 experiments

are generated with signal and background control sample
izes and compositions corresponding to that obtained from

on the data points are computed by considering the binomial propth€ full likelihood fit to data. The mistag rates and distri-
abilities for observing different numbers of mixed and unmixedPutions are generated according to the model used in the

likelihood fit. The full fit is then performed on each of these

events while preserving the total number.

chargedB fraction changes the error adimy the most. The

experiments. We find no statistically significant bias in the
ror. The contribution from the chargdlfraction and mistag average values ofgo and Amy for the 87 fits. The rms
fractions to thergo error is negligible. On the other hand, the spread in the distribution of results is consistent with the

mean statistical error from the fits and the statistical error on

contributions from floating the mistag fractions, resolutionthe results in data, for bothso andAmy. We find that 20%

functions, and backgrounfit models are relatively small.

of the fits result in a value of the negative log likelihood that

We also check the statistical errors on data by measuring smaller(bette) than that found in data.

the increase in negative log likelihood in data in the two-

We also fit two types of Monte Carlo samples that include

dimensional {go,Amy) space in the vicinity of the minimum full detector simulation: pure signal and signal plus back-
of the negative log likelihood. We find that the positive error ground. To check whether the selection criteria introduce any
on rgo is about 6% larger than that determined by the fittingbias in the lifetime or mixing frequency, we fit the signal
program, whereas the other errors are the same as those gdwsics model to the true lifetime distribution, using true
termined by the fit. To take this into account, we increase theéagging information, for a large sample of signal Monte

positive statistical error omgo by 6%.

()

Carlo events that pass all selection criteria. We also fit the

/U-)\ T /; 10 E T T T T T T .
" 5 @ :
2 S ]
2 210 E
S g E 3
& s ]
e E
- TE - ! I IR
a, 1 & E "3
" 5 v F (e) ]
(=] ] < - i
= 1 Itk .
E 18
> = >
) 1 a 1
] 10 * E
! E‘[ﬂll MmE ' A, R i
E\ 1F T T T ] Q 1F T T ]
E E
> 0.5 = > 0.5 n
Z2 - 8 2
NRE R CE Y i 3 | —T Tlah'\\
| 1 : |
0.5 = -0.51~ i
-1 1 1 -1 I 1 1

At(ps)

072002-16

FIG. 5. The At distributions
for (a), (d) unmixed and(b), (e)
mixed events, and(c), (f) the
asymmetry plot in a 99.5%-pure
combinatorialb* sample(a), (b)
and (¢) and in a 60%-pure
D* ~-fake-lepton event sample
(d), (e), and (f). Events are se-
lected based on the background
probabilities, such that the sample
contains 99.5%-pure
combinatorialD* events, or 60%-
pure D* -fake-lepton  back-
ground events. The projection of
the fit results is overlaid on top of
the data points. Errors on the data
points in the asymmetry plots are
computed by considering the bi-
nomial probabilities for observing
different numbers of mixed and
unmixed events while preserving
the total number.



SIMULTANEOUS MEASUREMENT OF THEB® MESON . . . PHYSICAL REVIEW D67, 072002 (2003

= T T TABLE V. Summary of systematic uncertainties on the two
\S;‘ physics parametersgo andAmy.
£0.02r - =
Source S(Amy) (ps)  S(7go) (P9
Selection and fit bias 0.0123 0.0178
z scale 0.0020 0.0060
0 PEP-II boost 0.0005 0.0015
Beam spot position 0.0010 0.0050
SVT alignment 0.0030 0.0056
Background/signal probability 0.0029 0.0032
B B BackgroundAt models 0.0012 0.0063
-0.02 Fixed B*/BC lifetime ratio 0.0003 0.0019
] i : | ] Fixed B*/B° mistag ratio 0.0001 0.0003
002 001 0 001 007 Signalresoluton model 00005 00034
5Ama (pS ) Total systematic error 0.013 0.022

FIG. 6. Comparison of one-sigma error ellipses in then, ~ Value of oy from 1.8 ps to 1.4 ps. Again, we do not find
— g0 plane for fits in which different sets of parameters are free statistically significant changes in the valuesrgé or Amy.
From the innermost to the outermost ellipse, the floating parameters

are Amy,75°%), (Amy, 7go, mistag fractions (Amg,7go,fg+), XIl. SYSTEMATIC UNCERTAINTIES
(Amy, 7go, fg+, mistag fractiony all signal At parameters, and ) ) o
’[he defau|t f|’[(72 ﬂoa’[ing paramete}s We estimate SyStemaUC uncertainties on the parametel’s

Tgo andAmy with studies performed on both data and Monte
measuredAt distribution, using measured tagging informa- Carlo samples, and obtain the results summarized in Table V.
tion, with the complete signaht model described in Sec. The largest source of systematic uncertainty on both pa-
VIIl. We find no statistically significant bias in the values of rameters is the limited statistical precision for determining
Tgo OF Amy extracted in these fits. the bias due to the fit proceduf@ particular, the back-
TheB%B?, B¥B~, andcc Monte Carlo samples that pro- ground modeling with Monte Carlo events. We assign the

vide simulated background events along with signal evemgtatistical errors of a fgll fit to Monte CarI(_) samples.includ—
are much smaller than the pure signal Monte Carlo sample&?9 background to estimate this systematic uncertainty. See.
In addition, they are not much larger than the data samples>®S: XI A for more details. _ _

In order to increase the statistical sensitivity to any bias in- 1he calculation of the decay-time differende for each
troduced when the background samples are added to the V€Nt assumes a nominal detecarcale, PEP-II boost, ver-
we compare the values afo andAm, from the fit to signal tical beam-spot position, and. SVT internal alignment. The
plus background events, and pure signal events from thEEP-Il boost has an uncertainty of 0.1%) based on our
same sample. We find that when background is added, t owledge of the beam energies. Thscale uncertainty is

value of g0 increases by (0.0220.009) ps and the value of determir_1ed by reconst_ructing protons scattered _from_ the
Amy increases by (0.0260.005) ps?, where the error is beam pipe and comparing the measured beam pipe dimen-

the difference in quadrature between the statistical errorSiOns With the optical survey data. Tescale uncertainty is
from the fit with and without background. We correct our €SS than 0.4%. We shift the vertical beam-spot position by

final results in data for these biases, which are each roughigP t©© 80um, or vary the position randomly with a Gaussian
the same size as the statistical error on the results in data. vViStribution with a width of up to 8Qum, and assign the

conservatively apply a systematic uncertainty on this biadariation in the fitted parameters as a systematic uncertainty.

equal to the full statistical error on the measured result in' '€ Systématic uncertainty due to residual errors in SVT

Monte Carlo simulation with background:0.018 ps forrgo internal alignment is estimated by reprocessing the simulated
and +0.012 ps™ for Am, B sample with different internal alignment errors. We assign

the shift of the fitted parameters as a systematic uncertainty.

The modeling of then(D*)—m(D°) distribution deter-
mines the probability we assign for each event to be due to

We perform the full maximum-likelihood fit on different signal. We estimate the uncertainty due to the signal prob-
subsets of the data and find no statistically significant differ-ability calculations by repeating the full fit using an en-
ence in the results for different subsets. The fit is performedemble of different signal and background parameters for the
on datasets divided according to tagging categbrguark  m(D*)—m(DP) distributions, varied randomly according to
flavor of theB°—D* ~¢* v, candidateb-quark flavor of the the measured statistical uncertainties and correlations be-
taggingB, andD° decay mode. We also vary the range\df  tween the parameters. We assign the spread in each of the
over which we perform the fitmaximum value of At| equal  resulting fitted physics parameters as the systematic uncer-
to 10, 14, and 18 psand decrease the maximum allowed tainty.

B. Cross-checks in data

072002-17
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The modeling of the backgroundit distribution affects Amy=(0.492+0.018+-0.013 ps .
the expected background contributions to the sample. The
systematic uncertainty due to the assumed backgraund
distributions is estimated as the shift in the fitted parameterdhe statistical correlation coefficient betweeg and Amy
when the model for the largest backgrourdue to is —0.22.
combinatorialD* events is replaced by the sum of a prompt ~ Both the lifetime and mixing frequency have combined
term and a lifetime term. statistical and systematic uncertainties that are comparable to
The model of the chargeB background assumes fixed those of the most precise previously published experimental
B*/B? ratios for the mistag rates and lifetimes. We vary themeasurementi8]. The results are consistent with the world
mistag ratio by the uncertainty determined from separate fitdverage measurements gfo=(1.542£0.016) ps and\mgy
to hadronicB decays. We vary the lifetime ratio by the sta- =(0.489+0.008) ps* [8].

tistical uncertainty on the world averag8]. The resulting This analysis demonstrates the feasibility of measuring
change in the fitted physics parameters is assigned as a sy§e B~ lifetime and mixing frequency simultaneously Bt
tematic uncertainty. factory experiments, realizing the advantages of better deter-

The final category of systematic uncertainties is due tgninations of theAt resolution function and the amount of
assumptions about the resolution model for signal events. W8~ background. All background fractionat resolution pa-
largely avoid assumptions by floating many parameters téameters for signal and background, and mistag fractions are
describe the resolution simultaneously with the parameters ¢fetermined from the data. The lifetime is most correlated
interest. However, two sources of systematic uncertainty rewith the At resolution parameters for signal, while the mix-
main: the shape of the outlier contribution, which cannot beéng frequency is most correlated with tfi&* background
determined from data alone, and the assumed parameteriz#action. The largest systematic uncertainty on both param-
tion of the resolution for nonoutlier events. We study theeters is the limited statistical precision for determining any
sensitivity to the outlier shape by repeating the full fit with bias due to the fit procedurén particular, the background
outlier Gaussian functions of different means and widthsmodeling with Monte Carlo simulation.

The mean is varied betweenl ps and—10 ps, and the Both the statistical and systematic uncertainties on these
width is varied from 4 ps to 12 ps. We assign the spread oparameters can be reduced with the larger data and Monte
the resulting fitted values as a systematic uncertainty. Wé&arlo simulation samples already available atBrfactories.
estimate the uncertainty due to the assumed resolution p&ther physics parameters, such as the difference in decay
rameterization by repeating the full fit with a triple-Gaussianrates of the neutrd8 mass eigenstates, can also be included
resolution model and assigning the shift in the fitted valuedn a simultaneous fit in future data samples.

as the uncertainty.

The total systematic uncertainty @go is 0.022 ps and on
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