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In the standard model, the charged current of the weak interaction is governed by a unitary quark mixing
matrix that also leads t&€P violation. Measurement of the Cabibbo-Kobayashi-Maskda®@KM) matrix
elements is essential to searches for new physics, either through the structure of the CKM matrix, or a
departure from unitarity. We determine the CKM matrix elemaht| using a sample of 8 10° BB events in

the CLEO detector at the Cornell Electron Storage Ring. We determine the vyield of reconst®fcted
—D**¢v andB~—D*% v decays as a function of, the boost of thd* in the B rest frame, and from this
we obtain the differential decay ratd/dw. By extrapolatingdl'/dw to w=1, the kinematic end point at
which theD* is at rest relative to th&, we extract the produd¥/ | F(1), whereF(1) is the form factor at
w=1. We find|Vp|F(1)=0.04310.0013(staty 0.0018(syst). We combin@/.,|F(1) with theoretical re-
sults for 7(1) to determingV,| =0.0469 0.0014(staty 0.0020(syst} 0.0018(theor). We also integrate the
differential decay rate ovew to obtain B(B°—D**{v)=(6.09+0.19+0.40)% andB(B~—D*%(v)
=(6.50+0.20+0.43)%.

DOI: 10.1103/PhysRevD.67.032001 PACS nuntderl2.15.Hh, 13.20.He

I. INTRODUCTION sum is insensitive to the details of the various final states that

The elements of the Cabibbo—Kobayashi-Maskawacont:]IbUte' q h h ific d =d
(CKM) quark mixing matrix[1,2] are fundamental param- The_second approach uses the specific decay nibde

eters of the standard model and must be determined experizD*{v or B—D{wv. The rate for these decays depends not

mentally. Measurement of the matrix elements tests unifie@nly on |V9b| and well-known weak decay physics, but also

theories that predict the values of these elements. It alsg" Strong interaction effects, which are parametrized by form

offers a means of searching for physics beyond the standarfGCtor_s' In general, these effects are notoriously dlfﬂCL_JIt to

model by testing for apparent deviations of the matrix fromduantify, but because the and ¢ quark are both massive

unitarity, deviations that could arise if new physics affectedcompared to the scale of hadronic physiés=0.5 GeV,

the measurement of one of its elements. The status of thiseavy-quark symmetry relations can be applied Bo

test is often displayed using the famous “unitarity triangle” _>D(*)€7decays[5_9], In the limit m,,m.—, the form

[3]. The CKM matrix elementV,| sets the length of the factor is unity at zero recoil, the kinematic point at which the

base of this triangle, and it scales the constraint imposed bfnal stateD*) is at rest with respect to the initi# meson.

€k (this constraint scales &¥.,|*), the parameter that quan- Corrections to the infinite-mass limit are then calculated us-

tifies CP violation in the mixing of neutral kaongt]. ing an expansion in powers df/mg. Luke showed7] that
Two strategies are available for precise measurement ahe first-order correction vanishes for pseudoscalar-to-vector

[Vepl, both of which rely on the underlying quark decBy  transitions, makingd* ¢v decays more attractive theoreti-

—ctv, where¢ indicatese™ or u™. The first method com-  cally thanD ¢ v for |V,,,| determinatiort. Heavy quark effec-

bines measurements of the inclusive semileptonic branchingve theory (HQET) [10—14 exploits the heavy-quark sym-

fraction and lifetime to determine the semileptonic decay

rate of theB meson, which is proportional t/.|2. Theo-

retical quark-level calculations give the proportionality con- IThere are experimental advantages as well: a larger branching

stant, thereby determiningV/,|, with some uncertainties fraction, a distinctive final state with the narrod*, and less

from hadronic effects. This first approach relies on the valid-phase-space suppression than Bheave decayB— D¢ v near the

ity of quark-hadron duality, the assumption that this inclusiveimportant zero-recoil point.
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metry and offers a rigorous framework for quantifying the analysis. The calorimeter provides photon detection and as-
hadronic effects with relatively small uncertaiftis,16|. sists with electron identification. The energy resolution of the
In this paper, we report more fully on a recently publishedcalorimeter is 3.8 MeV for 100 MeV photons, a typical en-

[17] measurement oV.,| usingB—D* € decays that are €rgy for photons from the decay of the® from the D*°
detected in the CLEO Il detector at the Cornell Electrondecay. The outermost detector component consists of plastic
Storage Ring(CESR. The B—D*{v decays are fully re- streamer counters layered between iron plates and provides

constructed, apart from the neutrino. The analysis takes aéi_etectlon of muons.

vantage of the kinematic constraints available atY{dS) We also use 5|mu_lated _event s_ampl_es froEaNT-based
resonance, where the data were collected, to suppress bacg%l] Monte Carlo simulation. With th|s Mgnte Saﬂo pro-
grounds, help distinguisB* ¢ v from similar modes such as gram, we produce large samples of simulafied D* £ v de-

D1€7, and provide superb resolution on the decay kinematgz)éskg?rinvrfclilsas a sample of 260° BB events to study some

ics. This analysis is the first since a previous CLEO resul
[18] to use not onlyB°—D**¢v decays, but alsdB~
—D*% v decays[19]. Consistency between these two Il EVENT RECONSTRUCTION
modes is a valuable cross-check of our results.

We reconstrucD** candidates and their charge conju-
gates(charge conjugates are implied throughout this paper
through the mode®* * - D% andD°—K ™ =", and we

The Y (4S) is produced and decays at rest, and each
daughterB meson is produced with a momentum of about

0.3 GeVk. As a result,Y(4S)HB§ events tend to be iso-
%0 . x0  tropic, or “spherical,” with particles carrying energy in all
reconstruct D candidates through the modeB directions. When the electron-positron collisions in CESR do

—D%° DY—K~#", andw®— yy. EachD* candidate is ; :
combined with an electron or rzgon candidate. We then di-ngt produceY (43)’s, they can produce, among other things,

vide the reconstructed candidates into binswfvherew is ~ 9d quark pairs, where theis ac, s, u, or d quark. Because
the scalar product of th@® and D* four-velocities, and the mass of these quark pairs is much lower than the energy
equals the relativistig of theD* in the B rest framé? Given ~ ©f the beam, the daughter particles of these quarks’ hadroni-
these vyields as a function of, we fit simultaneously for ~Zation have higher momenta than . These events tend

parameters describing the form factBfw) and the normal- {0 have a more “jetty” appearance; that is, the energy in the
ization atw=1. This normalization is proportional to the event tends to be distributed back to back. The ratio of Fox-

product|V,|2F2(1), andcombined with the theoretical re- Wolfram moment$—|2/H0_ [22] measures an event's jettine_ss,
sults for F(1), it gives us|Vey). with values of the ratio approaching zero for spherical
' ¢ events, and approaching one for jetty events. To suppress

nonBB events, we require that the ratio of Fox-Wolfram
momentsH,/H, be less than 0.4, a condition satisfied by

Our analysis uses 3.33LCF BB events (3.1 fbl) pro-  98% of BB events containing &* (v decay.
duced on théy (4S) resonance at the Cornell Electron Stor-  To reconstructD*¢v candidates we first formD°
age Ring(CESR and detected in the CLEO Il detector. In —K~#" candidates from all possible pairs of oppositely
addition, the analysis uses a sample of 1.6fbf data col-  charged tracks, alternately assigning one the kaon mass and
lected slightly below th&" (4S) resonance for the purpose of the other the pion mass. We require a fiducial cutanfsé|
subtracting continuum backgrounds. Because of miscalibra<0.9 for tracks, whered is the polar angle of the track’s
tion of low-energy showers in the calorimeter in a subset oimomentum vector with respect to the"e™ beam axis.
the data, we use only 3.0410° BB events (2.9 fb1) pro- Traqks outside this fiducial region are excluded from consid-
duced on theY (4S) resonance and 1.57B of data col- €ration because they are poorly measured, having passed
lected below theY (4S) resonance for reconstructig~  through the endplate of one of the inner tracking chambers
_.D*% 7 candidates. and therefore either traversing a significant amount of mate-

The CLEO Il detector[20] has three central tracking rial before entering the outer tracking chamber or never en-

chambers, immersed in a 1.5 T magnetic field, that measuﬁfigng ::ta?wt d?(ljlét\tlssve\/v:tehczn?(tarsuglhtir(;er]Ircl)\fleg&nl}tn;a&sgg );Cf_
charged particle trajectories and momenta. The momentu

resolution is 5 MeV¢ (12 MeV/c) for particles with a mo- cepting candldzates that lie in _the_" W'_nddw'(KT’): 1;865
mentum of 1 GeVé (2 GeV/c) (typical for the lepton and <0.020 GeVE®. Them(K ) distributions forD* "¢ » and
the K and 7 from the D% and 3 MeVk for particles with  D*°¢v candidates are shown in Fig. 1.
momentum less than 250 MeW/(typical for the =" from The pions produced in the decBy — D7 have low mo-
theD**). A CsI(Tl) calorimeter surrounds both the tracking mentum (<250 MeV/c) because the combined mass of the
chambers and a time-of-flight system that is not used for thi©° and = is within 8 MeV/c? of the mass of thé*. We
label these pions “slow.” ForD* * candidates, we add a
slow 77+ candidate to &° candidate, requiring that the slow
2The variablew is linearly related tog?, the squared invariant pion have the same charge as the pion fromDtdecay. This
mass of the virtualV, via w=(m3+m3, —q?)/(2mgmp.), where  pion must also satisfjcos#|<0.9. TheK and  are fit to a
mg andmp.« are theB- and D*-meson masses. common vertex, and then the slow"™ and D° are fit to a

IIl. EVENT SAMPLES
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FIG. 1. Them(Km) distribution for (8) D*“¢» and (b) D*°¢v candidates. All requirements are met excémi(K ) — 1.865
<0.020 GeV£?. We accept candidates that fall between the arrows.

second vertex using the beam spot constraint. For this veemount of material. We therefore require that both photon
texing we use error matrices from our Kalman fift28]. We  candidates satisflcos|<0.71 so as to remain in the part of
then formAm=m(K77)—m(Ka). We look atAm rather  the calorimeter with the best energy and position resolution.
than m(K ) because subtracting tHa° candidate mass Both photons must have energy greater than 30 MeV to limit
from the D* candidate mass cancels some errors in reconbackground from soft showers. We also require the invariant
structing theD®. A plot of Am for D* * candidates is shown massm(yy) to give the knownz® mass within roughly
in Fig. 2@). The vertex constraints improve the resolution bythree times the resolution of 5 Med?: 0.120 GeVE2
about 20% to 0.7 MeW’. We require [Am—0.14544 <m(yy)=<0.150 GeV£?. The Am resolution forD*%'s is
=0.002 ?OeVI:Z for D** candidates. _ about 0.9 MeV#?, so we require|Am—0.1422<0.003

For D*® candidates, we add a slow’— yy candidate t0  Gav/c2. The Am distribution for D*° candidates is shown

0 : 0 .
fjhet D" candidate. rW?n‘;ﬁ”Sg“f“(mnfO: slow = Ca”?t'i' in Fig. 2b), and them(9) distribution is shown in Fig. 3.
ates rom Showers e .S calonmete 0S€ position 1S Finally, we require the momentum of tl2* candidate

inconsistent with extrapolation of any of the tracks recon- 1 > ,
structed in the event. We require that the lateral pattern of° Pe 1€ss thanzVEg—m(Kmm)® (approximately 2.5
energy deposition in the calorimeter be consistent with exSeV/c), whereEg is the energy of the beam. This require-
pectations for a photon. Particles withosf|>0.71 travel —ment suppresses background from ri®B-events.

through the endplate of the outermost tracking chamber be- We next combine th®* candidate with a lepton candi-
fore reaching the calorimeter, again traversing a significantlate, accepting both electrons and muons. Electrons are iden-

2000 L} T I* T I L} T T T L} L} T T L} L} I*ol I L} L} L} T T L} L} T
- (a)D**¢v Candidates 1 L (b) D*%% Candidates -
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1500 1 | ]
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E | i L .
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500r ] 200} .
o [ [ 1 I [ ] 1 1 I [ [ 1 1 ] o [ 1 1 ] ] I 1 [ [ ] I 1 1 1 ] ]
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A m (GeV/c?)

FIG. 2. The Am distribution for (8 D**¢» and (b) D*°¢v candidates. All requirements are met exceptm-—0.14544
<0.002 GeV£? for D* T€v and|Am—0.1422<0.003 GeVt? for D*¢v. We accept candidates that fall between the arrows.
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T T T T kaon, and in the case &* “ ¢ v decays, be opposite that of
I ] the slow pion.

The remaining reconstruction relies on the kinematics of
the B—D*¢v decay. We first reconstruct cés p«¢, the
angle between thB* -lepton combination and thB meson,
computed assuming that the only unreconstructed particle is

a neutrino. This variable helps distinguigm D*@?decays
from background and is necessary for the reconstruction of
w. To form cosfz_p«¢, We first note that the 4-momenta of

3
-]

8
=)

n
[=1
[=4

Candidates O/) 3 MeV/cz)
(=]
(=]

1001 7 the particles involved irBHD*€7decay are related by
T T o s
' i) (Gevic) ‘ PL=(Ps—Por—P0)*. @

FIG. 3. Them(vyy) distribution for D*% v candidates. All
requirements  are met  except 0.120 GEA¥m(yy)
<0.150 GeVt2. We accept candidates that fall between the

arrows. 0=m3+m(D*¢)?

Setting the neutrino mass to zero gives

tified using the ratio of their energy deposition in the Csl —2[E(B)E(D*€)—p(B)-p(D*€)]. 2
calorimeter to the reconstructed track momentum, the shape
of the shower in the calorimeter, and their specific ionizatio .
in the tracking chamber. We require our candidates to lie in e solve for the only*unknown q.u'ant|ty, the angle between
the momentum range 0.8 Ged4 p.<2.4 GeVk, where the B meson and th&=lepton pair:

the upper bound is the end point Bf € v decays. This mo-

mentum selection is approximately 93% efficient fBr 2E(B)E(D*«€)—m§—m(D*€)2

—D*e” v decays. We require muon candidates to penetrate COSOp—p»¢= 2|p(B)||p(D* ¢)] SC)

two layers of steel in the solenoid return yoke, or about 5

interaction lengths. Only muons with momenta above about

1.4 GeVk satisfy this requirement; we therefore demandin forming cosfg_p+,, Wwe use the momenta of tHg2* and

that muon candidates lie in the momentum rangedepton candidates as well as tBemass[24] and averagd

1.4 GeVE=p<2.4 GeVk. This more restrictive muon momentum, measured in our data. At CESR, a symmetric
momentum requirement has an efficiency of approximatele™e™ collider operating on th& (4S) resonance, th8 en-
61%. We require both muon and electron candidates to be iargy and therefore momentum is given by the energy of the
the central region of the detectdc6s6|<0.71), where effi- colliding beams. Instead of relying on beam energy measure-
ciencies and hadron misidentification rates are well underments based on storage ring parameters and subject to sig-
stood. The charge of the lepton must match the charge of theificant uncertainties, we determine the aver&momen-

1 T 1 L I 1 T T 1 I T 1 T T I T ) ) L 1000 T T T ;rol T T T T I T 1 T T I T T T 1
- (a?D*’w Candidates ] - (b)D™#v Candidates .
2500 —11<w<1.15 7 - 1
[---14<w<14 . [ ]
2000 | 1 ~*°r 7]
© i [ ]
(=] o .

S [
o 1500 | 3 s i
= - 500 | -
> [ | i i
@ i ] | -
> 1000 | . [ i
i ] 250} _
500 |- ' y [ i
[ |"I - 1 7
oL - - i ] 0 -J Ll | T ]
-0.10  -0.05 0 005 010 -0.10 -0.05 0 0.05 0.10
Wrec Wgen

FIG. 4. The difference between the reconstructednd generated for simulatedD*W;(a) and D*°€7(b) decays in the generated
intervals 1.kw<1.15(solid) and 1.4&<w<1.45(dashed The normalization of all four histograms is arbitrary.
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FIG. 5. The distribution ofw versus co$p«_, for simulated D X{v decays.

D*¢v decays with lepton momentum between 0.8 GBVH:  minys generated in the third and nintiw bins for simulated
<2.4 GeVk. We accept candidates that fall below and to the left of —, .t _ %0,
the stair-step line. B"—D*"€¢v andB™ —D*"¢v decays.

In the highw bins, we suppress background with minor
loss of signal efficiency by restricting the cosine of the angle

tum directly using fully reconstructeB decays to hadrons. between the momenta of th®* and of the lepton

'I_'he energy spregd Qf the beams anq run-to-run energy Var'?éoseD* _¢)- The distribution of cogpx_, versusw is shown
tions lead to a distribution oB energies and momenta. By . . = w

measuring the momentum distribution of fully reconstructed” Fig. 5 for smgla’;ecBal_D e'f decays. Some backgrounds
hadronicB decays in our data sample, we determine the endre uniformly distributed in this angle. The accepted angles

ergy spread intrinsic to CESR, which is then used to simulat@'® listed in Table I.

BB pair production in our Monte Carlo calculation. For .
coSfz_px¢ We use the trud* mass rather than the recon- IV. EXTRACTING THE  D*(» YIELDS
structedm(K 7r7r) to avoid a bias in the co_p+, distribu- A. Method
tion of the Am sideband, which we use to determine a back-
ground. — >0 Lnia e 2
We next estimatev for each candidate. Exact reconstruc- B—D* { v decays, but als8—D** {» andB—D* 7{ v de-
tion of w, the boost of theD* in the rest frame of tha,  Cays and various backgrounds. In the following, we refer to
requires knowledge of th@ momentum vector. Although the B—D** {» and nonresonanB—D* 7{v decays collec-
magnitude of theB momentum is known, th8 direction is  tively as B—D*X{» decays. In order to disentangle the
unknown. However, it must lie on a cone with opening anglep« ¢, trom the D* X¢ » decays, we use a binned maximum

0-p+¢ around theD* ¢ direction. We calculatev for all B jialihood it [25] to the cosfs_px, distribution. As shown in

flight directions on this cone and average the smallest angi 6 BoD*( d ] ncentrated in the phvsical
largest values to estimate with a typical resolution of 0.03. 9. 5, b~ v decays are concentrate € physica
region, —1=<coséz_p+¢=<1, while the missing mass of the

We divide our sample into ten equal bins from 1.0 to 1.5, e
where the upper bound is just below the kinematic limit of D* X{ v decays allows them to populate dgspx<—1.In
1.504. For a few candidates, the reconstruetddlls outside  this fit, the normalizations of the various background distri-
our range; we assign these to the first or last bin as apprdtions are fixed and we allow the normalizations of the
priate. Figure 4 shows the distributions of reconstrusted D* v and theD* X{» components to float. For eaghbin,
we fit over a co®z_p«, region chosen to include 95% of

TABLE I. The accepted regions of the cosine of the angle bethe D* X{v events in that bin. These regions are listed in

tween theD* and the lepton in eacw bin. Table 1.

The distributions of thé* ¢ v andD* X{¢ v decays come

At this stage, our sample of candidates contains not only

W bin w limits Accepted cosl: ¢ from Monte Carlo simulation. We simulatB* ¢ v decays
min. max. using the form factor of26] and include the effect of final-

1-5 <1.25 ~1.00 1.00 state radiation B—D*€vy) using PHOTOS [27]. For

6 1.25-1.30 —1.00 0.25 D* X (v, we modelD** ¢ v modes according to Isgur, Scora,

7 1.30-1.35 —1.00 0.00 Grinstein, and WiséISGW?2) [28] and nonresonar®* 7€ v

g iigjjg :1:88 :8:2(5) from Goity and Robert§29]. Our model forD*X¢v is

10 =145 ~1.00 _0.75 dominited by approximately equal parts D‘1€7 and
D* w¢v. The other backgrounds, and how we obtain their
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~ TABLE II. The regions of cogs_px, over which we perform a  gmg)| difference in the*e™ —qq cross sections at the two
binned maximum likelihood fit. center-of-mass energies. In reconstructing @0gy,, we
scale the energy and momentum of & and lepton by the
ratio of the center-of-mass energies and useBtheomentum
w bin w limits min. max. measured in on-resonance data to computdteeergy. This
continuum background includes combinatoric and fake lep-

COS6g_p« ¢ fit region

- 130 80 13 ton backgrounds arising from continuum processes.

7 1.30-1.35 —6.0 15

8 1.35-1.40 —-4.0 15 . .

9 1.40—1.45 ~30 15 2. Combinatoric background

10 =1.45 -2.0 1.5 Combinatoric background candidates are those in which

one or more of the particles in tHe* candidate does not
come from a tru®* decay. This background contributes 8%
Cosfg_px ¢ distributions and normalizations, are described inof the candidates in the signal region far+¢v; for
the next section.

D*%¢ v, which suffers from random shower combinations
and does not benefit from the charge correlation of the slow
B. Backgrounds pion, this background contributes 38% of the candidates in

There are several sources of decays other tigan the signal region. Relative to tr[e*_(i;signal, the combina-
—D*¢v and B~D*X{¢». We divide these backgrounds toric background is 10% fob* "¢ v and 70% forD* ¢ v.
into five classes: continuum, combinatoric, uncorrelated, cor- The COSfg_p«, distribution of the combinatoric back-
related, and fake lepton. As an indication of the relative im-ground is provided byD*-lepton combinations in the high
portance of the various backgrounds, in Table Il we giveAm sideband. We choose theAm sidebands of
both the fractiorB; /N, of candidates from each background 0.155 GeVt?<Am<0.165 GeVt? for D**¢» and
source relative to all candidates and the r&idS of each  (0.147 GeVE2<Am<0.165 GeVE2 for D*°¢v. For values

background source t®* ¢ v signal. Because signal events of Am above these ranges, the slow pions tend to be faster,
populate the physical regior 1<coséf_p+,<1, we com- and therefore cofs p«, tends to be larger, while regions
pute bothB;/N,; and B;/S using only candidates in this closer to theAm signal region include signal decays in
“signal region.” We discuss each background and how wewhich the slow pion is poorly reconstructed. With this
determine it below. choice, only 3.5% and 0.4% of tHa* ¢ v decays fall in the
sideband foD* * ¢ v andD* ¢ v, respectively.

The normalization of thé\m sideband candidates is de-

At the Y(4S) we detect not only resonance eventstermined in eachv bin from a fit to theAm distribution with
[Y(4S)—>B§], but also nonresonant events sucheds™~ the sum of properly reconstruct&f's and the combinatoric

—.qq. This background contributes about 4% of the candi-Packground. The line-shape for i peak is taken from

dates within the signal region f@* * ¢ decays, and about sil:rnoulated'D*f; decays. TheD*%¢ line-shape includes
3% for D*°¢ v decays. This is about 5% relative to the D. _candldatoes in which only one of the two photons con-

— . _ stituting thesr~ was correct. Since these candidates preferen-
D*{¢v signal. In order to subtract background from this

tially populate theAm signal region, a fewm3.9% of all
source, CESR runs one-third of the time slightly below the. o P F gnat reg W(3.9%

*0p ~ ; ; ;
Y (49) resonance. For this continuum background, we us® ¢ ? decays remain after our combLnOatgrlc.background
the cosfg_p# ¢ distribution of candidates in the off-resonance Subtraction and are included in ol*"¢v signal. For
data scaled by the ratio of luminosities and corrected for th®* * € v we assume a background shape of the form

1. Continuum background

TABLE IIl. The contribution of each backgrourt to the total
number of candidateN, in the range— 1<cosés_p«,<1 for the
D*"¢v and D*% v analyses. The relative size @*¢v signal
B; /S is also given for the same cég_p+, interval.

n(Am—m_)2exp{[c;(Am—m,)+Ccy(Am—m_)?]},

4

wherec, andc, are constants fixed using an inclusié *
D* "¢y Contribution  D*%¢ v Contribution sample, and we vany, a, and the normalization of the signal

Bi /Nyt Bi/S Bi /Niot Bi/S peak. FoD*°¢ » we assume a background shape of the form
Background (%) (%) (%) (%)
Continuum 3.8 4.7 2.8 5.1 n(Am—m_)%exgb(Am—m_)] (5)
Combinatoric 7.9 10 38 70
Uncorrelated 4.4 5.6 4.7 8.6 o .
Correlated 0.4 0.5 01 0.2 and varyn, a, b, and the normalization of the signal peak.
Fake Lepton 05 0.6 0.2 0.4 The fits forD* "¢ v andD*°¢ v are shown for a representa-

tive w bin in Fig. 7. The normalizations are shown in Fig. 8.
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FIG. 7. TheAm distribution of candidates in the thind bin (1.1<w<1.15) for(a) D* *¢» candidates antb) D*°¢ v candidates with
the result of the fit superimposed. The dealid circles or squarg¢sre superimposed with the combinatoric background distribtashed
curve and the sum of the background and tB& signal (solid histogram In (a) the arrows delimit the fit region. Ifb), the shaded
histogram shows combinations in which only one of the two photons formingrtreandidate was correct. Unless indicated otherwise, the
error bars provided in all figures are statistical only.

As a test of this background estimate, we carry out thesystematic error from this sideband technique in Sec. VI A 2.
same procedure used in data on a sample of 16 million simu- This method of background estimation overlooks a small
lated BB events. Because combinatoric background origi-component of the combinatoric background, a component
nates from random combinations of tracks and showers, wthat arises fronD* decays in which the slow pion is prop-
expect our Monte Carlo program, which is tuned to repro-erly found but theD® candidate is constructed from the prod-
duce track and shower multiplicity and momentum distribu-ucts of aD° decay other tha®°— K~ #*. Although theD°
tions of B decays, to provide a reliable check of the back-is misreconstructed, this background will still peak in the
ground estimation procedure. We compare the trueAm signal region. Most of these candidates hawé< )
background in theAm signal region with the background below our signal region, but Monte Carlo simulation shows
estimate formed using th&m sideband region. There is a thatD°—p* 7 /p~ 7" decays could contribute a few can-
concern that kinematic differences between candidates in thdidates to then(K 7)) andAm signal regions. Although these
Am signal and sideband regions could cause a difference idecay modes have not yet been observed, a combined
the cosfg_p«, shape of the estimated and true backgroundsbranching fraction of 1.3% is plausible given the measured
Figures 9 and 10 show the true and estimated backgroundsanching fraction of allD®— 7" 7~ #° decays; with this

for the Monte Carlo sample. We observe that the shapes dgranching fraction, these modes would increase DK v
differ for D* *€v, consistent with the effect of the strong yield by (0.3-0.2)%. In a sample of 16 million simulated

momentum dependence of the slow-pion efficieri®ec. BB decays, several other modes also contribute, bringing the
VI B). The agreement is better f@*°¢ v. We evaluate the total contribution to (0.%:0.3)%. The contributing modes
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FIG. 8. The ratio of the number of combinatoric background candidates iAhsignal region to the number in them sideband, as

determined from fits tasm for (a) D* * ¢ v and(b) D*°¢v. The cosfs_ps, distribution of the combinatoric background is provided by the
sideband candidates normalized by this ratio.
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FIG. 9. From Monte Carlo simulation, the cés «, distribution forD* * ¢ v combinatoric background candidates in then signal
region(pointg and for scaled candidates from then sidebandhistogram for (a) 1.1<=w<1.15 andb) 1.4<w<1.45. The sideband events
are normalized using a fit to them distribution as described in the text.

are listed in Table 1V. As this contribution has little effect on tion of this background by simulating each of the various
our results, and as the branching fractions of the main consources of uncorrelateD*’s and leptons and normalizing
tributing modes P°—p* 7~ andD°—p~ 7*) are unmea- €ach one based on rates measured from or constrained by the
sured, we account for it in the combinatoric background sysdata. We classify th®* and the lepton according to their
tematic error, but otherwise neglect it. respective sources because different sources give different
momentum spectra for tHe* and lepton, and therefore dif-
ferent distributions in cofz_px .

There are three components of uncorrelated background

Uncorrelated background arises when Bie and lepton  that contribute to both th®* *¢» and D*°¢ » modes. The
come from the decays of differef# mesons in the same first component consists of a lower-vertB (i.e., fromb
event. This background accounts for approximately 5% of_, ¢ transitiong combined with a secondary leptéice., from

the candidates in the signal region for bt ¢y and  p_c—s¢y) (primary leptons from the otheB have the
D*% v decays, contributing 6% and 9% relative@d "¢»  wrong charge correlationthis is the largest component for

andD*°¢ v, respectively. We obtain the cég_ps, distribu-  the D**¢» mode. Secondly, uncorrelated background can

3. Uncorrelated background

200 IIIIIIIIIIIIIIIIIIIIIIIIIIIII 50 IIIIIIIIIIIIIIIIIIIIIIIIIIIII

[ (a)D™ew 1 [(o)p™ew .

i 112w<1.15 1 F 1.4<w<145 i
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-0 -8 -6 -4 -2 0 2 4 -10 -8 -6 -4 =2 0 2

cos O _p#%,

FIG. 10. From Monte Carlo simulation, the c@s p«, distribution forD*°¢» combinatoric background candidates in the signal
region(pointg and for scaled candidates from then sidebandhistogram for (a) 1.1<sw<1.15 andb) 1.4<w<1.45. The sideband events
are normalized using a fit to th&em distribution as described in the text.
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TABLE IV. Decay modes of th®, other tharD°—K =", that TABLE VI. Modes that contribute to the correlated background,
are not fully subtracted by thAm sideband. The third column their assumed branching fractiofBF), and fraction of the total
shows the expected contributidrelative toD°—K™7") to the  correlated background. The numbers given are for EBH& ¢y
D* ¢ v yield from each mode in then(K ) andAm signal regions.  mode. The contributions to tHe* * ¢ » mode are similar.

Mode Branching Fractio®%)  Contribution (%) Mode BF[30] (%) Fraction (%)
DE—>K+K’ 0.425+0.016% 0.05+0.03 BD*%r 3 1.65 36.0
+ - a J—
D"—a ™ 0.15&0.002 0.02+0.02 B—>D:7D*O 3.08 18.7
DO K Ty 3.47+0.17 0.02+0.02 = Leop K ) 6 18.7
DO~ 7 O 16+1.12P 0.33+0.24 iy 24 151
DOK p* 10.8+1.0° 0.02+0.02 5=br Y ' '
DO—K* 7t 1.7+0.22 0.01+0.01 B—DsD 1.39 6:5
DO 7 v 0.37+0.06¢ 0.07:0.05 B—D*%yX; y—e'e 36
BoD*%r v 0.47 1.4
Total 0.52+0.25

3From Ref.[30].

®The simulation includes nonresondd?— " 7~ #° and resonant
D°— p7 submodes.

CAssuming lepton universality, we use tBRf— 7~ e* v branching
fraction for D%— €.

measured value of (8.990.42)% [32], where the error in-
cludes statistical and systematic errors; since this measure-
ment was made at CLEO, we include only the systematic
errors that are uncorrelated with our analysis. Likewise, we
adjust the secondary lepton rate for leptons with momenta
between 0.8 Ge\W and 2.4 GeW¢ to its measured value of

_ -7 = & _ (1.53+0.12)%[32]. Finally, we adjustyy, the B°—B° mix-
upper-vertex(i.e., fromb—c, as inb—ccs) is combined  ing probability, to its measured value of 0.178.009[30].

with a primary leptorji.e., fromb—c(u) € v]. Finally, in the

D*% v case, the largest source of uncorrelated background 4. Correlated background

consists of candidates in which theand 7 from a lower- Correlated background candidates are those in which the
vertexD* have been exchanged and paired with a primanp* 544 lepton are decay products of the saByebut the
lepton from the otheB. (This background does not occur for decay was NoB—D* {7 of BD*X¢7. The most com-

D**¢v because we constrain the charge of the slow-pionmon sources arB—D* v followed by lebtonicr deca
candidate to be opposite to that of the kaon. TV y leptonicr Y,

We first determine the production rate of upper-vertexand B—D* D)™ followed by semileptonic decay of the
D*’s from B decays using the measured branching fraction®s - The uncorrelated background contributes 0.5% and
of modes such aB—D®)D®*)K®*) [31]. We do this in two  0.2% compared to th®* *¢v and D*%¢ v signals, respec-

D* momentum bins, relying on our simulation of such de-tively. The background is small; we therefore rely on our
cays for theD* momentum distribution. To determine the Monte Carlo simulation to quantify it. The decay modes and
lower-vertexD* production rate, we measure the rate of in-Pranching fractions used are listed in Table VI.

clusive D* production fromB decays in the data in each

momentum bin and subtract the upper-vertex contribution 5. Fake lepton background

from each. The results are shown in Table V. We determine fake lepton background arises when a hadron is misiden-

the background contribution frol's reconstructed with ex- tified as a lepton and is then used in our reconstruction. Fake
changeK’s and7’s by studying inclusiveD™ * decays with  |eptons make up 0.5% of candidates in the signal region for

the charge correlation of the slow pion reversed. D**¢v and 0.2% forD*%¢: relative to signal, the back-

We normalize the primary lepton decay rate for leptons r - ;
. ; ound contributions are about 0.5%. To assess this back-
with momenta between 0.8 Ge¥//and 2.4 GeV¢ to its J °

ground we repeat the analysis, using hadrons in place of the

_ _ . lepton candidates. After subtracting continuum and combina-
TABLE V. The rate perBB pair used to normalize th® toric backgrounds, we normalize the as p«, distributions

elements of the uncorrelated background. The errors indicate thgith the probability for a hadron to fake an electron or muon.

variation used to assess the systematic uncertainty in the backye measure the momentum-dependent fake probability us-

also occur when th&® andB° mix or when aD* from the

ground. ing kinematically iéjentified samples of hadrons: pions are
identified using Ke— 7+ 7~ decays, kaons usind*™"

Rate Po-=13 GeVk  pp.>1.3 Gevk —>D°7r*—>K*7-r+7rS*, and protons fronh — p# . The fake

lower-vertex,D* * 0.281+0.032 0.242:0.015 probabilities are then weighted by species abundand® in

lower-vertex,D*° 0.231+0.031 0.272-0.014 decays and the momentum spectrum of hadronic tracks in

upper-vertexp* * 0.048+0.024 0.012-0.006 events with an identifie®* * to obtain an average fake rate

upper-vertex p*° 0.048+0.024 0.0040.002 of 0.035% for a hadronic track to fake an electron and 0.68%

to fake a muon.
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FIG. 11. The co%s_ps, distribution (solid circles for D* * € v in the intervals(a) 1.1=w<1.15 and(b) 1.4<w<1.45 with the results
of the fit superimposechistogranm). The arrows indicate the fit ranges.

6. D*¢v and D* X cosfs_px, distributions be compatiblg.This sideband subtraction correctly accounts
for the small number of signal decays that populateAine

The cosf_ps, distributions of D*¢v and D*X{¢v de- sideband.

cays are obtained from simulat&® events in which one of
the B’s is required to decay t®* € v or D* X¢v. Since the
otherB in the event also decays, the a&is p«, distributions
can contain the same backgrounds listed above. Using Having obtained the distributions in cég p« of the sig-
generator-level information, we veto all background source§al and background components, we fit for the yield of
except the combinatoric background, for which we performD* ¢ v candidates in eactv bin. Two representative fits are
the sameAm sideband subtraction used in the data. In theshown forD**¢» in Fig. 11 andD*%¢v in Fig. 12. The
sideband subtraction, we use the signal-region to sidebarglality of the fits is good, as is agreement between the data
ratios obtained fromAm fits for the data.(Comparison of and fit distributions outside the fitting region. We summarize
these ratios for data and simulat®® decays shows them to the observed* ¢ v andD* X{ v yields in Fig. 13.

C.B—D* (v yields

T [ T
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FIG. 12. The co%_p«, distribution (solid squaresfor D*%¢ v in the intervals(a) 1.1=w<1.15 and(b) 1.4<w<1.45 with the results
of the fit superimposechistogram. The arrows indicate the fit ranges.
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FIG. 13. The observeth) D* * ¢ v andD* " X¢ v yields and(b) D*°¢» and D*°X¢ v yields in eachw bin.

The D*X¢v vyields correspond to branching fractions shows theD* energy distributions, and Figs. 15 and 16 show
of B(gﬂD* +X€;)=[0 97+0.24(stat)%  and B(§ the electron and muon momentum spectra, respectively, for
_.D*OX¢7)=[0.32+0.55(stat]%. These are somewhat D* " ¢v andD*°¢ v candidates. We find good agreement be-
lower than past measuremeni83,34, but because the tWeen the data and our expectations.
analysis is not optimized for these modes the systematic un-
certainties on these branching fractions are large, of order V. THE [Vl FIT
+30% forD** and +60% for D*°, dominated by model
dependence in the efficiency to satisfy our lepton momenturrg‘S
criteria, uncertainty in the correlated and uncorrelated back-

grounds, and radiative effects in* Ov.

The partial width forB—D* ¢ v decays is given by35]

In order to test the quality of our c@§_p«, fits and the G2 aw
modeling of the signal and backgrounds, we compare the _ — _—F (Mg— Mpx ) 2MS , VW2 — 1(w+1)2 1+()
observedD* energy and lepton momentum spectra with ex- dw 4873 ° wt1
pectations for candidates in the signal-rich region 5
|cosfg_px¢|<1. The codz p+, fits provide the normaliza- x( 1-2wr+r IV oo 272(w) ©)
tions of the D*¢v and D*X{v components. Figure 14 (1—r)? o ’
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FIG. 14. TheD* energy distribution ofa) D* * ¢ v candidates an¢b) D*°¢ v candidates in the regioftosés_p«¢|<1 for all w bins
combined.
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FIG. 15. The electron momentum spectrum farD* *e~ v candidates antb) D* %~ » candidates in the regioitosfg_p«(|<1 for all

w bins combined.

where mg and mps+ are theB- and D*-meson masses,
=mp« /Mg, and the form factorF(w) is given by

Fw) HZ+H2+H2 o -
W)= | W).
( 4w \[1—2wr+r? Al
1+
w+1 (1-r)?

TheH, are the helicity form factors and are given by

- J1-2wr+r?
Hi(W):T

o jw—1
- \/le(W) .9

The form factorhAl(w) and the form-factor ratiofR,(w)
=hy(w)/ha (W) and Ryp(w)=[ha (W) +rha (w)]/ha (W)
have been studied both experimentally and theoretically. A

CLEO analysiq 36] measured these form-factor parameters
under the assumptions thiaf (w) is a linear function ofw

and thatR; andR, are independent of. CLEO found

—1 dh
~ Wfl l Al _ 2
Ho(w)=1+——[1—R,(w)], and (8) m aw =p“=0.91+0.15+0.06,
1-r AL w=1
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FIG. 16. The muon momentum spectrum fay D* * 1~ » candidates antb) D*°x v candidates in the regioitosfs_px <1 for all

w bins combined.
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R;=1.18+0.30+0.12, and TABLE VII. The lifetimes and the branching fractions used in
the |Vp| fit.
R,=0.71+0.22+0.07,
o+ (1.653+0.028) ps
with the correlation coefficient€(p?,R;)=0.60, C(p%,R,)  7go (1.548+0.032) ps
=—0.80, andC(R;,R,)=—0.82. B(D**—=D%") (67.7-0.5)%
R;(1) andR,(1) have been computed using QCD sum B(D*°—D°%#°) (61.9+2.9)%
rules with the result®;(1)=1.27 andR,(1)=0.8 and esti- B(D°—K =*)+B(D°—=K 7" y) (3.89+0.11)%
mated errors of 0.1 and 0.2, respectivigdy], in good agree-  B(#°— yy) (98.798£0.032) %
ment with the(later) experimental resultsk;(w) andR,(w)
are expected to vary weakly witlv. Most importantly for
this analysis,F(1)[ =ha, (1)] is relatively well known theo-  The efficiency matrix is nearly diagonal because the reso-
retically [15,16], thereby allowing us to disentangle it from lution in w is about half the bin size. The off-diagonal ele-
[Vepl- ments are only appreciable fir—j|<1. The resolution be-

Recently, dispersion relations have been used to constragomes worse for largew (see Fig. 4. The efficiency matrix
the shapes of the form factof26,38. Rather than expand depends not only on the experimental selection criteria but
the form factor inw, these analyses expand in the variablealso on the form factor. For the cuts described in this paper
z=(JW+1—-2)/(yw+1+2). The authors of Refi26]  and using the form factor described above, the diagonal ele-

obtain ments of the efficiency matrix vary from 4—14 % for * € v
0 _— . .
ha (W) =ha (1) 1=8p22+ (53p2— 15) 72 and from 5-11% foD*“¢v. Although we bin inw, the
Al( ) Al( i P (53 ) efficiency matrix has a weak dependence on the slope param-
—(231p%2-91)7%], (100  eterp® We iterate the fit, reevaluating the efficiency matrix

for the best-fit value op?. A single iteration is sufficient for
R;(W)=R;(1)—0.12w—1)+0.05§w—1)?, (11)  convergence.
In Eq. (13), the number of decay; is given by
Ry(W)=R,(1)+0.1(w—1)—0.06w—1)2. (12

In our analysis, we assume that the form factor has the dr
functional forn¥ given in Eqs(10)—(12). We fit our yields as Nj :4f°°NY(4S)BD*+BD°TBofw.dWWv (15
a function ofw for |V ,|F(1) andp?, keepingR,(1) and :

R»,(1) fixed at their measured values. Our fit minimizes o
for D* *¢v, wherergo is the B? lifetime [30], Bp« -+ is the

obs io ? D**—D% " branching fraction[30], Bpo is the D°
o N =1 €N — K™ 7" branching fractionNy 4 is the number ol (4S)
X2=i21 2 ; (13)  events in the sample, arfg, represents tha (4S)— B°B°
- Nobs
I

branching fraction. The factor of 4 arises because we con-
sider the combined yield dd*e v andD* .~ v and their

obs ; : ; : . N D
whereN; " is the yield in theith w bin, N; is the number of charge conjugates. F&* ¢y,

decays in thgth w bin, and the matrixe accounts for the
reconstruction efficiency and the smearingan
The efficiency matrixe is calculated using simulated

dr
D* ¢ v decays. A matrix elemer; represents the fraction of Nj=4f, NyugBpoBpoB 07+ fw.dwdw’ (16)
D*{¢v decays generated in thegh w bin that are recon- :

structed in thdth w bin. To be consistent with our method ) 0 0.0 ) )
for finding the cods_px, distribution of D* €» decays, de- WhereBoso s theD*"—D"a" branching fractiof30], 5 o
scribed in Sec. IV B 6, we subtract the combinatoric backdS the 7°— yy branching fractior{30], andf ., _ represents
ground in the simulated decays using then sideband and the Y(4S)—B" B~ branching fraction. The values that we
the data normalizations. We veto all other backgrounds usingS€ for theB lifetimes and the various branching fractions
generator-level knowledge of the simulated events. A singl@e listed in Table VIl. Fo3(D°—K ~ ™), we average the

element of the efficiency matrix is thus calculated using ~ CLEO [39] and ALEPH [40] results after correcting the
former for final-state radiatiorfabout a 2% correctionto

€ij = (S-S, (14)  obtain a branching fraction for the sum of radiative and non-
. _ radiative decays. We exclude the other results included in the
whereS*'9 andS¥'%€ are the number of nonvetoed candidatesPDG average because they do not specify their treatment of
reconstructed in théth w bin in the Am signal and sideband radiation.

regions, respectively); is the normalization of tham side- We first fit D* *€v and D*°¢v separately, allowing as
band region, an@; is the number oD* ¢ v decays generated free parametergV,,|F(1), p? and f,_, with the last
in the jth w bin. of these constrained by adding a terR— Ro)zloé to the
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FIG. 17. The results ofa) theD* * ¢ fit and (b) the D*°¢ v fit. The circles and squares are the data and the histogram shows the results
of the fit, done separately for each mode.

x> of Eqg. (13). Here the double ratioR=[f,_/(1 These parameters givE=0.0394+0.0012 ps'. Not sur-
—f,_)](7g+/7g0) is compared to a measurement of the prisingly, the values ofV .| (1) andp? are strongly corre-
same double ratioR,+ or) in Ref.[41], and we have ex- lated. The correlation coefficients ar€(|V.yF(1),p?)
plicitly assumedfqoo+f._=1. The results of the separate =0.865, C(|V,,|F(1),f._)=0.130, and C(p%f._)

fits are shown in Fig. 17. FdD* * ¢ v, we find =—0.075.
When we remove the constraint én_ in the fit, we find
|Veol F(1)=0.0424+0.0018, f._=0.532-0.016. This is in agreement with the recent
CLEO measurement[41], which implies f,_=0.510
p?=1.60£0.11, and +0.017 301,
x>=6.6/8 degrees of freedofdl.o.f). 300
These_ parameters implyl’=0.0380+0.0019 ps*. For 200
D*% v, we find
2 100
|V¢p| F(1)=0.0436+ 0.0026, 4
g o
< 160
p?=1.56+0.18, and S
§ 120
)(2:9.5/8 d.o.f. 80
These parameters imply=0.0415-0.0027 ps*. The re- 40 +
sults from D**¢v and D*°¢v are consistent with each Qbbb bbb
other. s
We also do a combined fit to tHg* *¢» andD*°¢ v data. = 004
S 9 v —0.03F
In minimizing, x _|s the_sum of the separafefk .Ev and P ool @ D
D*% v x%s, but including the term constrainingf (_/ - m D"y
foo) (7g+ /7o) only once. The results of the fit are displayed 0'03) — Fit ‘ o
in Fig. 18, and the parameter values are 1.0 1.1 1.2 1.3 14 15

|Vep| F(1)=0.0431-0.0013, FIG. 18. The results of the combined fit to thedistribution: (a)

the D* +(i?yields (circles with the results of the fit superimposed
(histogram and(b) the D*°€;yields(square}:and fit (histogran).

In (c) the curve shows the best-fiv/ | F(w), and the circles
(squaresare theD* "¢ v (D*%¢v) yields corrected for efficiency,

smearing, and all terms in the differential decay rate apart from
x*>=16.8/18 d.o.f. Vel F(W).

f,_=0.521+0.012, and

p?=1.61+0.09, with
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TABLE VIII. The fractional systematic uncertainties, given in percent, for BRe> D**f?fit, the B~
—D*%y fit, and the combined fit.

D* "¢ fit D*O¢ v fit Combined fit

Source Vol F(1)  p* T [V (1) p* T |VulF(L) p*> T
Backgrounds 1.8 30 1.8 2.4 50 2.2 1.8 3.1 17
Reconstruction efficiency 4.4 50 4.9 3.5 6.2 6.5 2.9 32 46
B momentum & mass 0.2 0.0 05 0.6 05 0.8 0.1 01 0.2
B—D*X¢» model 0.3 35 1.2 1.2 27 05 0.3 1.6 0.9
Final-state radiation 0.7 03 1.1 0.8 05 1.2 0.7 03 1.1
Number ofBB events 0.9 0.0 1.8 0.9 0.0 1.8 0.9 0.0 1.8
75 and branching fractions 15 0.0 3.0 2.8 00 56 1.8 0.0 35
R;(1) andRy(1) 1.6 11.7 1.8 1.1 143 1.8 1.4 120 1.8
Total 5.3 135 6.8 5.5 16.6 9.3 4.3 13.0 6.6

These results may be compared to our previous analysisackground estimations and from our knowledge of the slow
[18] that analyzed a subsé&pproximately 50%0f the cur-  pion reconstruction efficiency.
rent data finding a smaller value fpr,| 7(1). Theincrease
may be attributed to several effects. Changes in the measured
values of theD® andD* branching fractions anB lifetimes A. Background uncertainties
cause a 2.3% increase. Inclusion of final-state radiation shifts
[Vepl F(1) by 2.4%. More significantly, use of the improved b
form factor gives an increase of 5.7%. The new form factor
has positive curvature, which results in an increase when
extrapolating tow=1. The analysis of Caprinét al. [26] .
shows there is correlation between the curvature and slope of Our estimate of background from*e™—qq is taken
the form factor, making this effect more pronounced for thefrom data collected below th& (4S). The shape of this
large slope preferred by our data. The remaining difference iackground in each bin is taken from off-resonance data,
consistent with expectations when one considers the statistiyhere we scale the energy of tBé and lepton to reflect the
cal independence of the two overlapping data sets and agitference in the on- and off-resonance center-of-mass ener-
counts for systematic differences between the analyses. gies. This scaling applies to computation of and

To that end, we test the compatibility of the old and newcosg, .,. The resulting distribution is scaled by the ratio

analyses by restricting the new analysis to the same subset o/, ) (E2/E2 ), where the first factor is the ratio of on-

L. . . . 0
data and fitting using the old form factbAdjusting for com- ' 6ff_resonance luminosities and tB& ratio corrects for the

mon values forD® and D* branching fractions an@ life- 1/s dependence of the hadronic cross section.

times (Table VII) we find a change V| 7(1) of 0.0020 The uncertainty on the normalization is small and has a
+0.0010-0.0022, where the first error is statistic@s-  pegjigible effect on the results because the continuum back-
sessed conservatively assuming all candidates in the Olgroung itself is small. To assess the systematic uncertainty
analysis are found in the new analysésd the second error fom the D* and lepton energy scaling, we compare our

is an estimate of the uncorrelated systematic uncertaintiegegits with the scaling to those obtained without it. The

The largest of the latter are due to slow pion efficiency, takenyysiematic uncertainties are taken to be half this difference,
to be uncorrelated because of significant differences in thgq are 0.03%. 0.2%. and 0.1% ftW .| (1), p2, and

tracking algorithms used in the two analyses. We concluﬂ? BD* () tivel
the old and new analyses are compatible within the syste [(B— v), respectively.

atic uncertainties. Because our new analysis includes the data

reported previously and takes advantage of theoretical im- 2. Combinatoric background

provements in the form factor, the results reported here su- o+ method for combinatoric background subtraction as-
persede our previous results. sumes that the cdy_p«, distribution of candidates in the
Am sideband matches that of those in the signal region. The
Monte Carlo simulation should reproduce any differences
The systematic uncertainties are summarized in Tablavell since they arise from kinematic effects. We use a sample
VIII. The dominant systematic uncertainties arise from ourof 16 million Monte Carlo—simulated inclusiv@B events to
test this assumptior{See also Figs. 9 and 10 and discussion
in Sec. IV B 2) We perform our analysis on the simulated
3Specifically, in [18] we used a linear form factoh, (w) events twice, once using the combinatoric background sub-
:hAl(l)[l—p,il(w— 1)], andR;=R,=1. traction procedure outlined in Sec. IV B 2 and once using the

Here we present the systematic uncertainties from our
ackgrounds.

1. Continuum background

VI. SYSTEMATIC UNCERTAINTIES
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TABLE IX. The uncertainties due to the combinatoric back- TABLE X. The systematic uncertainties for the uncorrelated

ground. background in the separa®* *¢v and D*°¢ v fits and the com-
— — bined fit. The upper-vertex contribution, the lepton normalizations,
Vool F(1)  p?2  T(B—D*{v) andyq are treated as completely correlated between the two modes;
Variation (%) (%) (%) all others are uncorrelated.
b v i Vel A1) p2  T(B-D*(7)
C0S5_p+¢ distribution 16 2.7 1.3 Variation (%) (%) (%)
of sideband candidates
Am sideband 0.2 0.3 0.3 D* * v fit
normalizations Upper-vertexD* 0.7 0.9 0.4
NonK 7 decays 0.3 0.0 0.6 Other 0.2 0.2 0.3
(see Table IV
Total 0.7 1.0 0.5
Total 1.6 2.7 1.4 _
_ D*0¢v fit
D*O¢ v fit Upper-vertexD* 0.6 0.9 0.4
C0S6g_px, distribution 2.2 4.8 15 Other 05 0.8 0.3
of sideband candidates
Am sideband 0.3 0.6 1.2 Total 0.8 1.2 0.5
normalizations Combined fit
NonK 7 decays 0.3 0.0 0.6 Upper-vertexD* 06 0.9 0.4
(see Table IV Other 0.3 0.3 0.3
Total 2248 2.0 Total 0.7 1.0 05
Combined fit
€0Sf_px distribution 16 2.9 11 from this source is (050.3)%. We add the yield and its
of sideband candidates uncertainty in quadrature to get a 0.6% uncertainty on our
Arzosrlr?\(:ﬁj;t(ijons 0.2 0.3 0.6 D*¢v yield. BecausdV,,|F(1) is proportional to the am-
plitude rather than the rate, its error is half as big. We find the
NonKm decays 03 0.0 0.6 total error on|V| F(1) due to the combinatoric background
(see Table Iy to be 1.6%. The errors from all components are summarized
Total 1.6 2.9 1.3 in Table IX.

3. Uncorrelated background

The main source of uncertainty from the uncorrelated

aklsolute!y normalized "true” combinatoric background, i.e., background is the normalization of the various contributions.
D* candidates in tham signal region that do not arise from ¢ these, the most important is the normalization of the

the decay of &, in place of theAm sideband distribution. 5ner-vertexD* decays, which we vary by 50%. Smaller

Use of the “true” background instead of the estimate resultsncertainties arise from the primary and secondary lepton
in a shift in the combined fit of £ 1.3+ 0.9)% in|Vce| (1), 4165, the uncertainty iB°—B° mixing, and the uncertainty
(—2.6+1.3)% in p? and (—0.6-0.9)% inT. Any bias

- X > in the rate of exchanging and = particles inD*° candi-
from the use of the\m sideband to estimate the combina- gates. The effects of varying these rates are summarized in
toric background is smaller than the statistical uncertainty ofraple X. The systematic uncertainties from the uncorrelated
the fit to the data. We conservatively assign systematic errofigackground estimate are at or below the 1% level.

equal to the quadrature sum of the shift and its statistical

uncertainty, a total of 1.6% fdV¢,| A(1). 4. Correlated background

The normalization of the background relies on the fits to  We assess the uncertainty arising from the correlated
the Am distributions. We assign an uncertainty for this by background by varying the branching fractions of the con-
repeating our analysis with different functional forms used totributing modes simultaneously by 50%. Since this is a small
fit Am. We also include a 0.1% uncertainty because théackground, this variation has little effect pv.,| (1), and
simulatedAm signal peaks are shifted a few tenths of anthe uncertainties are 0.1%, 0.6%, and 0.8%|¥g,| F(1),
MeV lower than the data. The statistical error on the backp?, andI'(B—D* € v), respectively.
ground normalization is included in the statistical errors on
our result. 5. Fake lepton background

The final contribution to the systematic uncertainty from We vary the measured electron and muon fake rates sepa-
our combinatoric background estimate comes from the decagately by 50%. This is conservative, but it has also almost no
modes other tharD—K that are reconstructed in our effect on our result; the total uncertainty ¢Wi .| F(1) is
m(K) signal region. The specific modes were given inp 029, while the uncertainties gif andI'(B—D* ¢v) are
Table IV. We find the total contribution to od* ¢ v yield  0.3% and 0.2%, respectively.
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FIG. 19. (a) The correlation between the slow pion momentum andb) the reconstruction efficiency as a functionwffor charged
slow pions(solid circles and neutral slow pionfpen squargs

B. Slow 7 reconstruction uncertainty drift chambers and calorimeter to estimate the contribution to

The largest source of uncertainty for the analysis is thdN® Systematic uncertainty.

efficiency for reconstructing the slow pion from tBeg de- Monte Carlo—simulated events may have a different num-
cay. Because of the small energy releas®ih decays, the ber of drift chamber hits or calorimeter showers than the

daughter pion has low momentum and travels approximatel§lat@- The detector activitrack fragments or showersear
in the direction of the parer*. For our signal decays, the a candidate slow pion can affect the reconstruction effi-

romertumrange o e siow n s 0t abo 250 i F%CY, 10 SVALeLE e et o e enuronmens
Note also thatw=Ep« /mp, in the B rest frame, so the P . Y, ;

. : . : Monte Carlo—generated slow-pion tracks or showers with
slow-pion momentum is correlated with[see Fig. 1€9)].

. . . B B . * — .
Charged and neutral slow-pion reconstruction efficiencieg'neml"’mC fdr:stcrjlbut!ons approplrlate q th i d((ajcay m':jo ¢
depend very differently omv. Charged pions with momenta samples of hadronic events selected from our data and from

less than 50 MeW do not penetrate far enough into the SimulatedBB events. In eachw bin, we compare the recon-
tracking chamber to be reconstructed; the slow-pion reconstruction efficiency for the tracks embedded into data and
struction efficiency is therefore low near=1 and increases simulated events. Fob* *¢v, the efficiency difference is
rapidly over the next feww bins as the pion momentum small, Ae/e=(0.2=1.1)% integrated ovew. Likewise, the

increases. Neutral slow pions, on the other hand, decay tgffect of event environment is small f@*°¢ v, where we
two low-energy photons(30-230 MeV. The lowest- find a net efficiency differencA e/e=(—0.6+1.1)%. The
momentum 7%s decay almost back-to-back, depositing uncertainties here are from the statistics of the data and
about equal energy in the calorimeter. As themomentum  Monte Carlo comparison. We measure the impact of the
increases, the Lorentz boost pushes some of the photons h&ent environment by using the measured data—Monte Carlo
low our minimum energy requirement of 30 MeV. The neu- efficiency difference in eactv bin to modify the efficiency
tral slow-pion efficiency therefore drops slowly &sin-  matrix in Eq.(13) and repeating the fit. The slow-pion effi-
creases. The slow-pion efficiencies for both charged andiency may depend on the track or shower multiplicity,
neutral7's from B—D* € v decays are shown as a function which is increased by one or two, respectively, by the em-
of win Fig. 19b). bedding study; we find no statistically significant evidence of
Because we rely on Monte Carlo simulation to estimatethis in our studies, but we include a small uncertaiithy8%
the slow-pion efficiencies, we investigate possible differ-on |V | F(1)] to cover this effect.
ences between the simulation and performance of the CLEO To estimate the uncertainty due to our imperfect knowl-
detector in order to estimate the systematic uncertainty oédge of the detector material inside the outer boundary of the
slow-pion reconstruction. We consider the effect of nearbytracking chambers, we vary the material description of the
tracks and showers on slow-pion reconstruction, comparingetector by 10% in our simulation and remeasure the slow-
the efficiency of data and Monte Carlo—simula®B events  Pion efficiencies. This 10% variation of material is based on
to limit a systematic error due to a difference in the “event@ study that compared the polar angle distributioreoé™
environment” in data and simulated events. We also consider ¥¥ €vents in data and simulation. We then repeaf ¥he|
how much imperfect knowledge of detector material can affit using these new efficiencies and take the excursions of
fect reconstruction efficiency through pion range-out, mul-|V,| (1), p2, andI'(B—D* {v) as the uncertainty.
tiple scattering, hadronic interaction, or photon conversions. In a similar way, we estimate the uncertainty due to our
Finally, we vary parameters of the detector simulation for thetracking chamber and crystal calorimeter simulation. For
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TABLE XI. The systematic errors from the slow-pion recon- distributions of the photon showers and théyy) distribu-
struction efficiency for the separae *¢ v andD*°¢ v fits and the  tion for an independent sample of low-momentufis. We
combined fit. We take the uncertainty from the material descriptionvary the noise and gain dispersion parameters in the simula-
to be correlated between the two modes; all other errors are uncotion within a range determined from the data to assess the
related. systematic uncertainty. Photons that convert and begin to
— — shower just in front of the calorimeter will have degraded

IVepl F(1)  p*> T(B—D*{w) resolution. We vary the material description between the
Mode (%) (%) (%) outer tracking chamber boundary and the calorimeter crystals
by a conservative 15% to determine its contribution to the

+ g
D* ™ ew f't o uncertainty for slows° reconstruction. The transverse spa-
Material description 2.6 3.2 2.1 tial extent of photon showers varies with the low-energy cut-
Tracking chamber hit 0.6 0.2 14 off in the shower simulation. To assess the uncertainty from
efficiency the cutoff in our simulation, we lower the minimum energy
Vertexing 2.7 2.7 2.9 for photon simulation by a factor of 10, from 1 MeV to 100
Other uncertainties 0.8 1.1 0.7 keV.
Statistics(environment 1.7 2.5 1.4 Finally, we assess the systematic uncertainty due to re-
Total 4.2 5.0 41 quiring aD** and D° vertex in theD* *¢v analysis by
o performing the analysis without vertexing. In the separate
D*O¢v fit o D* ¢ v fit without vertexing, the result folV/.,| F(1) shifts
Material description 1130 0.6 by (2.0+1.8)%, where the uncertainty takes into account
Photon cutoff 15 0.9 2.3 correlations between analyses with and without vertexing.
Other uncertainties 12 2.9 5.0 We take the quadrature sum of the shift and its uncertainty as
Statistics(environment 2.1 3.3 2.7 a systematic error.
Total 31 54 6.2 We find that the largest contributions to the uncertainty on
' ' ' [Vepl F(1) come from the material descriptiqid.3%), the
Combined fit effects of vertexing(1.5%), and the minimum energy for
Material description 1.3 15 1.2 photon simulation(0.6%. The statistical uncertainty from
Tracking chamber hit 0.3 0.2 0.9 data and Monte Carlo comparisons also contrib1e3%.
efficiency ©* * € only) The givgn uncertainties _ap_ply to the combined fit. Tablle Xl
Vertexing ©** €7 only) 15 16 17 summarizes the uncertainties on slow-pion reconstruction.
Photon cutoff D*%¢ v only) 0.6 0.2 0.9 "
Other uncertainties 0.9 1.0 1.8 C. Sensitivity to Ry(1) and R(1)
Statistics(environmenk 1.3 2.1 1.3 The form factor ratiodR;(1) andR,(1) affect the lepton
spectrum and therefore the fraction of decays satisfying our
Total 2.6 3.1 3.3 0.8 GeVkt electron and 1.4 Ge¢/ muon momentum re-

quirements. They also affect the relative contributions of the

_ _ ~ threeD* ¢ v form factors, and therefore can affect the form-
charged slow pions, performance of the tracking devices igactor slopep?.

essential. Differences in hit efficiency and single-hit resolu- To estimate the uncertainty due to the measurement errors
tion between data and Monte Carlo simulation can result in n R,(1) andR,(1), we use

difference in measured efficiency. The tracking simulation

parameters are tuned using an independent sample of ) 2 JP P

charged tracks. We vary the tracking chamber hit resolutions UP:4ZI IR (1) JR(1) Eij, (17)

by amounts determined from residual distributions in these He ' !

data, and we vary hit efficiencies according to observed dif- _
ferences in the data and simulated hit efficiencies. where P stands for the paramet@[V. | F(1), p?, or I'(B

For neutral slow pions, performance of the calorimeter is—.D* ¢ )] whose uncertainty we are calculating;; = o2
important. Here we consider differences in tim¢yy) and  gnd Eij=pijoi0}, Wherep;,=—0.82 is the correlation co-
transverse shower profile distributions used fdt recon-  efficient from theR,(1) andR,(1) measuremerit36]. We
struction. We calibrate the calorimeter energy scale at higlzompute the partial derivative®®/JR;(1) by shiftingR; and
energy(1-5 GeVj using showers from QED event samples repeating our analysis. We find an uncertainty|gg,| (1)

(e'e"—e’e’, e'e—yy, and e'e"—e’e y). We from this source of 1.4%, and a substantial uncertaintgon
check this scale with a sample e — yy and — yy can-  of 12%.

didates, which should peak at the knowfl and 7 masses.
For low-energy showers there can be residual gain mis-
matches from nonlinearities and noise. Accordingly, we ad-
just the calorimeter noise and dispersion of crystal gains in  We considered the following minor sources of systematic
the simulation so that it reproduces the transverse spatiaincertainty, summarized in Table VIII.

D. Other uncertainties
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TABLE XIll. The results from separate analyses using only ARARARSRUALAL AR RARRE RN
D*e v or D* 1~ v. The errors are statistical only. In these fits_ - g_’DD il 1
is constrained using Ref41]. soor- D&y M. ]
Mode Vel F(1) (%) p* (%)  T(B—D*€v) (%) @ I ]

— ‘@ 2001~ .
D**¢v = i i
_ k=) n i

D**e p 0.0420£0.0023 1.650.14  0.03630.0021 ] K _

D* +M77 0.0448-0.0026 1.690.15  0.04040.0025 3 100'_ ]
D*O¢w [ ]

D*% 5,  0.0409-0.0032 1.4%0.24  0.03960.0030 - .

D*O,uf; 0.0474-0.0040 1.86:0.26 0.0423%0.0042 o e ,-
Combined -100 -75 -50 -25 0 25 50

- msOB_D*e
D*e v 0.0420+0.0018 1.66:0.12 0.03740.0015

D*,u,‘? 0.04570.0021 1.7%0.13 0.041%*0.0019 _ _
FIG. 20. The co®s_p», distribution ofB—D*7¢ v (solid his-
togram) and B—D ¢ v (dashed histograjrdecays contributing to

The efficiency for identifying electrons has been evalu-the D*X{¢v sample forD*°¢v. The histograms are normalized to
ated using radiative Bhabha events embedded in hadronaual area.
events, and has an uncertainty of 2.6%. Similarly, the muon
identification efficiency has been evaluated using radiativenodes and on their form factors. Variation of all of these
mu-pair events, and has an uncertainty of 1.6%. We detelbranching fractions and form factors is not only cumber-
mine the total uncertainty from lepton identification by add-some, but also out of reach given the poor current knowledge

ing in quadrature the shift in results when repeating theyf these modes. Instead. we note that Bre D* #¢» and
analysis with electron and muon efficiencies varied by theirs ’

momentum-dependent uncertainties. Separate electron ar?gz 6[?)1“ éi?si)t(rjigztigrzi(taheela?nggt ;’nvggntgﬁ q rtr;]%s';nfgﬁreesrpe
muon analyses of our data give the results shown in Tabl B—-D*¢ 9

XIl. Including the systematic uncertainties on lepton identi- hese distributions are shown in Fig. 20. We therefore repeat

fication, the separate electron and muon results are consistdRg analysis, first using onlp—D* m{v to describe our

at the 35% confidence level. D* X{€v decays and then using ong—D,fv to describe
The B momentum is measured directly in the data usingthese decays; we take the larger of the two excursions as our

fully reconstructed hadronic decays, and is known on aversystematic error.

age with a precision of 0.0016 Ged//Variation of the mo-

mentum in our reconstruction slightly alters the égsp«,

distribution that we expect for our signal, and it therefore

changes the vyields obtained from the égsp+, fits. Like-

wise, CLEO has measured tig¥- and B*-meson masses

[24] and when we vary them within their measurement er

VII. CONCLUSIONS

We have fit thew distribution ofB— D* €7decays for the
slope of the form factor an¢V.,| #(1). For thecombined

rors, we find a small effect on the yields. D**¢v andD* ¢ fit, we find

We determine the tracking efficiency uncertainties for the
lepton and thek and 7 forming theD® in the same study 0.050 e
used for the slow pion from the* * decay. These uncertain- C ]
ties are confirmed in a study of 1-prong versus 3-preng 0.048 ]
decay events from our data sample. 0.046 F 1

The final-state radiation model has a small effect on our C ]
D* ¢ v yields because it affects tHe* € v cosfg_px, distri- § 0.044 1 E
butions. Because we requirp.=0.8 GeVk and p, g 0.042F 3
=1.4 GeVk, the model also affects thB* ¢ v efficiency. = E ]
The final-state radiation model is estimated by the authors of 0.040 ]
PHOTOStO be accurate within 30%®27]. We determine our 0038'_ 7
sensitivity to the model by repeating our analysis without T ]
including radiativeD* ¢ v decays in ouD* £ v Monte Carlo 0036 ]
calculation. We then take 30% of the change to our results as 1.0 12 14 16 18 20
our uncertainty. p2

Finally, our analysis requires that we know the 6gsp+,

distribution of theD* X¢ v contribution. This distribution in FIG. 21. The error ellipse for the combin&t * ¢ » andD*%¢ v
turn depends on both the branching fractions of contributingneasurement, including statistical and systematic uncertainties.
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|Vep| F(1)=0.0431+0.0013+0.0018, and Since full radiative corrections have yet to be calculated for
F(1), it is ambiguous how best to treat radiative decays in
p?=1.61+0.09+0.21. the analysis. We include radiative decays in our signal.

This value of| V| is consistent with previous values ob-

Including the systematic uncertainties we compute a correlat- ; *p ; ;
. o ) ained fromD* ¢ v decayq44—47, but is somewhat higher.
tion coefficientC(|Vp| F(1),p?)=0.22. Figure 21 shows the However, we note our ability to reconstruct ahs s

total error ellipse for this measurement. The best-fit paramz, -vas our analysis approximately four times less sensitive to

eters imply the decay rate the poorly knownD* X¢ v background, and furthermore al-
['=0.0394+0.0012+0.0026 ps?. lows us to constrain it with the data. This value|dt,| is
also somewhat higher than that obtained using inclusive
We recover the branching fractions from the rate by di-semileptonicB decays[48]. If confirmed, this discrepancy
viding by the appropriaté-meson lifetimes. These results could signal a violation of quark-hadron duality. A larger
are sensitive only to the ratio & to B lifetimes. They are  value of |V, shifts constraints on the CKM unitarity tri-
_ _ angle from|V,,/V¢,| and CP violation in the neutral kaon
B(B°—D* "{r)=(6.09+0.19+0.40% and system, somewhat reducing expectations for indi@Rwio-
o lation in theB system.
B(B~—D*%v)=(6.50+0.20+0.44%,

where the errors are completely correlated. ACKNOWLEDGMENTS
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