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Improved study of the structure of e*e~—bbg events and limits on the anomalous
chromomagnetic coupling of theb quark
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KOYA ABE et al.

The structure of 3-jee*e’HbEg events has been

PHYSICAL REVIEW D 66, 052001 (2002

studied using hadratfiddecays recorded in the SLC

Large Detector experiment at SLAC. Three-jet final states were selected and the charge-coupled-device-based
vertex detector was used to identify two of the jet:bzmg; the remaining jet in each event was tagged as the
gluon jet. Distributions of the gluon energy and polar angle with respect to the electron beam were measured
over the full kinematic range, and used to test the predictions of perturbative QCD. We find that beyond-
leading-order QCD calculations are needed to reproduce the features seen in the data. The energy distribution

is sensitive to an anomalolischromomagnetic mome
with zero and set 95% confidence level limits on its

DOI: 10.1103/PhysRevD.66.052001

I. INTRODUCTION

The observation oe*e™ annihilation into final states
containing three hadronic jets, and their interpretation i
terms of the process™e™ —qqg [1], provided the first di-

nt at theng vertex. We measured to be consistent
valu®).06< k<0.04.

PACS nuniger 12.38-t

allowed us to improve significantly the gluon-jet tagging. In
addition we extended our study to include the Durham,
Geneva, E, EO0 and P algorithfs0] to define jets, and com-

npared these results with perturbative QCD predictions. This

constitutes a more detailed test of QCD and enabled us to

rect evidence for the existence of the gluon, the gauge bosagy, gy systematic effects arising from the jet definition algo-
of the theory of strong interactions, quantum chromodynamyithm.

ics (QCD). In subsequent studies the jets were usually energy Furthermore, we have used these data to study possible
ordered, and the lowest-energy jet was assigned as the gluoféviations from QCD in the form of radiative corrections

this is correct roughly 80% of the time, but preferentially
selects low-energy gluons. If the gluon jet can be tagge

induced by new physics, in terms of thequark chromo-
@nagnetic moment. In QCD this is induced at the one-loop

explicitly, event-by-event, the full kinematic range of gluon |evel and is of order /. A more generabgg Lagrangian

energies can be explored, and more detailed tests of QCfrm with a modified coupling11] may be written
can be performef2]. Because of advances in vertex detec-

tion this is now possible using’ e —bbg events. The large
mass and relatively long lifetimey 1.5 ps, of the leadin®
hadron inb-quark jets[3] lead to decay signatures that dis-
tinguish them from lighter-quarku,d,sor ¢) and gluon jets.
We used our charge-coupled-devi€gCD) based vertex de-
tector (VXD) [4] to identify in each event the two jets that

contain theB hadrons, and hence to tag the gluon jet. This

allowed us to measure the gluon energy and polar-angle di
tributions over the full kinematic range.

Additional motivation to study thébg system has been
provided by measurements involving inclusi¥€—bb de-
cays. Several early determinationgs] of R,=I'(Z°
—bb)/T'(2°—qq) differed from standard moddBM) ex-
pectations at the few standard deviation level. More recentl
it has been noted that the CERN e~ collider LEP mea-
surement of thé-quark forward-backward asymmetA2; ,

Tk i%ye) |bGE
2mb (K K75) a’

— — i
Ebbg:gsta Yut (1)

where k and’x parametrize the anomalous chromomagnetic
and chromoelectric moments, respectively, which might arise
from physics beyond the SM. The effects of the chromoelec-
é[ic moment are sub-leading with respect to those of the
chromomagentic moment, so for convenience wexsdb
zero. A non-zerok would be observable as a modification
[11] of the gluon energy distribution ibhbg events relative

to the standard QCD case. We have used our precise mea-
surements of the gluon energy distributions to set the most
stringent limits onx.

y

Il. bbg EVENT SELECTION

lies roughly 2.5 standard deviations below the SM expecta- We used hadronic decays & bosons produced by e~

tion. Since one expects new high-mass-scale dynamics
couple to the massive third-generation fermions, these me

tannihilations at the SLAC Linear CollidefSLC) and re-
@orded in the SLC Large Detect¢8LD) [12]. The criteria

surements have aroused considerable interest and specula-

tion. We have therefore investigated in detail the strong
interaction dynamics of thb quark. We have compared the
strong coupling of the gluon tb quarks with that to light-
and charm-quarkg6], as well as tested parityP) and
chargep parity (CP) conservation at thebg vertex[7]. We

have also studied the structurelnbg events, via the distri-

butions of the gluon energy and polar angle with respect to

the beam lind 8], using the JADE algorithr9] for jet defi-
nition.
Here we update thbbg structure measurements using a

data sample more than 3 times larger than in our earlier
study, and recorded in the upgraded vertex detector, which

TABLE I. Number of selected 3-jet events, and gluon-jet tag-
ging efficiency(see texy, for each algorithm. The statistical error on
the efficiency is roughly 0.04%.

Jet algorithm  y., value No. 3-jet events efficiency
JADE 0.025 57341 12.2%
Durham 0.0095 46432 12.1%
E 0.0275 66848 11.7%
EO 0.0275 54163 11.2%
P 0.02 60387 12.0%
Geneva 0.05 40895 12.8%
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hadronic Z° decays, the numbers of selected events are
shown in Table I. In order to improve the energy resolution
the jet energies were rescaled kinematically according to the
u angles between the jet axes, assuming energy and momen-
. tum conservation and massless kinematics. The jets were
then labeled in order of energy such tiigt>E,>E;.

— Charged tracks with high quality information in the VXD

s as defined if6] were used to tapbg events. For each such
track we examined the impact-parametgrwith respect to
the interaction poin{IP). The resolution ord is given by
04=7.7®29p sir? um in the plane transverse to the
beam line, and 94629/p sin®2 9 wm in any plane containing
the beam line, wherpis the track momentum in Ge¥/ and
0 the polar angle, with respect to the beam line.

Jets containing heavy hadrons were tagged using a topo-
— logical algorithm[14] applied to the set of tracks associated
with each jet. A track density function was calculated, and a

1000

Number of Jets

00 2 2 . region of high total track density well separated from the IP
Mo (GeVic2 5565 was identified as a vertex from the decay of a heavy hadron.
P, (GeV/c%) 8636A9 For each vertex, the;-corrected invariant magd4], M,

FIG. 1. TheM... distributions f ices found in selected 3-iet was calculated using the set of tracks associated with the
events. défineed S;inls ILeU\IJOATDSEOa:Ivg:ilE?T;S I(;::)r;leg Zic%crc(iein ?c()e'e ertex, assuming the charged pion mass, and the vertex axis,
’ 9 g ! 90 I¥efined to be the vector from the IP to the reconstructed

energy(dot9; errors are statistical. Histograms: simulated distribu-v rtex ition. Figure 1 shows thd. distribution
tions for different jet flavors. Events were selected by requiring that ertex position. Figure 1 Shows p, diStributions sepa

at least two jets contain a vertex, at least one of which must satisfyately for vertices found in jets 1, 2 and 3 using, for illustra-
M, >2 GeVic? (see text tion, the JADE algorithm; results using the other algorithms

(not shown are qualitatively similar. The simulated contri-

for selecting hadroniz® decays and the charged tracks usedbUti.OnS from trueb, G light and gluon jets are indicated; the
for flavor-tagging are described {6,13]. Three-jet events ¢, light and gzluon jets populate _predpmmgntly the region
were selected using iterative clustering algorithms applied t&/1p <2 GeV/c”. Events were retained in which exactly two
the set of charged tracks in each event. We used in turn thiéts contained such a vertex, and at least one of them had
JADE, Durham, E, EO, P and Geneva algorithms. The reM >2 GeV/c?. In order to suppress events in which a
spective scaled-invariant-mass,,;, values were chosen to single B-hadron decay gave rise to two reconstructed verti-
maximize the statistical power of the measurement, whilees, the cosine of the angle between the two vertex axes was
keeping systematic errors small; they are shown in Table I.required to be less than 0.7, and the distance between the
Events classified as 3-jet states were retained if all thregertices, projected in a plane perpendicular to the beam line,
jets were well contained within the barrel tracking systemwas required to exceed 0.12 cm. Roughly 1.1% of the event
with polar angle|cosf,|=<0.80. In addition, in order to se- sample was rejected by these cuts. In each selected event the
lect planar 3-jet events, the sum of the angles between the j@t without a vertex was tagged as the gluon jet.
axes was required to be between 358 and 360 degrees. FromFor each algorithm, the number of tagged jets is shown in
our 1996-1998 data samples, comprising roughly 400 00@able II; also shown, in Table I, is the efficiency for tagging

TABLE Il. Tagging purities(see text

JADE Durham E
jet label No. jets purity (%) No. jets purity (%) No. jets purity (%)
3 4349 98.0 2952 97.0 5246 97.5
2 740 90.2 890 92.4 1007 85.4
1 150 71.0 138 73.4 148 70.8
EO P Geneva
jet label No. jets purity (%) No. jets purity (%) No. jets purity (%)
3 4027 98.0 4654 98.0 3491 93.9
2 692 90.2 795 90.7 692 86.7
1 151 70.7 155 72.1 181 63.4
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FIG. 2. Raw measured distributions &) x, and (b) cosé, FIG. 3. Corrected distributions aB) x4 and (b) cosé, (dotg

(dot9 defined using the JADE algorithm; errors are statistical. His-defined using the JADE algorithm; the error bars represent the sum
tograms: simulated distributions including background contribu-in quadrature of the statistical and systematic errors. Perturbative
tions. QCD predictiongsee textare shown as lines joining entries plotted

) _ — ) at the respective bin centers.
the gluon jet correctly in trubbg events, which was calcu-

lated using a simulated event sample generated &tiSET

7.4[15], with parameter values tuned to hadrosite™ an-

nihilation datg[16], combined with a simulation d-decays

tuned toY(49) data[17] and a simulation of the detector. For

the JADE algorithm, for example, the efficiency peaks at 30—
about 15% for 18 GeV gluons. Below 18 GeV the efficiency @ e SLD
falls, to as low as 3%, since lower-energy gluon jets are | 4 e Lo
sometimes merged with the paredet by the jet-finder.
Above 18 GeV the efficiency falls, to as low as 5%, since at
higher gluon energies the correspondingly lower-energy
b-jets are more difficult to tag, and there is also a higher
probability of losing a jet outside the detector acceptance. - Yeut = 0.0005
Results for the other algorithms are qualitatively similar. The T T R
systematic error associated with the tagging efficiency was 0 0.2 04 0.6 0.8 1.0
small and was explicitly taken into account by the procedure Xg

for estimating systematic uncertainties that is described in T T T T T T
Sec. IL. - (b) b

For each algorithm the tagging purities, defined as the 0.50 ‘\P‘—FJ—H—‘*/T
fraction of selected 3-jet events in which the two vertices +
were found in the two jets containing the trBeéhadrons, are
listed by gluon-jet number in Table II. We formed the distri-
butions of two gluon-jet observables, the scaled enexgy
:2Eg|uon/\/§, and the polar angle with respect to the beam
line, 64. For illustration, for the JADE algorithm the distri- 0 L L L | ' L L
butions are shown in Fig. 2; the simulation is also shown; it -0.8 -04 0 0.2 0.8

reproduces the data. Results for the other algoritfinus Cos 64 Sbacha
showr) are qualitatively similar.

20F  fe * NLO

1/N dN/dXg

~
o
T

Durham

.

0.25 -

1/N dN/dCos 84

The backgrounds were estimated using the simulation ang FIG. 4. Corrected distributions d8) x, and (b) cosé, (dotg
— efined using the Durham algorithm; the error bars represent the

are of three types: nobb events;bb but nonbbg events; g in quadrature of the statistical and systematic errors. Perturba-

and mis-tagged trudbg events. Their contributions are tive QCD predictiongsee text are shown as lines joining entries
shown in Fig. 2 for the JADE case. Results for the othermlotted at the respective bin centers.
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FIG. 5. Corrected distributions df) x4 and (b) cosé, (dotg FIG. 7. Corrected distributions aB) x4 and (b) cosé, (dotg
defined using the E algorithm; the error bars represent the sum idefined using the P algorithm; the error bars represent the sum in
quadrature of the statistical and systematic errors. Perturbativquadrature of the statistical and systematic errors. Perturbative
QCD predictiongsee textare shown as lines joining entries plotted QCD predictiongsee textare shown as lines joining entries plotted
at the respective bin centers. at the respective bin centers.
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FIG. 6. Corrected distributions di) x4 and (b) cosé, (dotg FIG. 8. Corrected distributions aB) x4 and (b) cosé, (dotg
defined using the EO algorithm; the error bars represent the sum idefined using the Geneva algorithm; the error bars represent the
gquadrature of the statistical and systematic errors. Perturbativeum in quadrature of the statistical and systematic errors. Perturba-
QCD predictiongsee textare shown as lines joining entries plotted tive QCD predictiongsee text are shown as lines joining entries
at the respective bin centers. plotted at the respective hin centers.
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TABLE Ill. Fully corrected differential cross-sections for hard gluon-jet production as a function of jet
energyxy . The first error is statistical, the second systematic.

1/N dN/dkq

X4 range JADE Durham E
0.0-0.1 0.69% 0.055+0.001 0.00e:0.000+0.000 0.712-0.045-0.001
0.1-0.2 2.46%0.093+0.002 1.093:0.073+0.005 2.634-0.091+0.005
0.2-0.3 2.02%+0.074-0.003 2.20%-0.106+0.011 2.11%*0.075:0.010
0.3-0.4 1.5440.064+0.006 1.982:0.093:0.018 1.5740.065:0.015
0.4-0.5 1.158 0.056+0.007 1.606:0.083t0.021 1.111*+0.055+0.019
0.5-0.6 0.7830.047+0.008 1.196:0.072£0.015 0.684:0.045+0.024
0.6-0.7 0.552:0.042+0.008 0.814-0.060+0.012 0.49%0.041+0.029
0.7-0.8 0.37%+0.038+0.009 0.5010.049+0.010 0.33%0.039+0.033
0.8-0.9 0.28%0.038+0.012 0.385:0.048+0.011 0.2310.038+0.032
0.9-1.0 0.119:0.028+0.013 0.214-0.043+0.013 0.114-0.026+0.020
Xg range EO P Geneva
0.0-0.1 0.626:0.050+0.001 1.362-0.092+0.001 0.912-0.096+0.004
0.1-0.2 2.3690.092+0.002 2.627-0.092+0.003 2.582:0.130+0.008
0.2-0.3 2.00%0.076+0.004 1.7790.064+0.004 1.768 0.085+0.007
0.3-0.4 1.5020.065+0.006 1.317%0.054+0.006 1.304:0.070+0.007
0.4-0.5 1.176:0.058+0.007 1.0330.049+0.007 1.04%0.061+0.006
0.5-0.6 0.81%0.050+0.007 0.65%0.041+0.007 0.71%0.052+0.007
0.6-0.7 0.604 0.045+0.008 0.511*0.032+0.008 0.596:0.049+0.005
0.7-0.8 0.41%0.041+0.009 0.3670.036+0.009 0.4330.047=0.008
0.8-0.9 0.35%0.044+0.014 0.268:0.036+0.012 0.386:0.055-0.015
0.9-1.0 0.13#0.033:0.016 0.076:0.016+0.008 0.259-0.064+0.028

TABLE IV. Fully corrected differential cross-sections for hard gluon-jet production as a function of jet
polar angle, cog,. The first error is statistical, the second systematic.

1/N dN/d costy

cosd, range JADE Durham E
—0.80—0.64 0.5030.035+0.004 0.4710.043+0.006 0.49%0.036+0.010
—0.64—0.48 0.512-0.0270.003 0.4710.032+0.005 0.53%0.028+0.009
—0.48—0.32 0.484-0.026+0.003 0.504:0.032+0.006 0.476:-0.025+0.009
—0.32—0.16 0.482-0.027+0.003 0.4830.033+0.006 0.4670.025+0.009
—0.16-0.0 0.53@ 0.028+0.003 0.5150.033+0.006 0.5280.026+0.009
0.0-0.16 0.47%10.027+0.003 0.48%0.032+0.005 0.476:0.025+0.008
0.16-0.32 0.494 0.027+0.003 0.4810.032+0.005 0.4720.025+-0.008
0.32-0.48 0.5370.028+0.003 0.50%:0.033+0.005 0.535:0.027+0.008
0.48-0.64 0.520.027+0.003 0.604:0.035+0.006 0.5390.028+0.009
0.64-0.80 0.4660.035+0.003 0.486:0.044+0.005 0.48%0.036+0.009
cos6y range EO P Geneva
—0.80—0.64 0.496-0.035+0.003 0.536:0.035+0.004 0.496:0.039+0.003
—0.64—0.48 0.508-0.028+0.003 0.51%*0.027+0.003 0.496-0.033+0.004
—0.48—0.32 0.497-0.027+0.003 0.486:0.025+0.004 0.5110.034+0.004
—0.32—0.16 0.477-0.027+0.003 0.4630.025+-0.003 0.50%0.035+0.004
—0.16-0.0 0.516:0.028+0.003 0.508:0.026+0.003 0.492-0.036+0.003
0.0-0.16 0.4690.027+0.003 0.47%0.025+0.003 0.547%0.037£0.004
0.16-0.32 0.4970.027+0.003 0.496:0.026+0.003 0.477%0.034+0.004
0.32-0.48 0.5190.028+0.003 0.525:0.027+0.003 0.50%0.035:0.004
0.48-0.64 0.5330.028+0.003 0.53&0.027+0.003 0.556-0.034+0.004
0.64-0.80 0.4930.037+0.004 0.466:0.034+0.004 0.4290.038+0.003
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TABLE V. Best-fit « values and 95% C.L. limits. tion of the same analysis procedure as applied to the data.
The fully corrected distributions are shown in Figs. 3, 4,
Jet algorithm K x* (10 bing  95% C.L. limits 5, 6, 7, and 8. Since, in an earlier studj, we verified that
JADE —0.008*0.026 15.9 —0.058 «x<0.043 the overall rate obbg-event production is consistent with
Durham 0.026-0.043 218  —0.065<xk<0106 QCD expectations, we normalized the gluon distributions to
E — 0.005+0.028 13.6 —0.060<k<0.050 unit area and we study further the distribution shapes. In
EO —0.006+0.027 15.6 _0.060<xk<0.047 €ach case the peak iy is a kinematic artifact of the jet-
P —0.002+0.025 317 0.05% x<0.047 finding algorithm, which ensures that gluon jets are recon-

structed with a non-zero energy, and it depends onythe
value. The cog, distributions are very nearly flat, in contrast
to the 1+ co 6 behavior for quark jets.

We have considered sources of systematic uncertainty that

. 0 potentially affect our results. These may be divided into un-
algorithm, the norbb events make up roughly 1% of the ;qrainties in modelling the detector and uncertainties in the

selected sample and are dominateddog events; roughly ,nqeriying physics modelling. To estimate the first case we
70% of these had the gluon jet correctly tagged, and theygiematically varied the track and event selection require-
remamdgr comprises events in which the gluon split into dments, as well as the track-finding efficier{&13], the mo-

cc or bb, which yielded a real secondary vertex in the mentum and dip angle resolution, and the probability of find-
‘wrong” jet. Mis-tagged events, in which the gluon jet was ing a fake vertex in a jet. In the second case parameters used
mis-tagged as & or b-jet and one of the tru®- or b-jets  in our simulation, relating mainly to the production and de-
enters into the measured gluon distributions, comprise€ay of charm and bottom hadrons, were varied within their
roughly 3% of the sample; roughly two-thirds of these eventsmeasurement erroffd8]. For each variation the data were

contain a gluon splitting intac or bb. These two back- ecorrected to derive new, and cod), distributions, and the
grounds are negligible except in the highegtoin. deviation with respect to the standard case was assigned as a

For all algorithms the dominant backgrourie.g., for ~ Systematic uncertainty. Although many of these variations

JADE, roughly 16% of the samplés formed bybEbut non- affect the overall tagging efficiency, most had little ef_“feg:t on
— the energy or polar angle dependence, and no variation af-

bbg events. These are trixb events that were not classified fects the conclusions below. The largest contributions to the
as 3-jet events at the parton level, but were reconstructed angor arose from the measurement uncertainties on the prob-
tagged as 3-jebg events in the detector using the same jetapjjity for gluon splitting intobb (which dominates around
algorithm andy,, value. In a parton-level 2-jet event this ~0.5) orcc (which dominates fox,>0.7).

can arise from the broadening of the particle flow around the ° All uncertainties were conservati\g/ely assumed to be un-
original b and b directions due to hadronization and weak correlated and were added in quadrature in each birg of
decay; in particular, the relatively high-transverse-and cogj,. In any bin the systematic error is typically much
momentumB-decay products can cause the jet-finder to resmaller than the statistical error. The data points with their
construct a “fake” third jet, which is almost always assignedtotal error bars are shown in Figs. 3, 4, 5, 6, 7, 8; the data are
as a(low-energy gluon jet. In addition, an event classified as listed in Tables Ill and IV. In addition, as cross-checks, for
4-jet at the parton level may, due to the overlap of theireach algorithm they., value and theM, cut were varied

hadronization products, have two of its jets combined in they o nq their respective default values; in no case did our
detector by the jet-finder. In this case the combined jet iSonclusions change.

usually tagged as a gluon jet. Since the calculations with
which we compare below are not reliable for 4-jet events, we

consider such events to be a background. IV. COMPARISON WITH QCD PREDICTIONS

Geneva  —0.006-0.026 24.4 —0.056< k<0.045

algorithms (not shown are qualitatively similar. For each

We compared the data with perturbative QCD predictions

IIl. CORRECTION OF THE DATA for the respective jet algorithm ang,,; value. We calculated

For each algorithm, the distributions were corrected toleadmg-ordel(LO) apd next-to-L_O(NLQ) predlptlons u“smg
obtain the true gluon distributionB'™¢(X) by applying a JETSET YVe als_o derived the;e dlstrlbuthns_ using thg parton

bin-by-bin procedureD'"e(X)=C(X) [Da¥(X)—B(X)], shoyver (PS |mplementgd INJETSET, this is operationally
where X=x, or cosf,, D'®(X) is the raw distribution, equivalent to a calculation in which leading and next-to-
B(X) is qche bacgkground contribution, andC(X) leading Iny, terms are partially resummed to all orders in

—Diruexy/preconxy rrection th nts for the s I_n physical terms this aIIo_vvs_; events to be generated Wi_th
wc (X)/Dyc™(X) is a correction that accounts for the multiple orders of parton radiation, in contrast to the maxi-

efficiency for accepting.trudob.g events into the tagged um number of 3(4) partons allowed in the LGNLO)
sample, as well as for bin-to-bin migrations caused by hadg,|cylations, respectively. Configurations with3 partons
ronization, the resolution of the detector, and bias of the,re relevant to the observables considered here since they
jet-tagging technique. HetBy,c'(X) is the true distribution  may pe resolved as 3-jet events by the jet-finding algorithm.
for MC-generatedhbg events, and 5&°(X) is the resulting  These predictions are shown in Figs. 3, 4, 5, 6, 7 and 8.

distribution after full simulation of the detector and applica-  In the case of the ca distributions the three calcula-
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tions are indistinguishable and they reproduce the data. Faonfidence level based on tlyé for the comparison with the
clarity we show in Figs. 3, 4, 5, 6, 7, and 8 only the PSstandard PS calculation. We conclude that our data show no
calculations. We conclude that the agobservable is insen- evidence for any beyond-QCD effects, and we set 95%
sitive to the details of higher order soft parton emission.  confidence-leve{C.L.) limits on «; these are shown in Table

In the case ok, for the JADE, E, EO and P algorithms V. Since the results are highly correlated, we quote best lim-
the LO calculation reproduces the main features of the shapés on « using the JADE algorithm, yielding-0.058<
of the distribution, but it yields too few events in the region <0.043 at the 95% C.L.
0.2<x4<0.5, and too many events fax,<0.1 and x4
>0.6. The NLO calculation shows qualitatively similar be- V. CONCLUSION
havior, although it reproduces the data noticeably better, es-
pecially for x,>0.6. In the case of the JADE, E and EO  In conclusion, we used the precise SLD tracking system
algorithms the PS calculation provides the best description of tag the gluon in 3-jee*e”—Z°—bbg events. We stud-
the data across the fully range, although it tends to under- jed the structure of these events in terms of the scaled gluon
estimate the height of the kinematic peak; in the case of thenergy and polar angle, measured across the full kinematic
P algorithm the PS calculation is slightly worse than therange. We compared our data with perturbative QCD predic-
NLO calculation. These results suggest that the data are sefions and found that beyond-LO QCD contributions are
sitive to multiple orders of parton radiation, the details of needed to describe the energy distribution. We also investi-
which need to be included in the perturbative QCD CalCUla'gated an anomajoub-quark Chromomagnetic moment,
tion. This is in agreement with our earlier inclusive measureywhich would affect the shape of the energy distribution. We
ment of jet energy distributionsfor the JADE algorithm  set 950 C.L. limits of—0.06< k<0.04. These results are
only) using flavor-inclusivez® decays{19]. consistent with, more precise than, and supersede those in

In the case ok, defined using the Geneva algoritiffig.  our earlier publicatiori8].
8), there are clear differences among the three calculations,
but the NLO calculation reproduces the data best. Finally, in
the case of the Durham algorith(fig. 4), the differences

among the three calculations are relatively small, and both \\e thank the personnel of the SLAC accelerator depart-
the NLO and PS calculations provide a good description ofnent and the technical staffs of our collaborating institutions
the data. This is consistent with the original motivation for gy their outstanding efforts on our behalf. We thank A. Bran-
the Durham algorithni20], which was explicitly designed to  denburg, P. Uwer and T. Rizzo for many helpful discussions.
yield a jet structure that is relatively insensitive to the pres-This work was supported by Department of Energy con-
ence of additional soft partons. tracts: DE-FG02-91ER40676BU), DE-FG03-91ER40618
We conclude that perturbative QCD in the PFADE, (UCSB), DE-FG03-92ER40689 (UCSC, DE-FGO03-
Durham, E, EO algorithmsor NLO (P, Durham, Geneva 93ER40788(CSU), DE-FG02-91ER40672Colorado, DE-
aIgoLithms) approximation reproduces the gluon distributionsFGoz_glER40677(|||in0is), DE-AC03-76SF00098LBL),
in bbg events. However, it is interesting to consider the ex-DE-FG02-92ER40715  (Massachusetts DE-FCO02-
tent to which anomalous chromomagnetic contributions ar®4ER40818 (MIT), DE-FG03-96ER40969Oregon, DE-
allowed by the data. The Lagrangian represented by(Bgq. AC03-76SF00515SLAC), DE-FG05-91ER40627Tennes-
yields a model that is non-renormalizable. Nevertheless treeseg, DE-FG02-95ER40896 (Wisconsin, DE-FG02-
level predictions can be derivdd1] and used for a “straw 92ER40704 (Yale); National Science Foundation grants:
man” comparison with QCD. For each jet algorithm, in eachPHY-91-13428(UCSQO, PHY-89-21320(Columbig, PHY-
bin of thexg distribution, we parametrized the leading-order 92-04239 (Cincinnati, PHY-95-10439(Rutgers, PHY-88-
effect of an anomalous chromomagnetic moment and addet®316 (Vanderbil), PHY-92-03212(Washingtom, the UK
it to the PS calculation to arrive at an effective QCD predic-Particle Physics and Astronomy Research Cou(®ilinel,
tion including the anomalous moment at leading-ordeg?A  Oxford and RAL); the Istituto Nazionale di Fisica Nucleare
minimization fit was performed to the data withas a free  of Italy (Bologna, Ferrara, Frascati, Pisa, Padova, Perugia
parameter. The correspondirgand y? values are shown in the Japan-U.S. Cooperative Research Project on High En-
Table V. In all cases« is consistent with zero. For each ergy Physic§Nagoya, Tohoky and the Korea Science and
algorithm the confidence level of the fit is smaller than theEngineering FoundatiofSoongsil.

ACKNOWLEDGMENTS

[1] See, e.g., S. L. Wu, Phys. Rel7, 59 (1984); J. Ellis, M. K. (1997.
Gaillard, and G. G. Ross, Nucl. Phy&111, 253(1976; B130, [5] See, e.g., G. C. Ross, Hlectroweak Interactions and Unified
516E) (1977. Theories Proc. XXXI Rencontre de Moriond, 1996, Les Arcs,
[2] See, e.g., P. N. Burrows and P. Osland, Phys. Lett06 385 Savoie, France, edited by J. Tran Thanh V&dlitions Fron-
(1997). tieres, Gif-sur-Yvette, 1996 p. 481.
[3] We do not distinguish between particle and antiparticle. [6] SLD Collaboration, K. Abeet al, Phys. Rev. D59, 012002
[4] K. Abe et al, Nucl. Instrum. Methods Phys. Res.480, 287 (1999.

052001-8



IMPROVED STUDY OF THE STRUCTURE OIé*efﬂbEg EVENTS. .. PHYSICAL REVIEW D 66, 052001 (2002

[7] SLD Collaboration, Koya Abet al, Phys. Rev. Lett86, 962 [14] D. J. Jackson, Nucl. Instrum. Methods Phys. Re888 247

(2001). (1997).
[8] SLD Collaboration, K. Abeet al, Phys. Rev. D60, 092002  [15] T. Sjestrand, Comput. Phys. Commu8R, 74 (1994.
(1999. [16] P. N. Burrows, Z. Phys. @1, 375(1988; OPAL Collabora-
[9] JADE Collaboration, W. Barteket al, Z. Phys. C83, 23 tion, M. Z. Akrawy et al, ibid. 47, 505 (1990.
(1986. [17] SLD Collaboration, K. Abeet al, Phys. Rev. Lett79, 590
[10] See, e.g., SLD Collaboration, K. Ale al,, Phys. Rev. D61, (1997.
962 (1999. _ [18] SLD Collaboration, Koya Abet al, Phys. Rev. D65, 092006
[11] T. Rizzo, Phys. Rev. 30, 4478(1994; and (private commu- (2002.
nications. [19] SLD Collaboration, K. Abeet al, Phys. Rev. D55, 2533
[12] SLD Design Report, SLAC Report 273984. (1997

[13] P. J. Dervan, Ph.D. thesis, Brunel Univ., SLAC-Report-523

(1999 [20] N. Brown and W. J. Stirling, Z. Phys. 83, 629 (1992.

052001-9



