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We present a measurement of time-depen@#hviolating asymmetries in neutr® meson decays collected
with the BABARdetector at the PEP-1I asymmetric-eneggye collider at the Stanford Linear Accelerator
Center. The data sample consists of 29.7*fbecorded at th&' (4S) resonance and 3.9 T off resonance.
One of the neutraB mesons, which are produced in pairs at ¥hgtS), is fully reconstructed in th€P decay
modesl/ yK2, y(2S)KE, xc1 K2, I/yK*0 (K*0— K270 andd/yK?, or in flavor-eigenstate modes involving
D™ x/pla; andJ/yK*© (K*O—K " 77). The flavor of the other neutr&@ meson is tagged at the time of its
decay, mainly with the charge of identified leptons and kaons. A neural network tagging algorithm is used to
recover events without a clear lepton or kaon tag. The proper time elapsed between the decays is determined
by measuring the distance between the decay vertices. Wrong-tag probabilities, the time-difference resolution
function, and theB°-B° oscillation frequencyAmy are measured with a sample of about 6350 fully-
reconstructed® decays in hadronic flavor-eigenstate modes. A maximum-likelihood fit to this flavor eigenstate
sample findsAmy=0.516+ 0.016(stat)-0.010(syst) ps’. The value of the asymmetry amplitude sj &
determined from a simultaneous maximume-likelihood fit to the time-difference distribution of the flavor-
eigenstate sample and about 642 tag@’ddecays in theCP-eigenstate modes. We find sif20.59
+0.14(stat)- 0.05(syst), demonstrating th&P violation exists in the neutraB meson system. We also
determine the value of theP violation parametef\ | =0.93+ 0.09(stat)- 0.03(syst), which is consistent with
the expectation ofA|=1 for no directCP violation.

DOI: 10.1103/PhysRevD.66.032003 PACS nuni$erl3.25.Hw, 11.30.Er, 12.15.Hh

[. INTRODUCTION by Sakharov’s observatior2] in 1967 that withouiCP vio-
lation, a universe that began as matter-antimatter symmetric
CP violation has been a central concern of particle phys-could not have evolved into the asymmetric one we now see.
ics since its discovery in 196[L]. Interest was heightened An elegant explanation of th€P-violating effects in KE
decays is provided by th€P-violating phase of the three-
generation Cabibbo-Kobayashi-Maskaw@&KM) quark-
* Also with Universitadi Perugia, Perugia, Italy. mixing matrix[3]. However, existing studies @P violation
TAlso with Universitadella Basilicata, Potenza, Italy. in neutral kaon decays and the resulting experimental con-
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straints on the parameters of the CKM matfik| do not decay-time differencét is, to an excellent approximation,
provide a stringent test of whether the CKM phase describeproportional to the distancAz between the twd°-decay
CP violation [5]. Moreover, the standard model does not,vertices along the axis of the boostt~Az/c(By). The
through the CKM phase, incorporate enou@ violation to  average separation between the tBalecay vertices ig\z
explain the current matter-antimatter asymmégy Under- =(By)Cc7s=260um, while the rmsAz resolution of the
standingCP violation thus remains a pressing challenge. ~ detector is about 18@m.

An excellent testing ground fo€P violation is provided
by B mesons through particle-antiparticle mixing. A particle A. Measurement of B flavor oscillations

that is purelyB® at timet=0 will oscillate between that state ~ The phenomenon of particle-antiparticle mixing in the
and B® with a frequencyAmy, the difference between the neutral B meson system was first observed almost fifteen
masses of the two neutrBImass eigenstates. If decays to ayears agd9,10]. The oscillation frequency iB°-B° mixing

CP eigenstatef are observed, any difference between thenas peen extensively studied with both time-integrated and
rates when starting with B® or with aBy is a manifestation  {me-dependent techniqugs1]. By interchangingbd with

of CP violation. In some circumstances, including those iNp4 BO-B® mixing changes the additive bottom quantum
the experiment described here, the fundamental parameteljhs’”’“ber by two units, i.eJAB|=2. In the standard model

of CP violation in the CKM model can be measured from . ..° process is the result of orain$m3|=1 weak inter-
such time-dependent rate asymmetries, unobscured by StoMtions in second order involving the exchange of virtual

Interactions. For exampleo, a. state initially produc.ed as %harge-2/3 quarks, with the top quark contributing the domi-
B (B°) can decay ta)/ §/Kg directly or can oscillate into @ pant amplitude. A measurement i, is therefore sensitive
BY (B and then decay td/¢K2 With little theoretical to the value of the CKM matrix elemei,y. At present the
uncertainty in the standard model, the phase differencgensitivity toV,q is not limited by experimental precision on
between these amplitudes is equal to twice the angldmy, but by theoretical uncertainties in the calculation, in
B=ard —VVi/ViaVi] of the unitarity triangle. TheCP-  particular the quantitf3Bg, wherefg is theB® decay con-
violating asymmetry can thus provide a crucial test of thestant, andBg is the so-called bag factor, representing the
standard model. AB=2 strong-interaction matrix element. There may also be

The unitarity of the three-generation CKM matrix can be contributions from interactions outside the standard model.
expressed in geometric form by six triangles of equal area in  Beyond these questions of fundamental interest, since the
the complex plane. A nonzero argg| directly implies the measurement akmy incorporates all elements of the analy-
existence of aCP-violating CKM phase. The most experi- sis for time-depender€P asymmetries, including recon-
mentally accessible of the unitarity relations, involving thestruction, tagging, andt determination and resolution, it is
two smallest elements of the CKM matri¥,,, andV4, has  an essential test of our understanding of these aspects of the
come to be known as the unitarity triangle. Because the&in 28 measurement.
lengths of the sides of the unitarity triangle are comparable, For the measurement afm,, one neutralB (Bg,,) is
the angles can be large, leading to potentially la@f  fully reconstructed in a flavor eigenstat¢12] as
violating asymmetries from relative phases between CKI\/D(*)*77+/p+/aI OrJ/,/,K*O (K*°—>K*7-r*), while the sec-
matrix elements. ond is tagged by its decay products. For the neBrsystem

In e"e” storage rings operating at th&(4S) resonance, produced on theY (4S), the probability for obtaining a
a B°B® pair produced in af¥'(4S) decay evolves in a co- mixed B°B® or B’B?, or unmixed B°BY, final state is a
herentP-wave state. If one of th8 mesons, referred to as fynction of Amy and the proper time differenckt between
Brag, Can be ascertained to decay to a state of known flavoghe twoB decays:

i.e.,BO or B, at a certain timey,,, the otheiB, referred to as

B,ec, at that timemust be of the opposite flavor as a conse- Prob(B°B°—B°B° or B®BY)

quence of Bose symmetry.. Consequerﬂy,_ the oscillatory

probabilities for observin@°B°, 5030 andB°BP pairs pro- _ Ee*m“(l—cosAmdAt) o
duced inY (4S) decays are a function aft=1t,,.—tig, al- 4

lowing mixing frequencies an@P asymmetries to be deter- . o

mined if At is known. The charges of identified leptons and ProkB°B°— B°BY)

kaons are the primary indicators of the flavor of the tagging

B, but other particles also carry flavor information that can r N

be exploited with a neural network algorithm. The recon- ~2¢ (1+cosAmgAt), )

structed neutralB is found either in a flavor eigenstate

(Brec=Biiav) Or @ CP mode B.c=Bcp) by full reconstruc-  where rgo=1/" is the B lifetime. The final state can be

tion of its observed long-lived daughters. classified as mixed or unmixed depending on whether the
At the SLAC PEP-Il asymmetrie"e™ collider [8], reso-  reconstructed flavor-eigenstaB..= By, has the same or

nant production of th& (4S) provides a copious source of the opposite flavor as the taggiBy= By,,. If the At resolu-

B°BY pairs moving along the beam axisdirection with an  tion and flavor tagging were perfect, the asymmetry as a

average Lorentz boost @f3y)=0.55. Therefore, the proper function of At,
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T Amy. The correlation betweew; andAmg is small because

the rate of mixed events neart=0, where theB®-B° mix-

] ing probability is small, is principally governed by the
. mistag rate. Conversely, the sensitivity Aam, increases at
] larger values ofAt; when At is approximately twice th@®

‘ ‘ lifetime, half of the neutraB mesons will have oscillated.

arbitrary scale
T T

B. Measurement of CP asymmetries

For the measurement &fP asymmetries, onB (Bcp) is

- fully reconstructed in &P eigenstate with eigenvalugcp

At (ps) = —1 [P, (29K, or xeK] or +1 (I/yKY), while

the second is tagged with its decay products just as for the
FIG. 1. Expected\t distribution for mixed and unmixed events mixing measurement. THB-p sample is further enlarged by

(a) with perfect tagging and\t resolution, and(b) with typical including the model/yK*° (K*°—K2x%). However, due

-5

mistag rates andt resolution. to the presence of everl €0,2) and odd (=1) orbital
angular momenta in thd/yK*° system, there arejcp

A (At)= Nunmix(At) = Nmix(At) @ = +1 and —1 contributions to its decay rate, respectively.

mixing Nunmid At) + Ny (At) When the angular information in the decay is ignored, the

measuredCP asymmetry in)/ ¢K*° is reduced by a dilution
would describe a cosine function with unit amplitude. Thefactor D, =1—-2R, , whereR, is the fraction of theL=1
asymmetry goes through zero near 3(1 proper lifetimes  component. We have measur& =0.160+0.032+0.014
and the sensitivity toAmy, which is proportional to [13]which, after acceptance corrections, leads to an effective
At?e” T4 sir? AmyAt, reaches a maximum in this region. If 5..=+0.65+0.07 for thed/yK*° mode.
the tagging algorithm incorrectly identifies the tag with a  The expected time evolution for the taggBdpe sample
probabilityw, the amplitude of the oscillation is reduced by a depends both oBC-B° mixing and on the decay amplitudes
dilution factor D=(1-2w). When more than one type of .'no B0 (4 the final state through a single complex

flavor tag is used, each has its own mistag wafe parametei. Mixing generates a lifetime difference as well
Neglecting any background contributions, the probabllltyas 2 mass difference between the two newBraleson mass

density functiongPDF9 for the mixed(~) and unmixed +) eigenstates, but the lifetime difference is expected to be

events,7i.., can be expressed as the convolution of the UMsmall since it is a consequence of common final stat&°in
derlying oscillatory physics distribution q

andB® decays. Such common states, which include e
_ r It eigenstates studied here, make up a very small fraction of the
h. (AT, Amg,w) = 2¢€ [1+DcosAmgAt] (4 decay width. Dropping these, and thus ignoring any lifetime
difference, results in a simple expressionXdn terms of the
with a time-difference resolution functionR(s=At |AB=1| and|AB=2| interactions,
— Aty 8) to give

B HAgo|BO| (f|Hag_1|B°
Ho(AGT,Amy W.3) A:_K |Hag=2/B°)| (f|Hag=1/B") @)

<BO|HAB:2|§O> <f|HAB=l| BO> .

=h.(Atye; ', AMg, W)@ R(J;8), (5

whereAt andAt,,. are the measured and the true time dif- Redefining the states f&"~ andB"” by multiplying them by
ferences, andy are parameters of the resolution function. tWo different phases has no effect Bpwhich is thus phase-
Figure 1 illustrates the impact of typical mistag aktreso- convention mdepen_den_t, as every physical observable must
lution effects on the\t distributions for mixed and unmixed P& The decay distributions are
events.

A full likelihood function is then constructed by summing f.(At)= Eerm[ 1+D
‘H-. over all mixed and unmixed events in a given uniquely- - 4
assigned tagging categornand over all tagging categories

1—|A|?
tagging —1+—|)\|2005AmdAt , (8)
INLouix= > | > INHL(AGT,Amg,w; &)

i unmixed

2Im\ nAMLAL
WSIH My

where the+_or — sign indicates whether th#,, is tagged as
a B? or aBY, respectively. The dilution factoP=1—2w

+ n%ed InH_(AtT,Amg,w;, &) . ®  accounts for the probability that the flavor of the tagging
is identified incorrectly.
This can be maximized to extract the mistag fractionsnd The distributions are much simpler whpy| =1, which is

resolution parameteds and, simultaneously, the mixing rate the expectation of the standard model for decays Be
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—>J/¢Kg. If all the mechanisms that contribute to the decay
have the same weak phase then the ratio of the weak decay
amplitudes in Eq(7) is just 7cpe? %dec, where ¢yec is the
weak phase folBO— dyec IS convention dependent and
unobservable. The remaining factor introduces a phase due
to B%-B® mixing. The combination of these phases is con-
vention independent and observable.

For decays such a8°—J/¢yKY or more generally
(cc)K2 and C)K?, an explicit representation for can be
found from the ratio of the amplitude f@°— (cc)K° to the : o
interfering proces®8°— B°— (cc)K°— (cc)KP. The decay -5

arbitrary scale

5
B%— (cc)K? involves ab—ccstransition with an amplitude At (ps)
proportional td V§,V.s], while B°— (cc)K® provides analo- FIG. 2. ExpectedAt distribution for B- and B°-tagged CP

gously a factoryncp[ VepVesl- BecauseB’— B° mixing is  events(a) with perfect tagging and\t resolution, and(b) with

dominated by the loop diagram witht guark, it introduces a typical mistag rates andt resolution.

factor[V\Vip /ViqVi ], while K°—K©° mixing, being domi- ) ) o

nated by thec-quark loop, adds a factqiVeqVi/ V¥ Vel mistag andAt resolution effects on thdt distributions for
! Cc Cc Cc csi-

Altogether, for transitions of the type— ccs, BY- a_ndgo-tfaggedCP events.
It is possible to construct @P-violating observable
- (thVfb)(Vcbvzs)<V:chs) Fo (A= F_(AD
—7/cpP * * * + —J -
ViaVio) | VenVes/ | VedVes Acp(At)= F.A)TF (AD’ (12
-] ) Ve | - -
cP VoV | VEV o V\{hICh., neglecting resolution effects, is proportional to
_ sin 2.
=ncpe 2P 9
Acp(At)oc — 5cpD sin 28 sSinAmgAt. (13
The time-dependent rate for decay of tBgp final state is
then given by Since no time-integrate@P asymmetry effect is expected,
) an analysis of the time-dependent asymmetry is necessary.
fo (AT, Amg,w,sin 28) The interference between the two amplitudes, and hence the
r CP asymmetry, is maximal after approximately 2R°
= Ze‘m“[li nepD sin 28 sinAmyAt]. proper lifetimes, when the mixing asymmetry goes through

zero. However, the maximum sensitivity to sif,2vhich is
(100  proportional toe"14!sir? AmyAt, occurs in the region of 1.4
lifetimes.
In the limit of perfect determination of the flavor of the fully The value of the free parameter sjf 2an be extracted

reconstructedB in the Bg,, sample, which we assume with the taggedBcp sample by maximizing the likelihood
throughout, the dilution here and in the mixed and unmixedynction

amplitudes of Eq(4) arises solely from th&,, side, allow-

ing the values of the mistag fractioms to be determined by tagging
studying the time-dependent rate B-B° oscillations. InLep= X | X INF (AGT,Amg,a,w;,sin28)

- . 0
To account for the finite resolution of the detector, the ' B” tag

time-dependent distributiorfs. for B® andB° tagged events _ . _
[Eq. (10)] must be convolved with a time resolution function + > InF_(AtT,Amg.a,w;,sin28) |, (14)

R(8,=At—Aty,e;8) as described above for mixing, B° tag
Fo(At:T,Amy,w,sin 28,8) where the outer summation is over tagging categadriasd
- _ A the inner summations are over tB&8 and B® tags within a
= (Atyye;I',Amy,W,SiN28) @ R(6;8), given uniquely-assigned tagging category. In practice, the fit

(11  for sin2g is performed on the combined flavor-eigenstate
and CP samples with a likelihood constructed from the sum
where & represents the set of parameters that describe thef Eqs.(6) and(14), in order to determine sin® the mistag
resolution function. In practice, events are separated into thiactionw; for each tagging category, and the vertex resolu-
same tagging categories as in mixing, each of which has ion parameterg; . Additional terms are included in the like-
different mistag fractionw;, determined individually for lihood to account for backgrounds and their time depen-
each category. Figure 2 illustrates the impact of typicaldence.
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The mistag rates can also be extracted with a timesince this would add additional assumptions about the reso-
integrated analysis as a cross-check. Neglecting possiblation function without significantly improving the precision
background contributions and assuming the flavoBgf, is = of Amy. The measurement of siBAs performed with the
correctly identified, the observed time-integrated fraction offull By,, andB¢p samples, with a fixed value fakmy and
mixed eventsy,,s can be expressed as a function of thethe BC lifetime. This strategy allows us to account correctly

BO-B° mixing probability x4 for the small correlations among the mistag ratesresolu-
tions parameters, and sig2The samdB,, sample and ver-
Xobs= Xd+ (1—2xq)W, (15  tex separation techniques have been used to determine pre-

cision values for the charged and neutdifetimes[17].
where xg=32x3/(1+x3)=0.174-0.009 [11] and xq
=Amd./F. Taking gdyantage .Of the available.decay time in- Il. THE BABAR DETECTOR AND DATA SETS
formation, the statistical precision amcan be improved by . _ _ _
selecting only events that fall into an optimized time interval  The data used in this analysis were recorded with the
|At|<to, wheret, is chosen so that the integrated number ofBABARdetector{ 18] at the PEP-II collide{8] in the period
mixed and unmixed events are equal outside this range. Wit@ctober 1999—June 2001. The total integrated luminosity of
the use of such an optimizet interval the time-integrated the data set is equivalent to 29.7 focollected near the
method achieves nearly the same statistical precision for th¥ (4S) resonance and 3.9 T collected 40 MeV below the

mistag rates as a full time-dependent likelihood fit. Y (4S) resonance(off-resonance dajaThe corresponding
number of producedB pairs is estimated to be about 32
C. Overview of the analysis million. The Y (4S) sample is sometimes divided into two

. . . . - subsamples for comparison purposes: data recorded in 1999—
This article provides a detailed description of our pub-2000 about 20.7 fbt and referred to as “run 1.” and data

Iig,heq measurement of .flavor oscillatiori¢5] and CP- recorded in 2001, about 9.0 Tband referred to as “run 2.”

violating asymmetry16] in the nel_JtraIB meson gystem. These subsamples differ primarily in the quality of the track-

These measurements have six main components: ing system alignment and on the track-finding efficiency. The
(1) Selection of theB.p sample of signal events for neu- former requi.res a separate treatment ofMGresolption for

tral B decays toCP modes J/¢KS #(29)KS x,K?  the two periods, as discussed in Sec. VF, while the latter

I/ pK*O (K*°—>ng°), and J/yK?; selection of theBy,, results in substantially improved yields in run 2 for recon-

sample of signal events for neutral flavor-eigenstate deca ructedB mesons.

to D)7t /ptia; andJ/yK*® (K*O—K*77); selection

of theB™ control sample in the modd&™* 07", J/yK*)+, A. The BABAR detector

P(29)K™, xc1K™; and selection of a semileptonic neuttal The BABARdetector is a charged and neutral spectrom-

sample in the mod®* | ~v, as described in Sec. III. eter with large solid-angle coverage. For this analysis, the
(2) Determination of the flavor of thB.,4, as described in  most important detector capabilities include charged-particle

Sec. IV. tracking, vertex reconstruction, and particle identification.

(3) Measurement of the distandez between the tw®°  Charged particles are detected and their momenta measured
decay vertices along th¥(4S) boost axis, and its conver- by a combination of a 40-layer, small-celled drift chamber
sion toAt, as described in Sec. V. (DCH) filled with a 80:20 helium:isobutane gas mixture, and

(4) Construction of a log-likelihood function to describe a five-layer silicon vertex trackelSVT), consisting of 340
the time evolution of signal and background events in theac-coupled double-sided silicon microstrip sensors. The cells
presence of mixing an@P asymmetries, as described in Sec. of the DCH are organized into 10 superlayers within which
VL. the sense wires all have the same orientation, thereby allow-

(5) Measurement of the mixing ratdmy, mistag frac- ing segment-based tracking. Both the DCH and the SVT lie
tionsw;, and vertex resolution parameteisfor the differ-  inside a 1.5-T solenoidal magnetic field. Beyond the outer
ent tagging categories, with an unbinned maximum- radius of the DCH is a detector of internally reflected Cher-
likelihood fit to theBy,, sample, as described in Sec. VII.  enkov radiation (DIRC), which is used primarily for

(6) Extraction of a value of sin@2, or more generally charged-hadron identification. The device consists of 144
Im M|\ and |A|, from the amplitude of theCP asymmetry, fused silica quartz bars in which relativistic charged particles
the mistag fractionsy; , and the vertex resolution parameters above the Cherenkov threshold radiate photons while tra-
a; for the different tagging categorids with an unbinned versing the material. The light is transported by total internal
maximum-likelihood fit to the combined;,, and Bcp  reflection down the length of the bars to an array of 10752
samples, as described in Sec. VIII. photomultiplier tubes mounted on the rear of the detector,

where the opening angle of the Cherenkov ring is measured.

Whenever possible, we determine time and mass resolw finely segmented electromagnetic calorim&®&wMC), con-
tions, efficiencies and mistag fractions from the data. Thesisting of 6580 C<IT1) crystals, is used to detect photons
measurement oAmy is performed with a slightly reduced and neutral hadrons, and also to identify electrons. The EMC
subset of the fulBg,, sample, which is optimized for such a is surrounded by a thin cylindrical superconducting coil and
precision measurement. TH&.p, sample is not included, a segmented iron flux return, organized into a hexagonal bar-

032003-9



B. AUBERT et al. PHYSICAL REVIEW D 66, 032003 (2002

rel and two endcaps. The instrumented flux reflifiR) con-  divide up the cluster energy. The position of each bump is
sists of multiple layers of resistive plate chambéRPCs calculated with a logarithmic weighting of crystal energies.
interleaved with the flux-return iron and is used in the iden- We determine whether a bump is associated with a

tification of muons and neutral hadrons. charged or neutral particle by projecting all tracks in the
event to the inner face of the calorimeter. A bump is deter-
B. Charged particle reconstruction mined to be neutral, and therefore a photon candidate, if no

- . ... track intersects any of its crystals. A track intersection is
Charged track finding starts with pattern recognition in . . , ; .
determined by computing the two-dimensional distance on

the DCH, based on_three different algorithms. The _fwst U€he face of the calorimeter from the projected track impact
the same fast algorithm employed by the level-3 trigger for

. S oint to the bump centroid. A requirement is made on the
finding and linking superlayer-based track segments from,. . . )

. L ; . difference between the measured intersection distance and
moderate-to-highpt tracks originating from the interaction

. ; the Monte Carlo expectation for different particle species
point. Two subsequent track finders then work on superlayetr)ased on the measured track parameters

segments not already attached to a reconstructed track. They The energy resolution in the EMC is measured directly

are designed to find tracks with lowp, passing through .with a radioactive source at low energy under ideal low-

fewer than the full ten ;uperlayers Of the chamber, or c)m::]"background conditions and with electrons from Bhabha scat-
nating away from the interaction point. At the end of this

process, all tracks are refit with a Kalman-filter fit{ei9] tfr(lg%fé g;%z :tngr%/, I\];Irg\r;] avr:ISIET ﬁvéeogféfrglg&f)égv

that takes into account the detailed distribution of material inT :
) o .The energy resolution can also be extracted from the ob-
the detector and the nonuniformities in the detector magnetic

. . ; erved mass resolutions fe and 7 decays to two photons,
field. These tracks are then projected into the SVT, an(ivhich are measured to be around 7 MeV and 16 MeV, re-

silicon-strip hits are added if they are consistent within the . . . .
extrapolation errors through the intervening material an dspectwely.Aﬂt to the observed resolutions obtained from the
0 7, and Bhabha samples gives a photon energy resolution

field. A search is performed for tracks that are reconstructed’ . _
with the remaining unused silicon clusters, again with twoparametnzed byr(E)/E=0.023€/GeV)” "©0.019.
different algorithms. At the end of the SVT-only track find-
ing, an attempt is made to match SVT- and DCH-only track
segments, which may result when a hard scatter occurs in the |dentification of electrons, muons and kaons is an essen-
support tube material between the two devices. tial ingredient in bothB reconstruction and flavor tagging.
Charged-particle transverse moments are deter- Particle species can be distinguished by measurements of the
mined with a resolution parametrized by (pr)/pr  specific energy lossdE/dx) in the SVT layers and in the
=0.0013p/GeV/c) +0.0045. The SVT, with typical DCH gas along the particle trajectory, the number of Cher-
single-hit resolution of 1Qum, provides vertex information enkoy photons and the Cherenkov angle in the DIRC, the
in both the transverse plane andznas well as the decay glectromagnetic shower energy in the EMC, and the particle
angles at the interaction point. Decay vertices Bomeson  penetration length in the IFR. Selection criteria are based on
candidates are typically reconstructed with a resolution of 54nhese quantities, on likelihood ratios derived from them, or
mm in z for fully reconstructed modes and about 100 to 150pn neural network algorithms combining different detector
um for the vertex of theunreconstructedtaggingB meson  jikelihoods. Typically, looser selection criteria are applied for
in the event. The efficiency for finding tracks in hadronic g yreconstruction than foB-flavor tagging. Efficiencies and
events that traverse the full DCH radiys;(-200 MeVic) is  particle misidentification probabilities are determined from
about 90% for run 1 and 95% for run 2. data control samples with similar characteristics.

D. Particle identification

C. Neutral reconstruction 1. Electron identification

EMC clusters are formed around initial seed crystals con- Electron candidates are identified primarily by the ratio of
taining at least 10 MeV of deposited energy. Neighboringthe bump energy in the electromagnetic calorimeter to the
crystals are added to the cluster if their energy exceeds ttack momentumE/p. They also must have a measured
MeV. If the newly added crystal has energy greater than 3neandE/dx in the DCH that is consistent with the electron
MeV, its contiguous neighboréncluding corners are also  hypothesis. In addition, for some applications, the lateral and
considered for inclusion in the cluster. In order to identify azimuthal shape of the EMC show@0,21] and the consis-
cases where several showers are in close proximity, such &sncy of the observed and expected Cherenkov angle in the
unresolved photons from high-energy® decays, local DIRC are used for identification. Four different categories of
maxima within a cluster are identified. These local maximaelectron candidategVeryLoose , Loose, Tight , and
are defined as candidate crystals that have an energy excedteryTight ) are defined with the criteria listed in Table I.
ing each of its neighbors by a fraction that depends on th€andidates that are not matched to an EMC bump are re-
number of crystals in the local neighborhood. Clusters ar¢ained asnoCal electron candidates if their measured
then divided into as many “bumps” as there are localdE/dx satisfies the same requirements as WeeyTight
maxima. The division is based on a two-dimensional weightselection. Electron identification efficiencies in the momen-
ing scheme that assumes electromagnetic shower shapestton range 0.5 p<<3.0 GeVkt vary between 88% and 98%
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TABLE I. Criteria used for selecting the available categories of electron candidates. The difference
between the measured medB/dx and the expectation for an electron is required to lie within the interval
specified in terms of the expectedE/dx resolutiono.

Category dE/dx Elp Cumulative additional requirements
VerylLoose [-30, 7] >0.50

Loose [=3a, 70] >0.65

Tight [—30, 70] [0.75, 1.3 Lateral shower shape

VeryTight [—2.20, 40] [0.89,1.2 Azimuthal shower shape; consistency

of DIRC Cherenkov anglé¢30)

for the criteria in Table I, while the pion misidentification the difference between the measured 60% truncated-mean

rates are below 0.3% for théeryTight  selection. dE/dx in the SVT and the expectediE/dx is described by
o an asymmetric Gaussian distribution. For minimume-ionizing
2. Muon identification particles the resolution on the SVT truncated mean is about

Muon candidates are primarily identified by the measured-4%.- In the DIRC, a likelihood is obtained for each particle
number of hadronic interaction lengthg traversed from the hypothesis from the product of two components: the ex-
outside radius of the DCH through the IFR iron, and thePected number of Cherenkov photons, with a Poisson distri-
difference An, betweenn, and the predicted penetration bution, and the difference between the meagured average
depth for a muon of the same momentum and angle. Corfeherenkov angle to the expected angle for a given mass hy-
tamination from hadronic showers is rejected by a combinaPOthesis, assuming a Gaussian distribution.
tion of the average numb@t,;,s and the variancer, _ of For B-flavor tagging the likelihood variables from SVT,

hits i i
. 2 . DCH and DIRC are combined as inputs to a neural network
hits per RPC layer, thg” for the geometric match between

e . whose output is a single discriminating variable for kaon
the track extrapolation into the IFR and the RPC hit, selection. The network is trained with Monte Carlo simula-

and thex® of a polynomial it to the RPC hitsfie. In addi- ion of genericB decays. The average efficiency of the se-
tion, for those muons within the acceptance of the EMC, Wqgction is about 85% for a pion-misidentification probability
require the calorimeter bump energyto be consistent with  of apoyt 2.5%. Further details are described in Sec. IV B.
a minimum _ionizing particle. Four different_ categories of  The exclusive reconstruction of maBymeson final states
muon candidates(VeryLoose , Loose, Tight , and  qges not generally require explicit kaon identification. For
VeryTight ) are selected with the criteria listed in Table Il. gome channels WeryLoose kaon selection based on like-
In the forward region, which suffers from some machine|ihqoq ratios is imposed to reduce backgrounds to acceptable
background, additional requirements are made on the fraggyels. The combined likelihood uses the individual likeli-
tion of RPC layers with hits. Muon identification efficiencies 1,554s from SVT and DCH for momenta below 0.5 GeV/
in the momentum range 1<Ip<3.0 GeVk vary between qm DCH only for momenta between 0.5 and 0.6 GeV/
60% to 92% for the criteria in Table I, while pion misiden- 4.4 from DIRC only for momenta above 0.6 GeV/Kaon
tification rates are about 3% for tfigght  selection. candidates are rejected if the likelihood ratios satisfy
Lyl L <r and Lx/Ly<r, wherer=0.1 for p<0.5 GeVk
andr=1 for p=0.5 GeVk. Tracks with no particle infor-
Kaons are distinguished from pions and protons on thenation are assumed to be kaons. TKisryLoose kaon
basis of specific energy-loss measuremetigdx in SVT  requirement has a nearly constant kaon-identification effi-
and DCH and the number of Cherenkov photons and theiency of about 96% and a pion-misidentification probability
Cherenkov angle in the DIRC. The difference between thef at most 15% for tracks in the transverse momentum range
measured truncated-meat/dx in the DCH and the ex- 1 to 2.5 GeVEt. Tighter kaon selections requi /L ,>r,
pected mean for the pion, kaon and proton hypothesis, witlwvith r typically greater than one. For a loose pion selection,
typical resolution of 7.5%, is used to compute likelihoodscandidates are rejected if they satisfy tighter kaon or lepton
L., Lx and £, assuming Gaussian distributions. Similarly, criteria.

3. Kaon identification

TABLE Il. Criteria used for selecting available categories of muon candidates.

Category N Any Nhits Tnpics thrk/nlayers szit/nlayers Eemc [GeV]
VeryLoose >2.0 <25 <10 <6 <0.5
Loose >2.0 <2.0 <10 <6 <7 <4 <0.5
Tight >2.2 <1.0 <8 <4 <5 <3 [0.05,0.4
VeryTight >2.2 <0.8 <8 <4 <5 <3 [0.05,0.4
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TABLE IlIl. Signal yields for the different samples used in this analysis, before any tagging or tagging
vertex requirements. The signal size and purityBatecays to hadronic final states are obtained from a fit to
the mgg distribution described in Sec. IlIC, after selection dE. Purities are quoted fomgg
>5.27 MeVic?. The results fod/yK? are obtained from a fit to thAE distribution described in Sec. Il D.
The purity forJ/szE is quoted for events with E< 10 MeV. The results foD* ~| * v are obtained from a
fit to the cosfg_p« distribution described in Sec. Il E. Purity is quoted forl.1<cosfg_p«<1.1.

Purity
Sample Final state Signal (%)
Bcp YK (KE— 7t a™) 461+ 22 99
YK (KE— 7070 113+12 93
Pp(29)K2 86=17 96
XK 44+8 98
I/ yK*O (K*O—K270) 64=10 74
I/ YK 25724 60
Total 1025-41 83
Biiav D* m* 2380+57 92
D* p”* 1438+52 84
D*a; 1146+ 45 80
D =" 2685+ 65 83
D p* 1421+57 74
D a; 845+ 44 67
JYK*O (KO- Kt 7)) 1013+36 95
Total 10941133 83
B* DOt 6850+ 102 83
D*0pt 1708+ 51 91
J/wK* 1921+46 97
p(29)K™* 292+18 98
Y K 195+ 29 95
JyYK*t (KT =K' 79) 384+ 25 87
Total 11343-129 86
Semi-leptonicB® D* I"v 29042+ 1500 78
Ill. RECONSTRUCTION OF B MESONS range 0.4%¥ 6,,,<2.54 rad. Charged tracks must be recon-
Neutral B mesons in flavor eigenstates are reconstructegiructed in the DCH and are required to originate within
in the hadronic final state8°—D®*)~z*, D®*)—p* ~ 1.5 cminxyand 10 cm inz of the nominal beam spot. A

D™)~a;, andd/yK*O(K* 7~), and the semileptonic decay Primary vertex is formed on an event-by-event basis from a
modeB®—D* | " ». The CP sample is reconstructed in the vertex fit to all charged tracks in the fiducial volume. Tracks
channels B°—>J/¢K°, ,/,(23)}(0, XclKo7 I YK*O (K*O with a large y? contribution to the vertex fit are removed
_>ng°) and J/:/;K?. In some cases, control samples of until an overally? probability greater than 1% is obtained or
chargedB decays are studied, where the hadronic final statesnly two tracks remain. The resolution achieved by this
Bt D®)0 + YKt y(2S)K™ and y K are used. method is about 7Qum in x andy for hadronic events.
All final-state particles, with the exception of the neutrino in Events are required to have a primary vertex within 0.5 cm
the semileptonic decay, are reconstructed. A numbebbf Of the average position of the interaction point in the plane
andD ™~ decay modes are used to achieve reasonable recoiansverse to the beamline, and 6 cm longitudinally. Electro-
struction efficiency despite the typically small branchingmagnetic bumps in the calorimeter in the polar angle range
fractions for any giverB or D decay channel. A summary of 0.410< 6,,,<2.409 rad that are not associated with charged
the various reconstructdsl samples and purities is provided tracks, have an energy greater than 30 MeV, and a shower
in Table 1. In the following, kinematic quantities and selec- shape consistent with a photon interaction are taken as neu-
tion criteria are given in the laboratory frame, unless othertrals. A total energy greater than 4.5 GeV in the fiducial
wise specified. regions for charged tracks and neutrals is required. To reduce
continuum background, we require the normalized second
Fox-Wolfram momenf22] R, of the event, calculated with
Multihadron events are selected by demanding a miniboth charged tracks and neutrals, to be less thag004%) in
mum of three reconstructed charged tracks in the polar angleadronic(semileptoni¢ decay modes. Thih Fox-Wolfram

A. Event selection
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moment is the momentum-weighted sum of Legendre polyFinally, the transverse flight distance from the primary vertex
nomial of thelth order computed from the cosine of the in the eventr,,, must be greater than 2 mm.

angle between all pairs of tracks. The rd#g provides good Optimization for the reconstruction of th@P sample has
separation between jet-like continuum events and mor@roduced slightly differenk 2 selection criteria. Ther " 7~
sphericaIBE events. invariant mass, determined at the vertex of the two tracks, is
required to lie between 489 and 507 Me¥/and the three-
B. Reconstruction of decay daughters dimensional flight length with respect to the vertex of the

) ) _ charmonium candidate is required to be greater than 1 mm.
The reconstruction oB mesons typically involves the Pairs of #° candidates, each in the mass range

summation of a set of related decay modes, with multiple;gg_155 MmeVve? (=50, +3¢) and formed from nonover-

decay chains for the charm daughters or other short-live(papping EMC bumps, are combined to constrK@I—» 7070

dec_ay prqducts. To sw_nphfy gnalys,ls of su_ch complex qecaycandidates. For eachg candidate with an energy greater
chains, virtualcompositeparticles and their error matrices

are constructed from the original daughter particles. Théhan 800 MeV and a mass between 300 and 700 M&vt

composite particle then replaces the daughters in subsequéff Ntéraction point, we determine the most probaiie
fits and analysis. The three-momentum of the virtual particlél€cay point along the path defined by the ini@ momen-

is fit directly, rather than computed from the updated daugh{um vector and the/y vertex by maximizing the product of
ters, improving speed and numerical accuracy. probabilities for the daughtes” mass-constrained fits. Al-

momenta and position measurements, as well as to measUfée decay point to thd/y: vertex to be betweer-10 and
the time difference between decayir®) hadrons in the +40cmand th&gmass, using the measured decay point, to
Y(4S)—BB decay. For example, in the case &° Pe between 470 and 536 Med/

—>J/¢K°,.the position measurement of tlﬁ’_can be im- 3. K? selection

proved with the constraint that the line-of-flight of tlh’éf,
intersects thd/ vertex. The energy resolution of tlB can
also be improved by applying a mass constraint tozhg

Candidates fok? mesons are identified in the EMC and
IFR detectors as reconstructed clusters that cannot be asso-

andK? daughters. Generalized procedures have been devefidted with any charged track in the event. EMC candidates
oped and tested with constraints implemented by thdnust have a cluster energy between 200 MeV and 2 GeV and

Lagrange-multiplier technique. Possible constraints include & Polar angley ghat Sat'Sf(',eS €08<0.935. To suppress back-
common decay vertex, mass, energy, momentum, beam efrounds fromm- decayK candidates consistent with a pho-

ergy (with and without smearing beam-spot position and N are paired with other neutrals wit,>30 MeV. Any
line-of-flight. candidate with 10&m(yy) <150 MeV/c” is rejected. Like-

Nonlinearities in the fits require the use of an iterativeWiSe, clusters with more than 1 GeV energy that contain two
procedure, where convergence is defined by demanding thRmps are rejected if the bump energies and shower shapes

i i 0
the change iny? between two successive iterations is less@r® consistent with two photons from " decay. Monte
than 0.01, within a maximum of six iterations. Simple fits Carlo simulation shows that clusters due to tiie mesons
involving only vertex constraintg§except long-lived par- are easily distinguished from™ candidates by these criteria.

ticles) are, however, accurate enough with a single iterationThe remaining background consists primarily of photons and
overlapping showers. Isolated clusters produced by charged

1. 70 selection hadrons are removed by the basic clustering algorithm,

Neutral pion candidates are formed from pairs of EMCWhICh requires a minimum separation of about 20 cm be-
tween clusters.

bumps with energy greater than 30 MeV, assumed to be pho- IFR candidates are defined as clusters with hits in two or

tons originating from the interaction point. The invariant
mass of the photon pair is required to be within more RPC layers that are not matched to any reconstructed
charged track. To reduce beam-related backgrounds and to

+20 MeV/c? (2.50) of the nominal#® mass, with a mini- : ; : 9 ;
' . avoid regions where the charged tracking efficiency is low,
mum summed energy of 200 MeV. Selected candidates arg . require that the polar angié of the IFR cluster satisfy

. . . . . O . . .
subjected to a kinematic fit with&" mass constraint. Within —0.75<cos6<0.93, and eliminate clusters that begin in the

the acceptance of the EMC, efficiencies for this selection o .
vary from about 55 to 65% forr® energies from 0.3 to 2.5 outer 25% of the forward IFR endcap. Due to the irregular

GeV, typical of B decays structure of hadronic shoyvers, some hits from charged tracks
’ : are missed by the tracking association. We suppress these
clusters by rejectingKE candidates that lie withint350
mrad in polar angle and in the range750—300 to
Candidates in the(gﬂ m* 7~ mode are selected by re- +300+750 mrad in azimuth of the EMC intersection of
quiring an invariantz* 7~ mass, computed at the vertex of any positively(negatively charged track in the event. The
the two tracks, between 462 and 534 Me¥/The y? of the ~ remaining background is predominantly from charged par-
vertex fit must have a probability greater than 0.1%. Theticles and detector noise.
angle between the flight direction and the momentum vector SomeKE candidates satisfy both the EMC and IFR selec-
for the Kg candidate is required to be smaller than 200 mradtion requirements. In the reconstruction ®t— J/4K?, ad-

2. K2 selection
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TABLE IV. Particle identification and invariant mass requirementsJiof and (2S)—171~ candidates. The minimal particle identi-
fication criteria are applied to both daughters, while only one daughter must pass the restrictive requirement. Electron and muon selection
requirements are defined in Sec. Il D. Mass ranges are quoted inc&eaXd MIP refers to a minimum-ionizing particle.

e"e” candidates nu” candidates

B channel Minimal Restrictive m(e*e) Minimal Restrictive m(utu)
J/ng None Tight or noCal 2.95-3.14 MIP Loose 3.06-3.14
P(2S) Kg(l 1) VeryLoose Tight 3.436-3.736  VeryLoose Loose 3.636-3.736
¢(25)Kg(3/¢w+w-) VeryLoose Tight 2.95-3.14 VeryLoose Loose 3.06-3.14
XclKg(J/ vy) Loose Tight 2.95-3.14 VeryLoose Loose 3.06-3.14
J/yK* Tight Tight 2.95-3.14 Loose Loose 3.06-3.14
I/ yK? Loose VeryTight 3.00-3.13 Loose Tight 3.06-3.13

ditional criteria described in Sec. Il D are applied to resolvea y? probability for the topological vertex fit greater than
the classification of the correspondiBgcandidates. Exten- 0.1%. A mass-constrained fit is applied to candidates satisfy-
sive studies oK detection efficiencies have been conducteding these requirements.

with a control sample of radiatively producefl mesons, We form D* ~ candidates in the decdy* ~— D%z~ by

. 0. 0 —
decaying toK, Ks. combining aD® with a pion that has momentum greater than

70 MeV/c. The soft pion is constrained to originate from the
beam spot when th®* "~ vertex is computed. To account
For p~ candidates, ther” #° mass is required to lie for the small energy release in the decay4S)—BB

within =150 MeV/c? of the nominalp~ mass. Ther® from (resulting in a small transverse flight of tBecandidatek the
the p™ decay is required to have an energy greater than 308ffective vertical size of the beam spot is increased taA0
MeV. We reconstructk*® candidates in theK ™7~ and  Monte Carlo simulation was used to verify that this does not
K27° modes, whilek* * candidates are reconstructed in theintroduce any significant bias in the selection or in the

K*m® and K¢r" modes. The invariant mass of the two measurement. After applying a mass-constrained fit tdthe
daughters is required to be within 100 MeV/c? of the daughter,D* ~ candidates are required to hawg D% ")
nominal K* mass. Candidates in the modg — 7" 7~ 7" L 5 e —0
are reconstructed by combining three charged pions, witI""Ithln —1'01 MeVic® of the nomlnaIZD mass for theD
mode and=0.8 MeV/c for all other modes.

v
invariant mass in the range of 1.0 to 1.6 Ge%//In addition, oK _ _
the x2 probability of a vertex fit of thea; candidate is re- This corresponds to about2.5 times the rms width of the

4. Selection of light resonances

quired to be greater than 0.1% signal distribution, which is estimated by taking a weighted
o average of the core and broad Gaussian components of the
_O — . . .
5. Charmed meson and charmonium selection observedn(D "7 ) distributions.

We form D*° candidates by combining B° with a 7°
0 4 — — ) o with momentum less than 450 Me¥/n the Y (4S) frame.
Kgm™ 7~ are used to reconstru€i” candidates, whild =0 . : =00 .

. i o 0 — D*" candidates are required to hawa(D"7") within
candidates are selected in tk€ 7~ 7~ andKgm~ modes. +4 MeV/c? of the nominal value, after applying a mass-
Charged and neutral kaons are required to have a momentum ined fi h®° daugh
greater than 200 MeV\¢. The same criterion is applied to the corg,tragnde ¢ I ]Eoﬂt/ daugzéer. tructed
pion in B®—D™)~ 7+ B°.D®)~* decay. For the decay andidates fod/¢ and (2S) mesons are reconstructe

_ -andiat va ;
modesB°—D®)~a; | the pions are required to have mo- " theire"e” andu” u decay modes, whilg(2S) mesons

= B are also reconstructed in thigy 7+ 7~ channel. Table IV
mentum larger than 150 Mew/ We requireD™ andD ™ can-  spows the particle identification and invariant mass require-

didates to lie within=30 of the nominal masses, where the ments for thee*e~ and u* .~ daughters. These vary with

error o is calculated event by event. The_distributions of thereconstructed decay channel due to the differing levels of
difference between measured and nomip8landD~ me- background encountered. Fod/¢y—ete” and (2S)

son masses, normalized by the measured error on the candise*e~ decays, where the electron may have radiated
date masses, are found to have an rms in the range 1.1-Ip2emsstrahlung photons, the missing energy is recovered by
when fit with a Gaussian distribution. F&°°—K* 7~ #° identifying clusters with more than 30 MeV lying within 35

we only reconstruct the dominant resonant mod@  Mrad in polar angle and 50 mrad in azimuth of the electron

—K*p~, followed byp~— 7~ #°. The angledpo, between direction projected onto the EMC.

_ 0 _ . N For the (2S)—J/¢7" 7~ mode, J/4 candidates are
the 7~ andD" in the p~ rest frame must satisficostho,|  constrained to the nominal mass and then combined with

>0.4. Finally, allD® andD ~ candidates are required to have pairs of oppositely-charged tracks considered as pions, with
a momentum greater than 1.3 Ge\in the Y (4S) frame and  invariant mass between 400 and 600 Me¥/ Candidates

The decay channek* 7, K7~ % K*#* 7~ 7~ and
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with 0.574<m(J/ym* 7~ )—m(JI/)<0.604 GeVt? are treated as such. For the likelihood describing @sample,
retained. the peaking background is simply assumed to have zero ef-

Photon candidates used for the reconstructionygf  fective CP.
—Jlyy are required to lie within the calorimeter fiducial ~ Suppression of continuum background, in addition to a
volume (0.4%0,<2.41rad) and have an energy greatergeneral requirement oR,, is typically provided by restrict-
than 150 MeV. In addition, the candidate should not form, ining the thrust angledy,, defined as the angle between the
combination with any other photon in the event having atthrust axis of the particles that form the reconstrudseg
least 70 MeV of energy, a&° candidate with mass between candidate and the thrust axis of the remaining tracks and
120 and 150 MeW?. The invariant mass of thg.; candi- unmatched clusters in the event, computed in ¥etS)
dates is required to be greater than 3.476 and smaller th&rame. The two thrust axes are almost uncorrelate®
3.546 GeVt2. events, because thB® mesons are nearly at rest in the
Y (4S) rest frame. In continuum events, which are more jet-
like, the two thrust axes tend to have small opening angles.
Thus, a requirement on the maximum value|obsé,,| is

We reconstructB candidates in all modes excep®  effective in continuum rejection.
_>J/,/,KE andB®°—D* ~| "7 using a pair of nearly uncorre- Signal yields and sample purities are extracted from fits to
lated kinematic variables, the differena& between the en- the mgg distributions ofB candidates with a Gaussian distri-
ergy Of theB Candidate and the beam energy in tﬁe4$) bution for the Signal and an ARGUS background Shm
center-of-mass frame, and the beam-energy substituted mad@! the combinatorial background with a functional form

Mes, defined as given by
Mes= \/
for xgs=mgs/My<<1, wherem, represents the kinematic up-
per limit and is held fixed at the center-of-mass beam energy
wheres s the square of the center-of-mass enekgyandp; Ef =5.291 GeV, and: andAg are free parameters.
are the total energy and the three momentum of the initial "y assign background and signal probabilities to each
state in the laboratory frame, apds the three momentum of  eyent included in the likelihood fit based on the measured
the B candidate in the same frame. For the purpose of deteg;5ue for Mes. However, it is themgs sideband region,
mining event counts and purities, a signal region is defined ifynere the background probabilities are essentially 100%,
the (Mes, AE) plane as 5.2Zmes<5.29 GeVE? and|AE|  that dominates the determination of the combinatorial back-
<30(AE), whereo(AE) is the resolution om\E. Like-  ground fraction andst structure for background events un-
wise, a suzjeband region is defined as S20s  der theBO signal peak. Monte Carlo simulation shows a
<5.26 GeVE® and|AE|<30(AE). The value ofr(AE) is  modestmg dependence on the composition of the combina-
mode-dependent and varies between 7 and 40 MeV as megyyiq background over the sideband rangengs

sured in the data. When multiple candidatesiwith Mes -5 2 GeVk? through theB signal region, due to variation of

>5.20 MeV/c?) are found in the same event, the candidate . . o N .
. . the fraction of continuum versuBB contributions. Since
with the smallest value dfAE| is selected.

Two types of background in the sample of selecB% these two sources have differelt behaviors, the changing

candidates are distinguished. The first background, calle§2ngﬁgsgriggislfoa: Srntiiir?gsnnqqilgggrrgﬁgr?tn 28? izyzteegrlr;gittijeefr(r)cr)r
combinatorial, arises from random comblnatl_ons_of charge he sinZB extraction. The fraction of peaking backgrounds
tracks and neutral showers from bdifmesons irBB events  from chargedB decays are estimated with Monte Carlo
or from c_ontlnuum events. This background is smoothly dis<jmulation as described in the following sections.

tributed in mgg and does not peak near tli mass. The
second, so-called “peaking” background, consists of events
in which, for example, a slow pion from the reconstrucBed ] ) ]
meson is replaced by a slow pion from the taggB)gaus- Candidates in th8;,, sample (_)f_neutral ﬂavor-elg_enstate
ing an enhancement near the nomiBamass. The loss or B mesons are formed by combiningl¥ = or D~ with a
addition of a soft pion track does not significantly alter them ", p* (p"—7"7°), a; (aj === ="), or by com-
vertex for theB,. candidate, since such tracks undergo sig-bining aJ/ candidate with &*® (K*°—K* 7). As de-
nificant multiple scattering and have large impact parametegcribed in Sec. IID, kaon identification is used to reject
errors. The peaking background from chargedlecays is background. For mosB® modes, it is possible to achieve

considered as a specific background source in the construgignal purities of at least 90% with théeryLoose selec-
tion of the full likelihood function forBo_go mixing since tion, or no particle identification at all. However, for the

these events have a particular time structure and set of effe@0deB°—D~a; , the tighter kaon identification is required
tive dilutions. In this case, the peaking background from(O reduce large combinatorial backgrounds. _
other neutralB decays has time-dependent properties and For final states with &* and 2(3) pions we require
dilutions that are essentially identical to the signal and igcos6,<0.9(0.8) for theD°—K* 7~ andK* 7~ #° modes

C. B meson selection in fully reconstructed modes

2

—p? (16) -A(mEs;mo,§)ZABmEsV1_Xése§(17XES>: (17

3s+p-p;
E;

1. B® decays to flavor eigenstates
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FIG. 3. Distribution ofmgs for all selected flavor-eigenstaB? FIG. 4. Distribution ofmgs for all selected flavor-eigenstaBs

candidates in hadronic decays (@ open charm andb) charmo- ~ ¢andidates in hadronic decays (@ open charm andb) charmo-
nium final states. Overlaid in both cases is the result of a fit with ghium final states. Overlaid in both cases is the result of a fit with a
Gaussian distribution for the signal and an ARGUS function for theGaussian distribution for the signal and an ARGUS function for the
background. background.

and 0.8(0.7) for DK * 7" 7~ 7w~ andK2m* 7, while no  width are fixed by thé° signal parameters. Thit structure
requirement is made for thB°—D* ~ 7% mode. In modes of the peaking background in Monte Carlo is found to be
which contain @D~ and aw*, p*, ora; in the final state, ~consistent with the lifetime of thB*, as expected.
we require|cosé,,|<0.9, 0.8, or 0.7, respectively.

The B? signal yield and sample purity extracted from fits 2. BT control samples
tooth_emES distribution are sumr_nanzed in Table IIl. The net TheB* control sample of charge® candidates is formed
B" signal sample, before applying any decay vertex require- . —.0 =0 i i
ments, consists of 9922129 signal candidates in open PY combining ab*", D, J/¢, or ¢(2S) candidate with a
charm decays with a purity of about 82%, and 188% in 7  or K*. For theD% " final state, we requirécoséy
the decayB®—J/yK*% (K*°=K*77), with a purity of <0.9 for theD°—~K*#~ mode and 0.8 for all otheD®
about 95%. Figure 3 shows the combinegs distribution  channels. In modes that contairDd °—D°x°, the require-
for aII_ thg hadronicB _ modes._ Su_perlmposed is the resultment is|cos6y] < 0.9 for D'—K* 7, 0.8 for theK * 7~
of a fit with a Gaussian distribution for the signal and an LN 0+

andK" 7~ o~ 7™, and 0.7 forKgm™ 7.

ARGUS background forni23]. TheB™ signal yield and sample purity extracted from fits

The signal obtained by this method includes a small fraC'to them digtribu);ion are sumrrF:ariged ?;1 Table Ill. The net
tion of peaking background from other charged and ne@tral ES '

decay modes. However, only the chardgidomponent needs B" signal sample i_n open charm _modes, beforg applying any
to be determined, since it alone has a time structure th ecay-vertex requirements, consists of 2£82 signal can-

differs from the signal events. Therefore, the fraction of id§t8e5$ 42 ﬂlgrmonilljm n:jc?cciief ' vyith a purﬁy of abc;ut 94(@
peaking background is estimated with a sampleY@¢#S) an signal candidates In open charm modaes, wi

B*B~ Monte Carlo events. ThB* mesons are forced to &, pu.rity.of about 84%. Figu're 4 shows the cqmbirmgis
- 4 distribution for all the hadroni8 " modes. Superimposed on

i 50 Ar DO wi + o+
dgcay in the ‘?'ecay mo‘?'@g orD witha=", p”, oray , the data is the result of a fit with a Gaussian distribution for
since the main source is decay channels that have one moyig, signal and an ARGUS background fof@8].
or one fewer pion in the final state than the signal modes of

interest. We then attempt to reconstruct neuBahesons in
the channels used for thg,, sample in data. A small peak at
the B® mass, obtained with the chargeé®l Monte Carlo We form theB.p sample of neutraB candidates in char-
sample, leads to an estimate of (£.8.3%9% as the peak- monium modes with &2 by combining mass-constrained
ing component in theBy,, signal. This result is obtained J/¢, ¢(2S) or x.; candidates with mass-constraine’cg
from a fit with a Gaussian distribution, whose mean andcandidates, following the techniques of our recent branching-

3. BY decays to CP modes invoIvinggK
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FIG. 5. Candidates foB®°— J/ /K2 whereK2 decays tda) 7" 7~ or (b) #°#°; candidates fofc) B’— y(2S)K 2 and (d) B®— ;K2
(K2— 7" 7). Overlaid in each case is the result of a fit with a Gaussian distribution for the signal and an ARGUS function for the
background.

fraction study[24]. The helicity angled,, of the J/« daugh- and the widths are forced to be equal. The fractiorygK
ters with respect to th& ¢ flight direction in theB candidate  events in the selected sample is found to be consistent with
rest frame should have a $i#, distribution. Therefore, we zero and, from the fit, an upper limit of 3.5% at 95% C.L. is
require thafcos#,|<0.8 for thee*e™ mode and 0.9 for the set on the fraction oB— y.,K candidates in the selected
ntu” mode, as an efficient way of rejecting backgrounds.sample.
For the ¢/(2S)K2 candidates|cosé,| of the (2S) must be
smaller than 0.9 for both leptonic modes. 4. B® decays to the CP mode/ #fK*°

Distributions of mgg are shown in Fig. 5 for theCP

. X o . The Bcp sample is further enlarged by the additionR%
samples. Signal event yields and purities, determined from a__ . . %0 70 0°0 .
! S . Candidates in the modl yK*" (K**—Kg7"). For this pur-
fit to the mgg distributions after selection oAE, are sum- . . . .
marized in Table Il pose, mass-constraineldys candidates are combined with

The fraction of peaking background has been estimate *o_>Kg7To car_wdldates to form 8° candidate. To reduc_e
with a sample 08— J/X Monte Carlo events. The main t.e cqmblnatorlalObackground, the angle be_tween the flight
source is decay channels that have one more or one less pigffection of theKs and the vector: connecting the recon-
in the final state than the signal mode. The fractions arétructed vertices of thé/y and theKs candidates is required
obtained by fitting the misreconstruct®—J/¢X sample !0 be less than 200 mrad. Cross-feed background from other
with a Gaussian distribution, whose mean and width ard—J/#X modes involving ar® (which includes cross-feed
fixed by theB® signal parameters. The estimated contribu-
tions are (0.4%0.09)%, (1.2:0.2)%, (2.91.7)%, and
(1.1+1.1)% for the J/yKS (KE—aa7), JyK2 (K2
— 770, ¢(29)K2 and y,K2 channels respectively.

In the case of the(clKg mode we have also explored the
possibility of contamination from)(czK‘S’ events. These
would have a very similar final-state signature, but opposite
CP. However, this decay mode has never been observed and
the rate is expected to be highly suppressed due to angular
momentum considerations. Figure 6 shows the invariant 0 N, . . . Revsteess
mass differencen(ll v) —m(ll), for the y.; daughters of the 343425 345 3475 33 3.5251\421'155)(827\3/8356
B*—x, K" and B%XﬂKg candidates. The distribution is t
background subtracted with thezg sideband and a fit with FIG. 6. Distribution ofm(Il,) for the x; daughters ofB*
two Crystal Ball distributiond25] is superimposed, where — y,K* and B®— y;K2 candidates. The expected location of a
the means have been fixed to the knoywsi and y., masses  x, signal is indicated by the arrow.

T T
Xci XcZ

¥ Voo

B
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T
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o ' L considered as candidates for this purpose. Estimates of the
% I signal and background contributions in the candidate sample,
S 600 - L Signal and the corresponding effecti@&P, after acceptance correc-
') BY 5 Iy KK o) tion for the signal selection, is provided in Table V, while the
% 200 |- By K signgl yields and purities in data are listed in Table lll. The
RS - T dominant source of cross-feed background, with zero effec-
g Higher K- resonances tive CP, isB"— J/yK* ™ (K* "= K27 ™), where the daugh-
200 | Non-resonant B — Jpy K on° ter 7+ is exchanged for a backgrountf.
I 2227 OtherB® - iy X
ol D. B decays to theCP mode J/ /K?

52 522 524 526 528 53

myg (GeV/CZ) Candidates for th8:p sample in the modB°—>J/¢,//KE

are obtained by combining mass-constrair#¢s and KE

FIG. 7. Distribution ofmgs for selected)/¢/K*© combinations, ~candidates, following the methods in REZ4]. TheJ/ can-
whereK*°— K270, The arrows indicate the region between 5.273didates are required to have a momentum in ¥etS)
and 5.288 GeW? that is used to define the sample Bf candi-  frame between 1.4 and 2.0 Ge/As theK{ energy is not
dates. Monte Carlo estimates of the various background contribuwvell measured by the EMC or IFR detectors, the laboratory
tions are also indicated. momentum of the<? is determined by its flight direction as

. ) - measured from the EMC or IFR cluster and the constraint

from the CP mode itself is suppressed by requiring the co- that the invariant mass of thHgZ/KE system has the known
sine of the helicity angle of th&*? in the B® meson rest B® mass. The production ang# of a B meson with respect
frame to be smaller than 0.95. Further details of the selectiog, ihe 7 axis in theY (4S) frame follows a siRdg distribu-
and analysis of this sample can kge fouond mOFEgaB]. ~ tion. We require thatcos6g|<0.9. Thed/ helicity angle is

The mgs distribution for J/¢K* ™ (K*"—Kgm™) combi-  required to satisfyicosé,|<0.9 and the sum ofcoség| and
nations in data is shown in Fig. 7. Given the relatively tight|co39h| must be less than 1.3. Events with a reconstructed

criteria applied in the lepton identification of the daughters of 0 (10 - 0,0
the J/ ¢ candidategsee Table 1V, the background is domi- j?argfod o qutraade_cay tOJ/OlMés (KS—”: T Tr*)+
" YyK*® (K**=K" 7~ or Kgm”), J/yK™, or J/yK
nated by truel/y mesons fromB decays. Its composition K**—K27* or K" 7% are explicitly removed. The total
can therefore only be estimated with Monte Carlo simulation’ . . . .
and themgg distribution is not expected to follow the phase- missing transverse momentum pro]e'cted anngktEi@lngc-
space form of Eq(17). Monte Carlo simulation of events tion, where the total momentum is calculglted with all
with true J/ ¢ candidates has been adjusted to match recerfinarged tracks and neutral clustérsthout theK|), must be
results for charmonium branching fractionsBrdecays and N0 more than 0.25 (0.40) Gew/lower th%” the calculated
takes into account the indication Gfwave B®—J/yk27® KL transverse momentum for EMFR) K| candidates.

decays and contributions due to highét resonances re- ~ Events where multiple)/y/K_ combinations withAE

ported in Ref[13]. <80 MeV satisfy these requirements are treated as a special
As a result, backgrounds are not estimated with a fit to th&ase- A hierarchy is imposed where the highest energy EMC

observedmes distribution (Fig. 7), but rather by extrapola- cluster for multiple EMC combinations, or the IFR cluster

tion of Monte Carlo background distributions, normalized toWith the largest number of layers for multiple IFR combina-
the number of produceB mesons in the data. Aﬂ/(//Kg’ﬂo tions is selected. In cases where there are both an EMC and

combinations in the range 5.273nz<<5.288 GeVE? are IFR combination, the EMC combination is s_elected because
it is expected to have better angular resolution. Although the

TABLE V. Signal and background estimates for the selectedEMC information is used, such events are counted as IFR

BO—J/yK*? (K*°—K%r% sample. All the events within the €Vvents, since they have the same relatively high signal purity.

range 5.273 mg<<5.288 GeVt? are considered aB° candidates The differenceAE between the energy of thE yK? sys-

and the background contributions are estimated with Monte Carléeem and the beam energy in th&4S) frame is used to

simulation. The quoted errors are derived from conservative boundiscriminate between signal and backgrounds. Alkedis-

on the branching fractions and represent the size of the variatiogipution of selected 50_>J/¢K(L) combinations for the

used to estimate the systematic error on @iniRe to backgrounds. y'(4S) data is shown in Fig. 8. Signal events are peaked

within =10 MeV of AE= 0 while background events extend

Event type Fraction®%)  Effective CP towards positive values akE. The small signal width and
Signal 73.6-7.4 +0.65+0.07 the asymmetric distribution of the background in comparison
B —J/yK* * (K27 ) 17.4+1.7 0 with the K modes are both consequences of the mass con-
BO— xe1K2 24+07 -1 straint used to determine thqo momentum.

Higher K* resonances 261.3 0+1 The purity of theB°—>J/¢//KE sample is the lowest of the
Non-resonanB®— J/ yK 27° 1.8+0.9 0+1 CP modes(60%). Irreducible backgrounds are dominantly
OtherB%— J/yX 24+1.2 0+1 from BHJ/lﬂKEX modes, which cannot be distinguished
Non B— J/ X 0 0 from signal due to imposition of theng mass constraint in

determining the momentum of thef candidate. The largest
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TABLE VI. Monte Carlo prediction for the composition of
background channels containing a trdéy that pass theB°
—J/yK? selection criteria. Events are required to haveE|
<10 MeV. The quoted errors are derived from conservative bound
on the branching fractions and represent the size of the variation
used to estimate the systematic error on g@rdRe to backgrounds.

Event type EMC(%) IFR (%) Effective CP
BO— J/ yK* (K2 70) 23+3 263  —0.68+0.07
BT — J/yK* = (KO 7™) 28+4 45+6 0

BO— J/ K2 13+2 2+1 -1

BO— xcK? 3+1 5+1 +1
B—J/yK 7 12 173 0
OtherB%— J/ X 32+16 21+10 0+0.25

three fit components: the fraction of the data that is signal,
the number oB— J/ X background events, and the number
of non<J/ ¢ background events. TheE shapes for the signal
and thed/ X background are determined from Monte Carlo
simulation. TheAE shape of the nod/y component is
taken from them(ll) sideband in the data. A Poisson term,
with mean given by the expected number of ridg- events

in the m(Il) signal region, is included in the likelihood to
constrain the normalization of the ndhg component. The
result of the fit is shown in Fig. 8, and the corresponding
signal and background fractions are reported in Table VII for
the B°—>J/¢KE combinations that are selected Bgp can-
didates in the intervalAE|<10 MeV. As expected from
Monte Carlo studies, the purity of the IFR sample is signifi-
cantly better than the EMC sample, mainly becauseBfe

— /K2 (K2— 7°7%) background is significantly larger in
the EMC sample. Since the purities of the two subsamples
are quite different, we obtain better statistical sensitivity in
the sin 8 fit by treating the EMC and IFR categories sepa-
rately.

(c) either subsample combined. The points with error bars are the

data. The open histogram is the result of a three-component binned

likelihood fit, where the three components are sigioglen, inclu-
sive J/ ¢ background(cross hatched and nond/« combinatorial
backgrounddark shading The shapes of the signal and inclusive
J/ ¢ background are taken from Monte Carlo simulation. The shap
of the nond/ combinatorial background is taken from th€ll)
sideband in data. Candidates for BBg, sample are selected in the
region|AE| <10 MeV.

single background contribution is frol— J/K*, where
the K* decays toK . This mode and backgrounds from
otherB—J/¢X decays are studied with Monte Carlo simu-

lation. The composition of the events that are included in the

J/z//KE sample is given in Table VI. The effectiveP, after

acceptance correction for the signal selection, is also proPata events

E. SemileptonicB° decays

The semileptonic decaB®—D* ~| " v, with a measured
branching fraction of (4.6080.27)% [11], is potentially a
copious source of reconstructed mesons. However, since

%he neutrino cannot be detected, the background levels in

TABLE VII. Results of the binned likelihood fit to the fulE
distribution of theB°—>J/¢KE combinations. All signal yields and
background estimates are reported for gy, candidate range
|AE|<10 MeV.

K? reconstruction type

vided. The additional background from events with a misre-__

constructedJ/s—1l candidate is studied with then(ll)
sidebands.
A binned likelihood fit to theAE distribution is per-

formed separately for the EMC and IFR categories to detersjgnal fraction

mine the composition of thB°—>J/1,/;KE sample. There are

EMC & IFR EMC IFR
427 228 199
Signal 25724 128-17 129+17
JI X bkgd 154+ 15 89+ 11 65+ 10
Non-J/ bkgd 192 14+2 5+1
0.680.04  0.56:0.05  0.65-0.05
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selected samples are generally larger and more difficult to & I A A N
characterize. Likewise, th&z determination cannot take ad- = 4000 - T
vantage of the beam spot and reconstru@@diirection. As % — o
a consequence, we use a large samplof| “v candidates B i BDBX‘V

=]

53

only as a cross check on our determination of the mistag
rates from the time structure of tiigg,, andB¢p events. The
selection criteria for this control sample and the characteriza-
tion of backgrounds is described here, while the analysis of
the mistag rates is reported in Sec. VIIIC4. The semilep-
tonic B® sample is obtained by reconstructing the ~

through its decay td7~, where the three decay modes
K 7™, K'#"7 7~ andK* 7~ 7° are used to reconstruct

2000 | B3\ off i

cos Op 1y

Z FIG. 9. Extraction o8B andD** backgrounds from the data.
the D°. The points show the cd&_p«| distribution for the reconstructed
signal. The histogram shows the result of the fit described in the
1. Event selection text. The different background contributions are indicated by the

— . . various hatchings.
All reconstructedD® candidates are required to have an g

invariant mass within-2.50 of the nominalD® mass, based
on the observed rms width of the signal. A vertex fit to the

D° candidate is required to haved probability greater than Applying this relation in theéY (4S) frame, we obtain a con-
0.001. There are no additional requirements fo°  Straint on the angle between tB€ and theD* ~I* system:
—K*7™. For D°—K*#*# 7~ and D°—K* 7 #° we
require averyLoose kaon and a Loose pion particle iden- COSOg_p+|=
tification as described in Sec. 11D, and a minimurf mo- 2| pg[Pox i
mentum of 200 MeW¢ in the laboratory frame. In addition, The energyEs and magnitude of the momentums| of the
theK and 7 candidates are required to have momenta greate 0

initial-state B* are known in theY (4S) frame from the
than 200 and 150 Me\¢/ respectively, for the mod®°®  poosted beam energies. The enelgy, . the magnitude of
—K*7 7 7", The decayD?—K™* 7~ 7% occurs mostly the momentun|pp«,|, and the invariant massip«, of the
through quasi-two-body channels. ThandK* resonances D* ~|* system are obtained from the four-momenta of the
dominate and we use weights calculated from the Dalitz-ploD* ~ and the lepton. The cosine of the angle 6gspys
position for each candidaf€6] to construct a probability per should lie in the physical regio-1, +1] for true D* =1 2
D° and select events using this quantity as a way of supevents. Allowing for detector resolution effects in the recon-
pressing combinatorial background. structed momenta and angles, we reqUii@sds_p|<1.1.

D° candidates satisfying these requirements are combmedf Afger ?%p?lyél(;lggglesg*s_ell?c_non cg'tden? wgrﬁbtam a sample
with all charged tracks with a minimum transverse momen dlste:|bil':|on of these_)cand|dz:te(s:a|2 slhiver] in F? C;@ D*I
tum of 50 MeVk and charge opposite to that of the kaon 9

from the D° to form D* ~ candidates. The mass difference 2. Sample composition

m(aowf) m(5°) is required to lie within2.50 of the The final sample contains a fractiorig, of BC
nominal value, based on the observed rms width of the sig- . D* 1 "7 signal events, as well as fractiofig,, of D* -

nal.
. : . . combinatorial background,,s of continuum backgrounda
Finally, D candidates are combined with electron Ofiue D*~ and an identified lepton fa+ ey Of B

muon candidates satisfying tiiléeght lepton-identification _.D* 71l events, where th* 7 can come from a radially

requirements described in Sec. 11 D. The lepton is required to
" or orbitally-excitedL =1 state or nonresonant decay, and fi-
have charge opposite to that of ti@* and momentum

greater than 1.2 Ge?/in the Y (4S) frame. A vertex fit to  Nally Teg Of background fromBB events with a trued* -
theD* | * candidate is required to converge and hay?a and an identified leptorBB— D* Y ). Examples in this last
probability greater than 0.01. TH8* ~ and lepton from a category are cases where &~ and the lepton come from
true B decay tend to be back-to-back in tB8 rest frame, two differentB mesons or where the lepton and D&~ are
S0 we require coépx <0 wherefp« _, is the angle between from the saméB but the lepton is produced in a charm decay.
the D* ~ and the lepton in th& (4S) frame. The cosine of The combinatorial and continuum backgrounds can be ex-
the angle between the thrust axes of tie (| ") pair and tracted _directly from the data. The former is determined with
the rest of the event is required to sati$fpsé,|<0.85, in  the m(D%r~)—m(D°) distribution itself. The latter is esti-
order to reduce background froete” —cc events. mated with the off-resonance data sample, weighted by the
The neutrino cannot be reconstructed in the detector, buttio of the relative integrated luminosities for on- and off-
we can determine whether the missing four-momentum ofesonance data. The remaining three contributions can be
the candidate is consistent with a particle of zero mass:  distinguished by their different distributions in c@s p«.

(Ps—Pp* — P))?=p3=0. (18

2 2
ZEBED*| —my— mD*l

(19
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The B®—D* "1 signal events are expected to lie in the TABLE VIIl. Sample composition in data as determined from
region —1<cosfg_p+ <1, while contributions fromB fits to the co¥g_p+, distributions. The fractions have been com-
—D* 7l semileptonic decay, due to missing particles, musiputed without requiring tagging information. The dominant errors
extend below the kinematic threshold @sp«<—1. Fi- are systematic except fdgz, which is limited by the statistics.

nally, BEbackground events populate the full &s px dii

tribution. Thus, the region cd&_p«>1 contains main\B B
background, while the region cé§ p«<—1 is mostly 0.132:0.028  0.0080.002 0.03%0.018 0.03%0.018
populated byB—D* wlv. The shape of the cak_p+| dis-

tributions for these three components is obtained from Monte .~ . . . o
Carlo simulation and a fit to the full cals_p+, range is used distributions in the Monte Carlo simulation. The contribution

to determine the two background fractions in the signal refrom this effect has been estimated by incorporating a 30%
gion. fraction with a uniform distribution.

The orbitally-excited resonances that can decafp tar The absolute background fractions in the untagged sample
are the two narrow stated;, D% (observed with masses are given in Table VIII, where the uncertainties include both

around 2420 and 2460 Me¥%?) and the broad sta®} (not statistical and systema_t|c COI’]tI‘I.butIOI’]S. .
yet seen, but with mass expected to be about 2420 feV/ '!'he sum of the. fractions .Of signal gnd bgckgroqnd contri-
and I'=250 Me\). Contributions fromB— D* X[ decays butions is constrained to unity. On EhIS bas_ls the signal com-
with more than one pion are expected to be small and argonegt |.s|(1;oufn 29234;)6{5‘%6 (BESiél @I +Ie_ad.|ng Ito an estl-
more easily separated from the signal with 6@sp«,. ISos- mated yield o S - v signal events.

pin symmetry requires that the charg@dontribution be 2/3

of the total D* ~ 7 pairs from B—D* #lv decays, either IV. FLAVOR TAGGING

from orbitally-excited states or nonresonant decays. The
c0sfg_p+| distribution obtained from Monte Carlo simula-
tion for the different channels is modeled with a general
function that is sufficiently flexible to describe both indi-
vidual channels as well as a superposition of excited charrft
modes.

fc:omb foff fag fg+ _p*xiv

After the daughter tracks of the reconstruct@dire re-
moved, the remaining tracks are analyzed to determine the
flavor of theBy,g, and this ensemble is assigned a tag flavor,
itherB® or B°.

We use four different types of flavor tag, or tagging cat-
After subtraction of continuum and combinatorial back- €9°11€S, in this analysis. The first two tagging categories rely
grounds, a fit is performed to the resulting @gsp«, distri- upon the presence of a prompt lepton, or one or more
bution over the full observed rande 8, +5]. However, it is chqrged kgons in t.he event. The next two ca}tegorles exploit a
only the relative fraction of the various backgrounds in theV‘."me'[y of mp_uts with a neura]-network algorithm. The.se tag-
signal window co®s p+ e[—1.1,1.1 that we require. Fur- ging categories are hierarchical and mutually exclusive.

8D | To quantify the discriminating power of each tagging cat-

thermore, in the case @**, only the charged® contribu- ; ¢ '+ the effective tanai e
tion is a background for the measurement of the mistag fracc9Ory, We useé as a figure o merit the eflective tagging eftl-

tion and is assumed to be 2/3 of the tabsi* contribution. €Y Qi= ei(1—2w))?, wheree; is the fraction of events
The fitted fractions are defined by associated to the tagging categarnand w; is the mistag
fraction, the probability of incorrectly assigning the tag to an

9., =N(B*—D*XI7)/[[N(B*>~D* "1 *7) event in this category. The statistical errors in the measure-
ments of sinB and Amy are inversely proportional to
+N(B°—=D*XI*2)+N(B*—=D*XI7)] V=0,
. (20 The mistag fractions are measured with tBg, data
9gs=N(BB—D*YI)/[N(B°—=D*"17%) sample. The results are shown in Sec. VII. The performance
— of the tagging algorithm,/2,;Q;, was optimized and the neu-
+N(B°—D*X1"7)+N(BB—D*Y1)] ral networks were trained with Monte Carlo simulations

) . only. Differences between the tagging inputs in data and in
where theN is the number of events from a given processgjmation may make the actual tagging algorithm somewhat
that survives the selection requirements. nonoptimal, but would not lead to a bias because the wrong-

_ The result of the fit to the full untagged sample is *s*howntag fractionsw; are measured directly with data, both for the
in Fig. 9, along with the Monte Carlo model for thg mixing andCP-violation measurements.

component. They? of the fit in the full cosfg_p« range

is 82 for 69 degrees of freedom. The fitted contributions
are g,, =(4.5+0.3+2.2)% andggp=(4.8+0.4+2.2)%, A. Lepton and kaon tags

where the first error is statistical and the second systematic. ThelLepton andKaon tagging categories use the corre-
To estimate the systematic error on these fractions, three exation between the flavor of the decayibgquark and the
treme assumptions have been made concerning Bhe charge of a primary lepton from a semileptonic decay or the
— D* Xlv background: all narrold** states, all broa®** charge of a kaon from the chab—c—s.

states, or all nonresonant decays. The largest deviation For the Lepton category we use both electrons and
comes from the nonresonant model. Another source of sysnuons, which are required to pass theryTight and
tematic uncertainty is the assumed form for the &ps,»;  Tight selection, respectivelisee Tables | and JI A mini-
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FIG. 10. Center-of-mass momentum distribution far elec- L
trons and(b) muons. Data from th&,, sample, after background FIG. 11. (8 Ce_ntt_ar_—of-mass momentum distribution for kaons
subtraction based on thegs sideband, are shown as points. The @nd (b) kaon multiplicity per event. Data from thBy,, sample,
open histogram shows primary leptons, the cross-hatched histograf’rﬁter t_)ackgrounc_i subtraction based (_)nm]gadeband, are shown
cascade leptons, and the diagonally-hatched histogram fake Ieptor%s,' points. The hlstograms are from simulation(dp the dlagonglly
all from simulation. The simulation is normalized, with a residual hatched histogram is from fake kaons, the cross-hatched histogram
overall systematic error of 5%, to the total numbemBSfdecays in

is from kaons that have the wrong-sign charge, and the open histo-
data after background subtraction, not to the number of observe8@Mm is from kaons with the right-sign charge, all from simulation.
leptons. The vertical lines at 1.0 Gedfor electrons and 1.1 Ge¥/

The simulation is normalized to the total numberB flavor can-
for muons indicate the requirement on center-of-mass momenturﬂidates after background subtraction, not to the number of observed
for the lepton category.

kaons.

An event with an identified high-momentum lepton is as-
mum requirement of 1.01.1) GeV/c on the electrodmuon)  Signed to the Lepton category unless the sum of the charges
center-of-mass momentum is applied to reduce the contam@f any kaons present has the opposite sign. Next, events are
nation from softer, opposite-sign leptons coming from casassigned to the Kaon category if the sum of the kaon charges
cade semileptonic decays of charm mesons. The center-gfé nonzero. The charge of the lepton or sum of kaon charges
mass momentum spectra for electrons and muons afé Used to assign the flavor of the,,. All remaining events,
compared to simulation in Fig. 10 for tt&,,, sample, after a_pproxmately 55% of the total including those V\_/lth incon-
background subtraction based on thgs sideband events. In sistent lepton and kaon char@5% of all events in simu-

. ) e 0
each event, the electron or muon with the greatest center—o@t'on) and ”.‘Os.e Wlth.tWO oppositely-charged kadAs5%
of all events in simulation are passed to the neural-network-

mass momentum is used for flavor tagging; for the tiny frac-, ased categories
tion of events with both an electron and muon, the electron is '
used due to its smaller misidentification rate.

The kaon content of the event is evaluated by taking the
sum of the charges of all kaons identified with a neural net- Besides identified high-momentum leptons and charged
work algorithm(K subnet described below in Sec. IV.Bhe  kaons, there are other features that can be used to determine
kaon identification algorithm has been set to maximize thehe flavor of theBy,4, although not as easily or cleanly dis-
effective tagging efficiency. There are 0.8 charged kaons tinguishing. These include soft pions frobt* decays, high-
per B decay, and roughly 15% of these have the wrong sigimomentum primary leptons that are not selected by the elec-
(e.g.K~ from B, rather than the expectéd"). Wrong-sign  tron or muon identification algorithms, lower-momentum
kaons occur primarily iB decays to a charmed-anticharmed primary leptons, and charged kaons that are not selected by
pair of mesons. The momentum distributions are quite simithe kaon identification algorithm. These sources are com-
lar for right- and wrong-sign kaons; we find no kinematic bined with a multivariate method; we use a sequence of neu-
quantity that usefully distinguishes between them. Theral networks to flavor-tag those events not assigned to the
center-of-mass momentum spectrum for charged kaons andpton or Kaon categories.
the distribution of charged kaon multiplicity are shown in  Three different track-based neural networks, called “sub-
Fig. 11 for theBy,, Ssample. nets,” are trained, each with a specific goal. TheK, and

B. Neural-network tags
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SoftPi  subnets are sensitive to the presence of primary > 1500 AL = T V] LA |b)_
leptons, charged kaons and soft pions frh decays, re- 2 C %
spectively. Each subnet is applled to all tracks fromBhg. % 1000 § 1000
The L subnet uses the binary output of the electron and £ =
muon identification algorithms on the input track, the center- &

of-mass momentum of the input track, and a pair of kine- 500
matic variablesE\%’ and co9),,, that separate primary lep-
tons from cascade leptons and other tracks.

The isolation variableEy, is given by the sum of the

g

O‘J_A_IllLLLlllllllllll

-1 -05 0 05 1

energies of all tracks within 90° of thé/ direction. TheW Cost,,
momentum is inferred as the sum of the input track momen- 1000 gy 0 800 e e
tum and the neutrino momentum, which we take to be the & - o1 E . a0 ]
missing momentum in the center-of-mass frame using all g 750 - _ig 600 & ]
charged tracks in thB,4. This variable is effective because o r 1c C ]
in a semileptonic decay the hadrons recoiling against the ™ 500 F & 400fF ]
virtual W would generally go off in the opposite direction. - i ;3’ L
. . N . . L N - 4
The other kinematic variable used, dps, is the cosine of 2501 ,eme®t™* 4 200 J
. . . . C § L
the angle between the input track and the neutrino direction. . \§ L :
The distributions in theBy,, sample and simulation dtyy () Lo S e
0 02505075 1 0 1 2 3

and cogj,, are shown in Figs. 12a and 12b, for all events not
in the Lepton or Kaon category. The corresponding distribu-
tion of theL subnet output is shown in Fig. 13a. FIG. 12. Inputs to the subnet@) E;, (b) cosé,,, (c) cosé, for
The K subnet uses the input track momentum in the labofow center-of-mass momentum tracks*(<0.18 GeVE), and (d)
ratory frame, together with the three relative likelihoodsthe center-of-mass momentum for all tracks. The points are data
L l(L,+Ly) for the SVT, the DCH and the DIRC. The from theBg,, sample after background subtraction based omthe
SVT and DCH likelihoods are derived frodE/dx measure- Sideband, and the histogram is simulation. For&pthe diagonally
ments, and the DIRC likelihood is calculated from a globalhatched histogram shows the contribution from sotoming from
fit to the number of photons detected, their positions ancf* decays, and for the other distributions shows the component

arrival times relative to the corresponding track. The distri- rom primary leptons. The simulation is normalized to the total
bution of theK subnet output, again for events. not in the number ofB° flavor candidates after the background subtraction.

Lepton or Kaon category, is shown in Fig. 13b. tribution of the center-of-mass momentum for all tracks is
The SoftPi  subnet uses the center-of-mass momentunshown in Fig. 12d.

of the input track, the cosine of the angle of the input track The output from the final neural networky, is mapped

with the thrust axis co8y,, and the center-of-mass momen- onto the interva]—1, 1]. The assigned flavor tag B if Xyt

tum of the minimum momentum track. The thrust axis isjg negative, andB® otherwise. Events withxy7|>0.5 are

determined from all charged tracks and neutral clusters in thgssigned to thé\T1 tagging category and events with 0.2
Biag- The direction of anyD* in the decay of theB,qis  <|xy7|<0.5 to the NT2 tagging category. Events with
approximated by the direction of the thrust axis. Thus softxy|<0.2, approximately 30% of the total, have very little
pions fromD* decays, which are aligned with tie* direc-  tagging power and are rejected. The distributiorxgf for
tion in the center-of-mass frame, tend to be correlated wittall events not assigned to the&pton or Kaon category is
the thrust axis. The distribution of c@g is shown for low  shown in Fig. 14a.

center-of-mass momentum tracks in Fig. 12c, comparing the \ost of the separation betwe&? andB%in theNT1 and
Bfiav Sample with simulation for all events not in the Lepton NT2 tagging categories derives from primary leptons that are
or Kaon category. The corresponding distribution of thenot identified as electrons or muons and from soft pions from
SoftPi  subnet output is shown in Fig. 13c. D* decays. Simulation studies indicate that roughly 37% of
The outputs of the three subnets are among the inputs totfe effective tagging efficienc® is due to events with uni-
final neiral netWOI‘k, which is trained to d|St|ngU|Sh betWeendentiﬁed primary |ept0nS, 28% is due to events with a soft
BY andB®. The variables used as inputs to the final networkpion, a further 11% from events with a lower momentum
include the maximal values of thie and SoftPi  subnet primary lepton, and the remainder from a mixture of the
outputs, each multiplied by the charge of the correspondingarious inputs. This classification is shown for tR&1 and
input track, and the highest and the second-highest values dfT2 categories in Fig. 14b for a simulation 8° decays.
the K subnet output again multiplied by the charge of theThe modest disagreements between Monte Carlo simulation
corresponding input tracks. The two other inputs to the finabnd data that are evident in the distributions of the subnet
neural network are the center-of-mass momentum of theutput variables shown in Fig. 13 lead to a difference in the
maximum momentum track multiplied by its charge, and thepredicted value ofQ=(3.0=0.1)% and (1.40.1)% for
number of tracks with significant impact parameters. TheNT1 and NT2 categories in simulation versus (28.4)%
latter is an indicator of the presencel6f mesons. The dis- and (1.2-0.3)% as measured in data.

cosO,, p* (GeV/c)
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FIG. 13. Output of the subnets for events not assigned to the
Lepton or Kaon categoriesi(a) L subnet,(b) K subnet, andc)
SoftPi  subnet. The points are data from tBg,, sample after
background subtraction based on theg sideband, and the histo- 0.1 -0.75 0.5 025 0 025 05 075 1
gram is simulation. For each distribution, the filled portion of the Neural Net Output

histogram shows the component withB4 (singly hatcheyl or BO he final | K
(cross-hatchedtag from the full neural network algorithm that h FIG. 14. @ Qutput of the final neural networ <Bﬂavhevents
arises from true primary leptons, kaons, or soft pions respectivel;} "’_‘t are not assigned to thepton or Kaon category, where the
Note that the latter has the opposite charge correlation witiBthe points are from thd,, data after a background subraction and the

tag. The simulation is normalized to the total numbeB8fflavor histogram is simulation(b) neural network output from simulation
candidates after background subtraction of singleB® decays with no time evolution, again for events not in

the Lepton or Kaon category. The breakdown from bottom to top is

events with two kaons or a kaon and lepton (KKL), events with

a soft pion(soft 7), events with a high momentum unidentified
The difference betweeB decay timesAt:trec—ttag, is lepton (HPUL), events with a lower momentum lept¢bPL), and

determined from the measured separation between the all remaining events. The outermost bins correspond to the category

vertex Of the reconstruct@ meson Bret) and the vertex of NT1 and. the next ta\NT2. EntrIeSfOI’XNT>OO represent Corre.ct

the flavor-taggingd meson Btag) along thez axis. TheAz tags, while th_ose fox[\,T<O are mlstag__% in each qf the (_:ategorles.

resolution is dominated by the position resolution for the The center bin contains events for which no tag is assigned.

Biag vertex.

V. TIME DIFFERENCE MEASUREMENT

knowledge of the three momentum of the fully reconstructed
B, candidate, its decay vertex and error matrix, and from
the knowledge of the average position of the interaction
In the reconstruction of thB,.. vertex, we use all charged point and theY (4S) average boostsee Fig. 15 The aver-
daughter tracks. Daughter tracks frd(@ andD candidates age beam spot position and the angle of the beam in the
are first fit to a separate vertex and the resulting parent madetector are updated once per run, while the beam energies
mentum and position are used in the fit to tAg. vertex.  are recorded more frequently for any change above 0.05
Mass constraints, which include neutral daughters, are usédeV. TheseB,4 parameters are used as input to a geometri-
for D candidates but not fob* ~, J/¢ and ¢(2S) candi- cal fit to a single vertex, including all other tracks in the
dates. The rms resolution infor the B vertex in Monte event except those used to reconstriBgl.. In order to re-
Carlo simulation is about 6am for more than 99% of thB  duce bias and tails due to long-lived particlé} and A°
candidates, and 4pm for about 80% of the candidates. As candidates are used as input to the fit in place of their daugh-
described in Sec. V E, the resolution is about 5% worse iriers. In addition, tracks consistent with photon conversions
data than in Monte Carlo simulation. (y—e"e”) are excluded. To reduce contributions from
The vertex for theB4 decay is constructed from all charm decay products, which bias the determination of the
tracks in the event except the daughtersBaf.. For fully  vertex position, the track with the largest vertgkcontribu-
reconstructed modes, an additional constraint is provided btion greater than 6 is removed and the fit is redone until no
the calculatedB,4 production point and three-momentum, track fails thex? requirement. In Monte Carlo simulation,
with its associated error matrix. This is determined from thethe rms of the core and tail Gaussian components of the

A. Az reconstruction
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the axis of symmetry of the detector, along which we mea-
sure the separation between vertices.

Neglecting theB momentum in thé/' (4S) frame, we can
write

B,ec momentum

B,oc daughters
Biec Vertex e

Beam spot

Az= BycAt, (22

A 4

L] Y »
Production point Ya,

where By is the Y (4S) boost factor. The average value for
Blag MOMentum the boost factor ig8y=0.55. The boqst factor is _calculated
“rep directly from the beam energies, which are monitored every
5 seconds, and has an uncertainty of 0.1%.
In the case of a fully reconstruct&j.., we measure with
L Biag tracks, V°s good precision the momentum direction of the reconstructed
candidate, which can be used to correct forBhmomentum
FIG. 15. Schematic view of the geometry in theplane for a in the Y (4S) frame. However, the correction depends on the
Y (4S)—BB decay. For fully reconstructed decay modes, the linesum of the decay times,e.+ti,q, Which can only be deter-
of flight of the B4 can be estimated from tHeeversé momentum  mined with very poor resolution. We use the estimgte
vector and the vertex position d@,., and from the beam spot +tag= TB+|At| to correct for the measuregl,. momentum
position in thexy plane and thé('(4S) average boost. Note that the (irection and extracAt from the following expression:
scale in they direction is substantially magnified compared to that

In the z direction. AZ= By YAt ¥BlecyrecCOSOeL( T | AL]), (22

L]
“ay .Bmg vertex

residualA z distribution(measured\ z minus trueAz) is 190 where#®,., %, andy%, are the polar angle with respect to

pm. We fit this residual distribution to the sum of three y,o peam direction, the velocity, and the boost factor of the

Gaussian distributions and find that the rms of the narrowesé . :
. . h . in the Y (4S) frame. The difference betweeXxt calcu-
Gaussian, which contains 70% of the area, is about/4®0 Iarteecd with Ec(1.(2)1) and Eq.(22) is very small because’,

Only 1% of the area is in the widest Gaussian. . .
=1.002 andB;,.=0.064. The event-by-event difference in
The absolute scale of the measuremens pfdepends on t calculated with the two methods has an rms of 0.20 ps.

the assumed positions of the silicon wafers in the SVT. Thes . . . o
positions are determined from a combination of survey mea- qu_a_t|on(_22) improves theAt FeSO'U“O” by about 5A’: In
surements made before the SVT was installed and measur ddition, it removes a correlat|_0n betwegn the resolution on
ments of the positions of individual SVT modules, each con- t and the true value aAt. This corrglatlon is due to the
taining several silicon wafers, made with high-momentumfaCt that the_rms of the second tzerm n E_az) depends on
charged patrticles that traverse the SVT. We check the abs<5he expectaﬂon value .Omcﬂtag) » which in turn depend;
lute scale comparing the known positions of distinct me-O" At Equat|c_>n(22) IS “?ed for allB deca_\ys to hadronlc
chanical features at each end of the beamgimut 18 cm f|_nal states, .Wh”.e Eq(21) is used for semileptonic modes
aparl with the apparent position measured with chargeos'nce theB direction cannot be measured for these decays.
tracks in the SVT. The locations of these mechanical features

are measured from the positions of track vertices at least 2 C. Vertex quality requirements

cm from the interaction point that contain a well-identified
proton, which are mainly due te*-nucleon interactions in
material. The measured distancezibetween these mechani-

cal features is in agreement with the known distance to Fined from the vertex fit must be less than 2.4 ps kg
precision of 0.2%. We conservatively enlarge this to 0.4% % ust be less than 20 ps. The efficiency for passing these

account for any additional uncertainty in extrapolating to the;eq irements in data and Monte Carlo simulation is about
Interaction point.

97% for all B,¢c modes. From the Monte Carlo simulation,
we find that the reconstruction efficiency does not depend on
B. At measurement the true value of\t.

By far the dominant limitation on the accuracy with  TheB,, sample is used both to extract tB&-B° mixing
which At is determined from the measured decay length diffrequency and to measure the mistag probabilities for the
ferenceAz is the experimental resolution on thez mea-  analysis of time-depende@P-violating asymmetries. While
surement. The next most significant limitation is ieneson  the CP measurement is statistically limited, the mixing mea-
momentum of about 340 Me¥/in the Y (4S) rest frame. surement has a statistical precision of a few percent. There-
We partially correct for this effect, as described below. Thefore, in order to reduce systematic uncertainties in the mix-
impact on theAt measurement of the spread in the two beaming measurement, more restrictive vertex criteria are imposed
energies, which results in a distribution ¥{4S) momenta for the B,.. Sample used for the mixing measurement than for
with a Gaussian width of about 6 Me¥/ is negligible. Fi- theCP andB,,. samples used for theP measurement. How-
nally, we correct for the 20 mrad angle between YgS) ever, as described in Sec. VIII C5, the more restrictive crite-
boost direction(the z axis in the following discussionand  ria are also used as a cross-check in@remeasurement. In

A number of requirements are made in order to ensure a
well-determined vertex separation. The fit for both Bg,
and B4 vertex must converge. Also, the error an deter-
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order to reduce further the contributions from charm decay

%

w -
products in the mixing analysis, a track is not used in the 03; 25 a) e -
reconstruction of thé,q vertex if it is identified as a kaon = E e 3
according to the kaon identification algorithm used for tag- &  2p . -
ging (see Sec. IVA The maximum allowed error oAt § - —.— .
determined from the vertex fit is decreased from 2.4 ps for 2 15t o B
the samples used for tHeP measurement to 1.4 ps for the & C - ]
sample used for the mixing measurement. The efficiency to 5§ 'F - B
pass these two additional criteria is about 87% in data. All 0 Si*,o" E
figures in this section are obtained with the vertex selection ’ -04 e 08 BRI 1'6 1'8 Y
criteria applied in theCP analysis. oo “N
Gy (PS)
D. At resolution function @ o1 }; b)l ' I ' ' I I ' ' N
The At resolution function is represented in terms &f Tg 015 "% ]
=At— Aty by @ sum of three Gaussian distributidiealled 2 - Jr@ .
the core, tail and outlier componeptsith different means § 02~ ]
and widths: g 025 + —
: PR +++ _-
A t— PkOat - a
R(6p;a)= Z Sk(fAt\/_ 2(Sewa)? ) g 035 | | T
; 52 04 06 08 1 12 14 16 18 22 24
+——exg — —tz) (23 GAt (ps)
0'3\/5 20.3

FIG. 16. Correlation between the event-by-event errorAdn
For the core and tail Gaussians, we use the measureme(wa:) and(a) the observed rms angb) offset of the mean fows;
error oy, derived from the vertex fit for each event but allow =At— Aty from Monte Carlo simulation.
two separate scale factos; and S, to accommodate an
overall underestimate§>1) or overestimate §<1) of = The third Gaussian has a fixed width of 8 ps and no offset; it
the errors for all events. Figure 16a illustrates the correlatioraccounts for the fewer than 1% of events with incorrectly
between the rms 0, and o,; in Monte Carlo simulation. reconstructed vertices. The resolution parameters extracted
The core and tail Gaussian distributions are allowed to havérom the full likelihood fits to theAt distributions are shown
a nonzero mean to account for residual charm decay producis Table XlII for the mixing analysis and in Table XVI for
included in theBy,4 vertex. In the resolution function, these the CP analysis.
mean offsets are scaled by the event-by-event measurement Since theBy,4 vertex precision dominates thet resolu-
error o, to account for an observed correlation shown intion, no significant differences between tid resolution
Fig. 16b between the mean of th% distribution and the function for the flavor-eigenstate sample and toé-
measurement errar,, in Monte Carlo simulation. This cor- eigenstate sample are expected. Hence, identical resolution
relation is due to the fact that, iB decays, the vertex error functions are used for all modes. This assumption is sup-
ellipse for theD decay products is oriented with its major ported by Monte Carlo simulation and addressed in the
axis along theD flight direction, leading to a correlation evaluation of systematic errors. Figure 17 shows the distri-
between théD flight direction and the calculated uncertainty bution of the uncertainties afit (o,;) from the fit toAz for

on the vertex position iz for the B4 candidate. In addition,
the flight length of theD in the z direction is correlated with
its flight direction. Therefore, the bias in the measuBgg,
position due to inclusion oD decay products is correlated
with the D flight direction. Taking into account these two
correlations, we conclude th& mesons that have a flight
direction perpendicular to theaxis in the laboratory frame
will have the bestz resolution and will introduce the least
bias in a measurement of theeposition of theBy,q vertex,
while D mesons that travel forward in the laboratory will
have poorerz resolution and will introduce a larger bias in
the measurement of th#,4 vertex.

Monte Carlo simulations confirm the expectation that the
resolution function is less biased for events with a primary

the flavor-eigenstate sample, and the combinedp

— 1[I YKL y(29)K 2, x1K 2] and I/ yK*© samples. Also
shown is a comparison between data and Monte Carlo pre-
diction for the two samples, since Monte Carlo simulation is
used to evaluate the systematic error contribution. The
flavor-eigenstate an@P-eigenstate distributions need not be
the same under our assumption of a common resolution func-
tion, since the topologies and multiplicities of tBg,. decays

are different. The agreement between the data and Monte
Carlo simulation is satisfactory, particularly given the statis-
tical uncertainties for th€P sample.

E. Checks and control samples

lepton tag than those with a kaon tag. Therefore, the mean of Two of the fundamental assumptions in this analysis are
the core Gaussian is allowed to be different for each tagginghat the At resolution function for the sample of flavor-
category. One common mean is used for the tail componengigenstate modes is the same as thatBrevents, and that
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the SVT silicon modules in the Monte Carlo simulation. Sys-
tematic uncertainties due to residual SVT misalignments in
1 data are discussed in Secs. VIIB1 and VIIIB.

As expected, there are no significant differences observed
in comparisons between tHeP modes used in the sin®
analysis. However, comparisons between @ieand flavor-
eigenstate samples, in data as well as in the Monte Carlo
simulation, show that th€P events have a slightly bettarz
resolution. For example, in Monte Carlo simulation the most

- probable value forr,, is about 0.017 p$3%) worse for the
2 Bgay SamMple, as can be seen by comparing the distributions in

At error (ps) Figs. 17a and 17b. This is due to the fact thatBqe vertex
b) l‘,a;)‘J,“',Kg‘ ] is better determined because tracks in the lower-multiplicity
- } B > y2S)K? 1 CP final states generally have higher momentum. We ac-
100 - } P ] count for this effect in the likelihood fit by using the calcu-
B Jij*a ] lated event-by-event errors, as described in Sec. V D. Indeed,

. for Monte Carlo simulation, the pull distributions fart (de-
fined as the difference between the fitted and generated value
divided by the calculated errpare nearly Gaussian with unit
width for both theB.p andBy,, Samples. Any residual effect
due to differences in the observed scale factors in data is
+ ] included as a systematic uncertair(see Sec. VIII B and

o 05 1 15 2 found to be negligible.
At error (ps)

———————
B’ 5 p™- 1|:;',p",al+

0.06 ps

Entries/

5 1000 -

500

Entries/0.06 ps

50 -

FIG. 17. Distribution of event-by-event uncertainties A 2. Vertex resolution in vertical direction

(o0 for (@) the sample of neutra® decays to flavor eigenstates  Since the size of the PEP-II beam is only aboutud in

other than J/yK*(K*7~) and (b) the combinedncp=—1  the vertical(y) direction, the measured distansg between

[/ YKS ¥(25)Kg xc1Ks] and J/yK*© samples. The histogram theB __or Biag Vertex and the nominal beam spot position in
corresponds to Monte Carlo simulation and the points with eMokhey direction can be used to compare the resolution for the
bars to data. All distributions have been background-subtracted wit@:P and flavor-eigenstate samples, and to evaluate the accu-
events from _themES sideband. The Monte Carlo_digtrib_ution has racy of the event-by-event erroegAy). The average beam-
been normalized to the same area as the data distribution. spoty position is determined with a precision of better than a

the event-by-event vertex errors provide a good measure deW microns with two-track events for each data riap-
the relative uncertainty on th&z measurement from event Proximately one hour of recorded datarhere is a non-
to event. In this section, we describe several studies that hayedligible contribution taly of ~25 um (rms) due to theB
been done to validate these assumptions. We compare valifetime and the transverse momentum of the

ous distributions for th€P and flavor-eigenstate samples, in ~ The distance iry between theB,q vertex and the beam
both data and Monte Carlo simulation. We take advantage o¥POt is used to measure tBg,, vertex resolution and bias in
the small vertical size of the beam to measure the resolutiolt In Fig. 19, we show the distribution dfy/o(Ay) for the

for the B,ec and theBy,q vertices in the vertical direction. We Biag Vertex for the flavor-eigenstate a@P samples, in data
also study the vertex resolution for a sampleDsf' candi- and Monte Carlo simulation. The rms of the/a(Ay) dis-
dates fromcc events and for continuum events in data andtribution is 1.3 and 1.4 for Monte Carlo simulation and data,

Monte Carlo simulation. respectively. No statistically significant biases are observed.
Similar results are obtained for th.. vertex resolution.
1. Comparison of flavor-eigenstate and CP samples In addition, good agreement in the resolution on yh@osi-

tion is observed between the flavor-eigenstate sample and the
CP sample. The resolution is about 5% worse in data than in
Monte Carlo simulation.

In Fig. 18, we compare various properties of the flavor-
eigenstate sample with the combingdp=—1 andJ/yK*°
samples. These include th& probability for the vertex fits,
the number of tracks used in tiBg,q vertex, and the momen-
tum in theY (4S) rest frame and polar angle in the labora-
tory frame of tracks used in th#,, vertex. Good agreement ~ Two samples have been used to cross-check the reliability
in all variables is observed between the two data samples. of the resolution function extracted from the likelihood fit as

A similar comparison of the momentum and polar-anglewell as the discrepancies between data and Monte Carlo
distribution of tracks in data and Monte Carlo simulation simulation: a sample of 10900D** candidates froncc
also shows good agreement. However, there are modest digvents and a sample of off-resonance data.
crepancies for the? probability for the vertex fits and the For the first sample, we reconstruct high-momenfin’
number of tracks used in thB,, vertex. The agreement candidates in the mod®* *— D% ", followed by D°
improves when we include residual misalignments betweer-K 7", K™ 7" 7% or K~ 77~ «", and then use the re-

3. Vertex resolution in continuum events
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FIG. 18. Distributions ofa) x? probability of theBy,q vertex fit, (b) number of charged tracks am? candidates used in thgy,q vertex,
(c) momentum in the center-of-mass frame, d@ddpolar angle in the laboratory frame for tracks in Big, vertex, for the flavor-eigenstate
(histogram$ and the combinedycp=—1 andJ/¢K*° (points with errors bajsdata samples. All distributions have been background-
subtracted with events from thmecg sideband. The flavor-eigenstate distributions have been normalized to the same area as the distributions
from the combinedycp=—1 andJ/yK*° samples.

mainder of the charged tracks in the evéfiagmentation distribution to the sum of three Gaussians, we find a resolu-
particles and recoil charm decay products determine a tion of about 140um for 97% of the events, compared to

vertex position with the standai,g vertex algorithm. Since 150 um for 99% of theB®B° events. Only small differences
position information for théD* * vertex is poor, due to scat- are observed in the distribution d&fz/o(Az), as illustrated
tering of the slow pion, and thB* ™ decay point coincides in Fig. 20b. Therefore, the sample can be used to confirm the
with the e"e” interaction point, a beam-spot constraint is resolution and scale factors extracted from the likelihood fit,
used for theD* ™. In Fig. 20, we show the distribution of the as well as to compare how well the Monte Carlo simulation
distance along the axis between th®* " vertex and the reproduces the data.

vertex forme_d _from the rest of the tracks in the evAnt as The distributions are fit to the sum of three Gaussian dis-
well as Az divided by the event-by-event error dz, for  tributions with different widths and means. The width of the
both data and Monte Carlo simulation. third Gaussian is fixed to 2.0 mm. From the fit results, we

In Monte Carlo simulation, the resolution anfor the  come to the following conclusions:
D** candidate is~90 um, very similar to that foiB . ver-
tices. However, the momentum spectrum of fragmentatio
tracks incc events is softer than that for tracks frddnde-
cays, whileD mesons are more energetic in thé* control

{1 The event-by-event errors ahz are underestimated by
about 10% in datdFig. 20b.
(2) The bias in the resolution function due to charm decay

sample than irB decays. Therefore, a slightly more asym- ~ Products that is observed in data is well reproduced by
metric resolution function is expected for ti¥ * control the Monte Carlo simulation as shown in Figs. 20a and
sample compared to that f@& events, as shown in Fig. 20a. 20b.

Comparison of distributions of several sensitive variabled3) The resolution measured in the data is about 5% worse
(such as the number of tracks used in the vertex, and the than that predicted by the Monte Carlo simulatidig.
momentum and polar angle of the traglshows small dif- 209.
ferences betweeB* * andB events.

The rms of the distance between th&* vertex and the
vertex formed from the rest of the tracks in the events isThese results will be compared with those obtained from the
about 220um in the Monte Carlo simulation. Fitting this likelihood fit to theB events, described in Sec. VIII A.
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FIG. 20. (a8 Az and (b) Az/o(Az) distributions for theD* *
0 ! PRI control sample in datdpoints with error barsand Monte Carlo
-4 2 0 2 4 simulation (solid histogram For comparison, the difference be-

Ay/o(Ay) tween the measuredz and trueAz for ncp=—1 andJ/yK*°

o ) ) ~events in Monte Carlo simulation is also sho@@ashed histogram
FIG. 19. Distributions of the measured distance in the verticala|| distributions are normalized to unit area.

direction Ay between theB,4 vertex and the beam spot position,
divided by the event-by-event error on the measured distance
o(Ay) for each event(a) Monte Carlo simulatiorthistogram and
data (points with error barsfor the flavor-eigenstate sampléy)
flavor-eigenstatghistogram, and cp=—1 and J/yK*° (points

with error bar$ samples in data. All distributions have been
background-subtracted with events from tingg sideband. In(a),

the data distribution has been normalized to the same area as the
Monte Carlo simulation distribution; irlb) the combined#cp
=—1 and J/yK*? data distribution has been normalized to the
same area as the flavor-eigenstate distribution.

o 1999-2000 D data a)
0.1 - — 2001 D" data A

Fraction/0.0012 cm

The second control sample is obtained from off-resonance 0
data alone. Charged tracks from these continuum events are
randomly split into two sets, and the vertex of each set is
found with the same algorithm used to determine Bg
vertex. In this case thB,, vertex reconstruction strategy is
applied to both vertices in the event, so that this sample
provides an unbiased estimation of the resolution, suitable
for comparisons between data and Monte Carlo simulation.
Results from this study are compatible with those reported
above.

! | L n n | L n L n !
-0.04 -0.02 0 0.02 0.04

L L B L B L L R
0.1 * 1999-2000 D" data b
— 2001 D’ data

Fraction/0.2

0.05 |

F. Comparison of 1999-2000 and 2001 performance

L f i ! L
0 -6 -4 -2 0 2 4

Az [6(Az)

The internal alignment of the SVT has improved signifi-
cantly for the reconstruction of the 2001 data &ein 2
compared to 1999-200@un 1. Therefore, we expect better  FIG. 21. Comparison of the distributions 68 Az and (b)
resolution and event-by-event errors &n for run 2, which  Az/o(Az) for theD* * control sample described in Sec. V E 3, for
requires the use of separate resolution functions for the tweun 1 (pointg and run 2(histogram data. All distributions are nor-
data sets. malized to unit area.
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The differences in resolution and event-by-event errorsg 600 r————T1 1

T T
for run 1 and run 2 are illustrated in Fig. 21, where a com- = 4 1999-2000 data

/0.0

parison of the distributions foAz and Az/o(Az) in the 2 I © 2001 data ]
D** control sample described in Sec. VE 3 is shown. Fromg 50 | |
the separate analysis of the two data sets, we conclude thﬁ -y ]
following: Lttty ,

(1) The event-by-event errors akiz are underestimated by 200 ¢ bhyd LI Vhy

15% (5%) for the run 1(run 2 data set(Fig. 21h.
(2) There is no statistically significant difference in the bias
between the two data sets. L
(3) The resolution for the run 1 data set is about 15% worse o ————— " 1

L L L | L L L
than that for run 2Fig. 213. ° 02 . o Y p(;gbabilityl

.
LI 4)
$e0 %, °°¢¢¢¢o°¢°°°°¢3¢¢

_The improved qu_ality_ of the event-by-event errors in_rur_l FIG. 22. Comparison of thg? probability distributions of the
2 is also illustrated in Fig. 22, where we compare the d'St”‘Btagvertex fit for the flavor-eigenstate data samples in run 1 and run

. 2 e . .
butions of x* probability for the By,q vertex fit with the 5 The distributions have been background-subtracted with events
flavor-eigenstate data sample selected from the two differeffom the mgs sideband. The area of each distribution equals the

data periods. total number of events in the corresponding sample.

VI. LIKELIHOOD FIT METHOD The time distributions for the mixing an@P samples will
thus depend on whether the tag was identified & ar a
B, resulting in modifications to the expressions for mixing
time developmentEq. (4)]

The value of sinB is extracted from the taggeB.p
sample with an unbinned maximum-likelihood technique
based on Iip and the probability density functions.. of
Eq. (11). However, the dilution®; andAz resolution param- 1
etersd; are also needed for the measurement. Assuming that h+ tag-so[(1+ 2 AD) £ (D)cosAmyAt]
mistag rates and vertex resolutions do not depend on the (29
particular channel used to reconstruct tBemeson, these h- tag-8o*[(1— 3 AD)*+(D)cosAmyAt],
parameters are best determined with the much larger mixing ) . . .
sample, since they also appeardp;,. In order to properly where the=* in the index refers 'to mler—) and unmixed
incorporate the correlations between these parameters afd) €vents as before, and fQP violation time development

sin 2B, the fit is performed by simultaneously maximizing Eq. (8)]

the sum foo[(1+1AD)F(D)ycpsin28sinAmeAt], (26)

INnLeptIn Loy 24 . . :
cP mx 24 where the= in the index refers to events wheBg,g is a

for the combined taggeBy,, andBcp samples. The values B° (+) andB° (—) and we have takef\|=1.
of BY lifetime andAmy are kept fixed in extracting sin®

The value of Amd is obtained with an unbinned B. Background modeling
maximum-likelihood fit to the tagge®;,, Sample alone,
where the log-likelihood IiL,,,i; is maximized while keeping
the BY lifetime fixed.

In the presence of backgrounds, the probability distribu-
tion functionsH.. of Eq. (5) and F. of Eq. (11) must be
extended to include a term for each significant background
source. The backgrounds for the flavor eigenstateszand
= —1 modes are quite small and are mostly combinatoric in

The probabilities of mistagging 8° or B® meson are nature. However, for theB®—J/yK{ and B%—J/yK*®
expected to be very nearly, but not exactly, equal. For exchannels the backgrounds are substantial and originate
ample, the response of the detector to positive pions anthainly from otheiB— J/¢X modes that have, to a very good
kaons differs from its response to negative pions and kaongpproximation, the same flavor tagging and resolution
due to differences in total and charge-exchange cross seproperties as the signal. The background properties of the
tions. To account for any possible mistag differences, wdlavor eigenstatesycp=—1 modes, and the nod- back-

introduce separate mistag probabilitiesor B® andw for B®  ground in theB°—J/yK{ channel are determined empiri-

A. Mistag asymmetries

with the conventions cally from sideband events in the data.
(Wy=3 (W+W); Aw=(w—w) 1. Background formulation for flavor eigenstates
and ncp=—1 modes
D=1-2w; D=1-2w The background parametrizations are allowed to differ for
. . each tagging category. Each event belongs to a particular
(D)= 3 (D+D), AD=(D-D). tagging category. In addition, the event is classified as ei-
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ther mixed(—) or unmixed(+) for a flavor eigenstate or by allowing for background components with various time de-
whetherB,,, was aB® (+) or aB® (—) for a CP eigenstate. ~Pendencies. For thBy,, sample, the background time distri-
Thus background distributiorjsmust be specified for each butions considered, each with its own effective dl|lAJtI0n fac-
possibility (+/—,i), so that the full likelihood function be- tor D; and either a common resolution functi®{( o;;b;) or
comes the signal resolution functio®R (5= At—Atye;8;), are

He =1 HL(AGT, Amg,w; &) B =1 (1= D) S( Aty @ R(8,;by),
+ fflav IBﬂta,\il,peal(At; é-|)

i,pea flav. _ 1 pflav, flav
. Bei=alio(1xD5)

+ 2 TBE (At (27) xe 1188l g R( 5By,
(31)
for flavor eigenstates, and B = 1 T12(1+ D' cosAm; sAty,e)
Fe i =1C0F(ALT Amy,w; ,in 28,8)) xe M31Mnd o R(8:By),

+foP BST At; &) fl 1 fl
hpeatt ,peal( I Bia,\il,peak: 71 ,peal(li Di ,E;l)veakcosA m; ,peakAttruQ

+ 2 fICJPBEF: J(At,6|) (28) Xe_riﬂ,ap\:eallAttrué(gR( 5t;éi)1
j=bkgd o
corresponding to prompt, nonprompt, and mixing back-
round components, as well as a peaking contribution. For
he ncp=—1 sample, the possible background contributions
are

for CP eigenstates.

The fraction of background events for each source an
tagging category is a function ofigg and is given byf; ;.
The peaking and combinatorial background PDES;; peak
andB.. ; ;, provide an empirical description of thet distri-
bution of the background events in the sample, including a

resolution function parametrized t&y andb;, respectively. e cp .
These distributions are normalized such that, for éauitj, By = 2 I 1£ D7y SINAMGAtye)

f - xe TZtd @ R(5;By), (32

B =1 8(Atud @ R(8;;by),

(Byij+B_;;dAt=1. (29

Bgﬁi,peak: i Fi,peal(liDi(?ppeakSinAmdAttruQ

The probability that &8° candidate is a signal or a back- cp
ground event is determined from a separate fit to the ob- Xe*FpeaﬂA‘"ué@R(&t;éi),
served mgg distributions of By,, or Bcp candidates with
nep=— 1. We describe thegg shape with a single Gaussian corresponding to prompt ar@P background components, as
distributionS(mgg) for the signal and an ARGUS parametri- Well as a peaking contribution.
zation A(mgg) for the backgroundEq. (17)]. Based on this The likelihood fit includes as free parameters the relative
fit, the event-by-event signal and background probabilitiedractions of prompt versus nonprompt background, as well as
that appear as the relative weights for the various signal an@pparent lifetimes, mixing frequencies and dilutions, and

background terms in Eq$27) and(28) are given by common effective resolution parametéﬁsthat best describe
the events with high weights for being background in the
fi g Meg)= (1— Spea S(Meg) Biiav and Bcp samples. Roughlyds continuum, short-lived
LOGTTEST S(meg) + A(Mey) charm continuum, and short-live8iB backgrounds fall into
the prompt category, while some fraction of long-lived
fi ol Meg) = SpearS(Meg) (30) charm anBB are treated as nonprompt. The standard vertex
hpea S(Meg) + A(Mey) algorithms are of course applied to all candidates inBhg
andB.p samples. Thus, thB,.. vertex fit must converge and
. A(meg) the usual procedure is applied to obtain a self-consistent ver-
| “Bhod fi j(mes) = S(mgg) + A(Mgg) tex for the remaining tracks on the tag side of the event,

irrespective of whether the candidate event is eventually

The fraction e Of the signal Gaussian distribution that is classified as signal or background. To maintain a parallel

due to peaking backgrounds is determined from Monte Carl@reatment with the signal PDF, an effective resolution func-

simulation. tion R(4;;b;) is used to scale the result of the calculated

Backgrounds arise from many different sources. Ratheuncertainty orAz for background events. The actual choice

than attempting to determine the various physics contribuef background parameters is described in Sec. VID below,
tions we use an empirical description in the likelihood fit, along with additional assumptions.
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TABLE IX. Parameters of the probability distribution function
for the nond/ ¢ background contribution in thB°—>J/¢KE chan-

. . . . . hel.
requires a more extensive treatment of its properties. As dis-

cussed in Sec. Il D, the data are used to determine the rela-

tive fraction of signal, background froB—J/ X events,
and events with a misreconstructelly— Il candidate.

Along with a Monte Carlo simulation of the channels that

contribute to theB— J/ X background, this information is

used to formulate the PDF model. In addition, some of the

J/yX background modes, such &°—J/yK*° and B°
—JIyKS have a nonzer€P asymmetry ¢cp), as given
in Table VI. The value of the asymmetry irB°
—JyK*O(KP 70 is taken from the measurement B,
=0.160+0.032+-0.014 in Ref[13]. The probability density
functions 7. of Eq. (11) are modified to include contribu-
tions for each of th&— J/ X channelsx specified in Table

Parameter Fit result
F.—o 0.16+0.49
i, [ps ] 1.25+0.45
S 1.12+0.26
b, —0.11+0.20

S, 3.9+0.8

b, -1.2+1.0
f, 0.23+0.14

fs 0.005 (fixed)

clusive J/ ¢ background fraction in the simulation is consis-

VI and the nond/y background component. The complete tent across the flavor tagging categories to within a few

PDF is given by
ft,i:fi,k,sig(AE)-’Tt(At;F!Amd!Wi ,Sin 2B,é.,)

>

a=Jly

fi k.o(AE)
X

X Fe(At; I, AMy, cp o Wi ,SiN 28,8;)

+f1 e non- o (AE) BSS(AL; D). (33

percent. The flavor tagging efficiency for the fakie) back-
ground, determined from th& ¢ sideband, is also roughly
consistent with signal. The composition of thiesK? sample
is determined from a fit of th E spectrum before flavor
tagging. We assume the inclusidéys and faked/« back-
ground fractions are independent of flavor tag in the nominal
fit and adjust the fractions as a function of tagging category,
based on the Monte Carlo simulation aid/ sideband, in
order to determine systematic errors.

Some of the decay modes in the inclusiVay back-

Each event is classified according to its flavor tagging catground, such as/#K*® and J/yKg, have an expecteGP

egory (i), flavor tag value(+), and theKE reconstruction
category(k), which is either EMC or IFR. The signal fraction
fi k. sig @nd background fractionf y , andf; y non/y are de-
termined as a function & E and are the same for all tagging
categories. The shape of the signal and backgrauadunc-
tions are determined either from ddteon-J/ s contribution

or from Monte Carlo samplesignal andl/ X backgroung
The normalizationsf *%§%y. fd(AE) are determined from
Tables VI and VII so that

10 MeV
f fi ksigtAE) + i k nonury(AE)
—10MeV|

+ > fiykya(AE)}d(AE)zl. (34)
X
The nond/ ¢ background PDF is given by
BS-=F _oBSh +(1-F,_)BSF , (35)

where the dilutionsDF=0 and the prompt fractiof ,_,

effective decay widtl’; ,, andAt resolutions parametefs
are fixed to values obtained from an external fit to i@l )

sideband events as given in Table IX. The resolution function,q|

R(At;b) is defined in Eq(23) with f;=0.005 and with core
bias §; equal for all tagging categories.

asymmetry. The mistag fractions for alP modes in the
inclusive J/ ¢ background are determined with the Monte
Carlo simulation and found to be consistent with the values
for the signal. We assume that the signal mistag fractions
apply to theCP modes in the inclusivd/ ¢ background.

The At resolution for theB— J/ X background should
be very similar to the signal resolution. However, extra
tracks associated witlB*—J/¢X" decay, such as the
chargedr from theK* * decay inB*— J/¢K* ™, could bias
the measurement dft since they are not associated with the
Bcp vertex and therefore can be used in g, vertex. In
the Monte Carlo simulation, we find that extra tracks in the
B—J/¢yX decay modes have a negligible effect on the
Atresolution. Therefore, we assume thatByh J/ X back-
ground has the same resolution as the signal.

The At resolution of the nod ¢ background is measured
with the J/¢ sideband sample. The ndies At resolution
parameters are varied by their statistical uncertainties to es-
timate the systematic uncertainty.

3. Background formulation for B>—J/ ¢sK* °(K270)

Monte Carlo simulation is used to construct the proba-
bility density function for theB®— J/yK*°(K2#°) chan-
As shown in Table V, the background for this
channel is due to trueB—J/¢X decays. Thus, we
assume that the background has the same resolution

The J/yK{ sample has significant background, primarily function and tagging performance as the signal. The prob-
from otherJ/¢ modes. The Monte Carlo simulation is used ability density functionsF.. of Eq. (11) are modified to in-

to check the flavor tagging efficiency of the inclusivay
background relative to the signal for t}mf mode. The in-

clude contributions for each of th8—J/¢X channels
«a specified in Table V. The complete PDF is given by
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a=

Fui= 5= (AGT, Amyg, 7cp signan Wi ,SIN 26,8;) + Ebkgd foFo (AL T, Amy, 7¢ o, W;,SIN28,3;), (36)

where each event is classified according to its flavor tagging catégamd flavor tag valué*). The signal and background
fractions as well agjcp are taken from Table V.

C. Extensions for direct CP search
While the main likelihood fits are performed with the standard model expectatiom\thatl, a search for the effects of
direct CP violation is also made. Such a measurement is also particularly sensitive to possible differences in the fretion of
or B meson that are tagged. Definiag, ande,q as the tagging efficiencies f@° andB®, ande, ande, as the reconstruction
efficiencies forB® andB in the By,, sample, it is useful to construct

€tagi _?tag i €tag,i +?tag i
wi=————", (€ndi=— (37)
I €tagi T €tagj ag>| 2
€ i€ € it €
= D =t n 38
Vi P <6r>| 2 (39)

For theBcp sample, the time-dependent decay ffd&g. (10)] becomes

(1+|)\|2)(1iXi)+ . 2Im\ AMAL NG
LenErg O TR g SN AT Ty

r
foi(AD)= Ze-mt‘ cosAmdAt” (39)

where gi:Mi(|)\|2_1)/(1+X§), Xi:Mi<D>i+ADi/21 and NRI_ Ntag \no tag_ \jho tag
X{ =(D);+ u;AD;/2. Likewise, for theBy,, sample the time- y=— ! !
dependent decay raf&q. (4)] becomes N9+ Ni2d4 O tady o tag
h(At)= Ee—F\At\ 1+s174 [1+8,X; 2Nitag|qitag+ NitagNino tag, N}aﬁno tag
4 — Kt <Etag>i - tag no tag (njtag, pjno ta (42)
1+x5 2(NP9+ N 9 (N;*+N™ 9
—5i( i+ SX{)cosAmyAt] (40 (1+X§)(N}agNino tag N}agﬁino ta%
Mi= — p— —
where 2NitagN;rag+ N}agN ino tag_l_ N}agNino tag
s;=1(—1) if the reconstructedB is a Bo(go) under the assumption that nearly Blmesons decay to final

states that can be reached from eitB&ror B®, but not both.
The results for(eig; and u; are shown in Table X. The
value of v;, averaged over all four tagging categories, is
0.004£0.012. While there is no statistically significant dif-
ference in the tagging efficiencies or the reconstruction effi-
ciencies given byu; and v;, we use the central values ob-
tained from theBy,, sample in performing the fit fop|.

s,=1(—1) for a B%B?) tag.

The parameters;, (e,gi, andu; can be extracted from
time-integrated numbers of events in tBg,, sample. Defin-
ing integrated samples of events by

tag_ 0/RO in i —RO
Ni==N(B"/B tag in ith categoryB.,=B") D. Free parameters for the sin 28 and Amy fits

The unbinned likelihood fit for sin@ has a total of 45

N@9=N(B%B° tag in ith categoryBa,=B°) free parameters:

(41) .
no ta L ) (1) Value ofsin
N ™=N(no tag in ith categoryBya,=B") (2) Signal resolfﬁion functianSixteen parameterd; to de-
. - scribe the resolution function for the signal. Due to im-
N[® *9=N(no tag inith categoryBg,=B), provements in the reconstruction algorithms, the run 1
and run 2 resolution functions are found to be different,
it can be shown that as described in Sec. VF. Thus, we allow for separate
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TABLE X. Values of (e, and; for the four tagging catego- The size and parameters of the peaking background are
ries, as determined by counting numbers of tagged and untagged determined from Monte Carlo simulation. The fraction
events in they,, sample. of peaking background is5,= (1=1)% of the signal

. contribution, independent of tagging category. This con-
Tagging category {€uag) Hi tribution is assumed to have lifetime parameters in com-

Lepton 0.095+0.002 0.069-0.032 mon with the signal. Finally, the lifetime of the non-

Kaon 0.358+0.003 —0.005+0.014 prompt background is assumed to B¢ in all tagging

NT1 0.080+0.002 0.0610.035 categories.

NT2 0.139+0.002 0.01%0.026

(4)

©)

(6)

The unbinned likelihood fit fodmy has 44 free param-

eters, removing sin@ and the parameter for fraction of

resolution function parameters for these data Sample%rompt background in th€P sample and leavindsmy to
each with eight free parameters, being a scale fator ¢ d

for the event-by-eveni\z resolution errors of the core
Gaussian components, individual core bias scale factors
b,; for the four tagging categories and a common tail
biasb,, and the tailf, and outlierf ; fractions; the scale A blind analysis technique was adopted for the extraction
factor of the tail component is fixed to 3.0 and the width of sin 28 andAmy in order to eliminate possible experiment-
of the outlier component is fixed to 8 ps with zero bias.er’s bias. We used a method that hides not only the central
Signal dilutions Eight parameters to describe the mea-value for these parameters from the unbinned maximum-
sured average dilutionéD); and dilution differences likelihood fit, but also the visuaCP asymmetry in theAt

AD; in each tagging category. distribution. The error on both the asymmetry afdy is
Background resolution functiorSix parameters are used Not hidden. _

to describe a common resolution function for all non- The amplitude of the asymmetidcp(At) from the fit
peaking backgrounds. As with the signal resolution func-V&S hidden by a one-time choice of sign flip and arbitrary
tion, we include separate resolution function parameter§ffS€t based on a user-specified key word. The sign flip hides

for the run 1 and run 2 data samples. The resolutioﬁNhether a change in the analysis increases or decreases the

function is taken as a single Gaussian distribution with aresultlng asymmetry. However, the magnitude of the change

Is not hidden. The visuaCP asymmetry in theAt distribu-
scale factorS, for the event-by-evenAz errors and a0 . . o .
common bias scale factdw; , and an outlier fractioris tion is hidden by multiplyingAt by the sign of the tag and

X . . ._.adding an arbitrary offset.
the W'd.th of the (_)utller component is taken to be a fixed ™ \us, these techniques, systematic studies can be per-
8 ps with zero bias.

. formed while keeping the numerical value of sjg @ Amy
B4, background composition parametesstotal of 13

parameters describe tfy,, background composition hidden. In particular, we can check that the hiddendistri-
s i lav u ition. . . 5
We make several assumptions to simplify the parametri:bunons are consistent f@° andB" tagged events. The same

zation shown in Eq(31), such as removing the mixing is true_for all the other ch.ecks concerning tagging_, vertex
A  fav . resolution and the correlations between them. For instance,

backgrouno! contribution _by sett 3 =0, and assign a it results in the different tagging categories can be compared

corresponding systematic uncertainty. The size of thg, 40 other, since each fit is hidden in the same way. The

peaking backgroﬂund is determined from Monte Carlognaiysis procedure for extracting sif 2nd Amy were fro-

simulation to bes,g;= (1.5=0.5)% of the signal contri-  ;en prior to unblinding.

bution in each tagging category. This contributio:?a\i/s pre-

; + _
dominately fromB™ events, SOAM pea=0, I'iheak Vi1, B® FLAVOR OSCILLATIONS AND MISTAG RATES

=I'g+ and Df"%‘gak are taken from theB* data sample

(Table XI). The effective dilutions for the promgD%", A. Likelihood fit results for Amy
4 parametensand non-promptD%’, 4 parametejscon- We extractAmy, the dilution factorsD;, the At resolu-
tributions are allowed to vary. The relative amount of tion parameter$;, and the backgroundt parametrization

these two contributions is allowed to vary independently

loat.

E. Blind analysis

in each tagging categori4 parametens For the non- TABLE XI. Average mistag fractiongw;) and mistag differ-
prompt contributionI‘if"g" is assumed to be the same for encesAw; for each tagging categoiyfrom a maximum-likelihood
all tagging categories, giving one free parameter. fit to the distribution for theB* control sample.

CP background composition paramete@ne parameter, :

the fraction of prompt relative to nonprompt back- 1299ing category (w); [%] Aw; [%]
ground, assumed to be the same for each tagging cat- | epton 4.6+0.6 1.1-1.2
egory, is allowed to float to describe t#¥ background Kaon 11.8+0.5 —03+1.0
properties. The effective dilutions of the nonprompt and  nT1 21.3+1.6 —50+32
peaking contribution are set to zerB{} =D}~ 0), NT2 37.2+1.3 07427

corresponding to n@P asymmetry in the background.
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FIG. 23. Distribution ofmgg for mixing By,, candidates in separate tagging categofiiepton , Kaon, NT1 andNT2), overlaid with
the result of a fit with a Gaussian distribution for the signal and an ARGUS function for the background.

by fitting the At distributions of the flavor-eigensta®®®  asymmetry of Eq(3) is plotted; the time dependence of the
sample withmgs>5.2 GeVk? with the likelihood function  mixing probability is clearly visible.

described in Sec. VI. The selection of tBg,, data sample is The tagging separatioQ = €;54(1— 2w)? is calculated
described in Sec. IlI C 1. We also demand a valid tagAnhd from the efficiencies and the mistag rates quoted in Tables
determination for the event, based on the algorithms deXIl and XlII respectively. Summing over all tagging catego-
scribed in Secs. IV and V. The more restrictive requirementsies, we measure a combined effective tagging efficieQcy
|At| <20 ps ando,<1.4 ps are applied to the proper time- ~27%.

difference measurement. In addition, identified kaons in the Two small corrections, which are described in more detail
By decay are rejected in the reconstruction of the taggingn Secs. VII B 2 and VII B 4 together with their assigned sys-
vertex. These requirements are intended to reduce systemat@matic errors, are applied to the output of the fit. The value
errors on the precisioA my measurement. The final sample of Amy obtained after applying these corrections is
consists of 12310 fully reconstructed and tag@dcandi- .

dates withmgs>5.2 GeVk?, of which 7399 are in the signal Amy=0.516+0.016-0.010 ps~,

regionmgs>5.27 GeVE?.

The breakdown of this mixin8;,, Sample into individual ~ where the first error is statistical and the second systematic.
tagging categories is shown in Fig. 23 as a functiomgg. We have also examined the fitted value fdmy with
Superimposed on the observed mass spectra are the results/atious subsamples of the full data set, including individual
the fits with a Gaussian distribution for the signal and theB decay channels, separate tagging categories, the state of
ARGUS background function for the background. The tag-the reconstructed . or tagging By, and different time
ging efficiency and signal purity for the individual tagging
categories in data are extracted from fits to mht_%distribu- TABLE XII. Tagging efficiencies for hadroni®&® decays and
tions and are listed in Table XIl. The efficiency for each signal purities in data, shown separately for the four tagging cat-
tagging category is defined as the ratio of the number okgories. Signal purities are estimated fiogs>5.27 GeVE?.
signal events for each tag over the total number of signal
events after imposition of vertex cuts. Tagging Efficiency Purity

The results from the likelihood fit to the mixing sample category (%] Signal [%%]
are summarized in Table XIII. The probability to obtain a

likelihood smaller than the observed value, evaluated witePton ;;igg ;gg;g: 22&8';

fast parametrized Monte Carlo simulation of a large numbef 2" NP D

of similar experiments, is (441)%. TheAt distributions of 8.6-03 798-31 88.9-1.2
NT2 13.9+0.4 1293-43 79.4-1.3

the signal Mgs>5.27 GeVt?) and background g
<5.27 GeVEt?) candidates, overlaid with the projection of gy sample 68.+0.4 634789 85.8-0.5
the likelihood fit, are shown in Fig. 24. In Fig. 25 the mixing
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TABLE XIlI. Results from the likelihood fit to theAt distributions of the hadroni®® decays. The value foAmy includes small
corrections as described in the text. The first major column contains the fit results, while the second major column contains the correlation

coefficients with respect tdAmy for each fit parameter.

Fit result Correlation

Parameter Run 1 Run 2 Run 1 Run 2
Amg [ps Y] 0.516+0.016
Signal resolution function

S, (core 1.37£0.09 1.18:0.11 0.25 0.16

b,(At) lepton (core 0.06+0.13 —0.04+0.16 0.08 0.00

b,(At) kaon (core —0.22+0.08 —0.25+0.09 0.03 0.00

b;(At) NT1 (core —0.07£0.15 —0.45+0.21 —-0.00 0.00

b;(At) NT2 (core —0.46£0.12 —0.20+£0.16 0.01 0.03

b,(At) (tail) -5.0+4.2 —7.5+2.4 0.04 0.06

f(tail) 0.014+0.020 0.015:0.010 0.06 0.07

f5(outlier) 0.008-0.004 0.006:0.014 -0.09 0.01
Signal dilutions

(D), lepton 0.842+0.028 0.24

(D), kaon 0.669+0.023 0.30

(D), NT1 0.563+0.044 0.11

(D), NT2 0.313+0.041 0.11

AD, lepton —0.006+0.045 0.02

AD, kaon 0.024+0.033 0.01

AD, NT1 —0.086+0.068 0.00

AD, NT2 0.100+0.060 0.00
Background properties

7, mixing bkgd[ps] 0.853+0.036 -0.01

f(7=0), mixing bkgd,lepton 0.05+0.10 0.01

f(r=0), mixing bkgd,kaon 0.42+0.05 0.01

f(7=0), mixing bkgd,NT1 0.33+0.08 0.01

f(7=0), mixing bkgd,NT2 0.32£0.08 0.01
Background resolution function

S, (core 1.211+0.043 1.1310.046 —-0.00 0.00

b,(At) (core —0.135+0.031 —0.015+0.038 —-0.00 —0.00

f5 (outlier) 0.022+0.004 0.036:0.007 -0.01 0.02
Background dilutions

(D), lepton , 7=0 0.0£2.9 —0.02

(D), kaon, 7=0 0.52+0.08 -0.03

(D), NT1, 7=0 0.67+0.27 -0.01

(D), NT2, 7=0 —0.05+0.13 —0.00

(D), lepton , 7>0 0.34+0.13 0.02

(D), kaon, 7>0 0.26=0.06 0.04

(D), NT1, 7>0 —0.13+0.11 0.01

(D), NT2, >0 0.12+0.031 0.01

periods. As can be seen from Table XIV, the values obtainedummary of these sources for the hadroBit sample is
from the subsample fits are all consistent with the globakhown in Table XV. In the following, the individual contri-
result forAmy. butions are referenced by the lettered lines in this table.

B. Systematic error estimation 1. Signal properties and description

Systematic errors can be grouped into four categories: sig- For the signal events, the use of a double Gaussian plus
nal properties and description, background properties and deutlier model for rescaling the event-by-evekit errors as
scription, fixed external parameters and statistical limitationgart of the likelihood fit means that uncertainties in the ver-
of Monte Carlo validation tests of the fitting procedure. Atex resolution are incorporated into the statistical error on
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FIG. 24. Distributions ofAt for unmixed(upper pangland mixed(lower panel events in the hadroniB sample, divided into a signal
region megs>5.27 GeVE? with a (a) linear and(c) logarithmic scale, and a sideband regimps<5.27 GeVE? with a (b) linear and(d)
logarithmic scale. In all cases, the data points are overlaid with the result from the global unbinned likelihood fit, projected on the basis of
the individual signal and background probabilities, and event-by-evergsolutions, for candidates in the respective sample@) land(c),
the At distributions obtained from the likelihood fit to the full sample are overlaid, along with the simultaneously determined background

distribution shown as the curve (i) and(d).

Amy, including proper treatment of all correlations. Assum-eters to vary in addition t&amy. Subtracting in quadrature
ing that this model is sufficiently flexible to accommodatethe respective errors oAmy from the two fits shows that
the observed distribution in data, no additional systematic-0.005 ps? of the statistical error can be attributed to the
error need be assigned. The contribution to the total statistiresolution parameters.

cal error due to the vertex resolution can be extracted by To determine the systematic error due to the assumed pa-
fitting the data twice: once holding all parameters exceptametrization of the resolution model, we apply a number of
Amy fixed, and once allowing the resolution function param-possible misalignment scenarios to a sample of simulated

E 1 T
< ‘ b)
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T
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FIG. 25. Time-dependent asymmet#fAt) between unmixed and mixed events for hadrdicandidates withmzg>5.27 GeVE?; (a)
as a function ofAt and(b) folded as a function ofAt|. The asymmetry ir@) is due to the fitted bias in th&t resolution function.
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TABLE XIV. Result of fitting for Amg in the entireBy,, Sample TABLE XV. Systematic uncertainties and contributions to sta-
and in various subsamples. The difference in the fitted value ofistical errors forAmy obtained with the likelihood fit to the had-
Amy versus the result from the fit to the full;,, sample are re- ronic B® sample.

ported.
a(Amy)
Sample Amy—Amg(all) Source [ps ™Y
Decay mode Signal properties
D* 7t —0.029+-0.030 (@ SVT alignment 0.004
D* p* +0.017+0.039 (b) At outlier description 0.002
D* a; +0.066+0.063 (c) Beam spot position or size 0.001
D =" +0.022+0.030 (d) o requirement 0.003
D p* —0.031£0.038
D aj —0.033+0.041 Background properties
D* X +0.000+0.025 (e) Background fraction 0.002
DX —0.005+0.023 (f) BackgroundAt structure 0.001
(g) BackgroundAt resolution 0.001
Tagging category (h) Sideband extrapolation 0.002
Lepton +0.005+0.026 (i) PeakingB™ background 0.002
Kaon +0.002£0.023
NT1 —0.032£0.044 External parameters
NT2 +0.12+0.10 (j) z scale <0.002
(k) z boost(parameters 0.001
B, State () z boost(method 0.001
Bjoc=B° +0.015+0.023 (m) B lifetime 0.006
Bec=B° —0.003+0.023
Monte Carlo studies
By State (n) Signal MC statistics 0.003
Buag B +0.019+0.023 (0) ng-3|deD composition anq Ilfet.lme 0.001
Brag= BO —0.007+0.022 (p) Right or.Wrong tag resolution differences 0.001
Total systematic error 0.010
Data sample Statistical error 0.016
Run 1 —0.012+0.022 Contribution due to resolution function 0.005
Run 2 +0.019£0.025 Contribution due to mistag rate 0.005
Total error 0.019

events. By comparing the value afm, derived from these
misaligned samples to the case of perfect alignment, we de-
rive a systematic uncertainty af0.004 ps*® (a). A systematic uncertainty iAmy arises from our ability to
An additional systematic error is attributed to uncertain-separate signal from background as a functionmgf. We
ties in the treatment of the small fraction &f outliers that  estimate this uncertainty by varying the width and height of
are the result of misreconstructed vertices. The stability ofhe fitted Gaussian peak imgg, the slope parameter of the
the Amy result is examined under variation of the width of ARGUS background shape, and the normalizations of the
the third Gaussian component in the resolution function besignal and backgrounds by one standard deviation around
tween 6 and 18 ps, and through replacement of the thirtheir central values, resulting in an uncertainty 0.002
Gaussian with a uniform distribution and varying the width ps *in Amy (e).
between 8 and 40 ps. On this basis, we attribute a systematic As discussed in Sec. VIB1, that distribution of the
uncertainty of=0.002 ps? to the outlier treatmentb). background is described by the combination of a prompt
As described in detail in Sec. V A, the beam spot positioncomponent and a lifetime component. To estimate the sys-
is an integral part of the determination At. Increasing its tematic uncertainty due to this choice, we add an additional
vertical size by up to 8Qum, and systematically biasing its component, with its own separate lifetime, that is allowed to
vertical position by up to 8Qum, results in a corresponding mix; the observed value afmy changes by 0.001 ps$ (f).
variation of Amy by less than 0.001 p$ (c). Similarly, adding an additional Gaussian distribution to the
The requirement on the maximum allowed valuergf is At background resolution function changesy by no more
varied between 1 and 2.4 ps, and the observed variation dhan 0.001 ps* (g).
0.003 pstin Am, is assigned as a systematic uncertainty Finally, the composition of the background changes
(d). The observed dependence is mainly due to correlationslightly as a function ofmgg, since the fraction of back-
between tagging and vertexing, as described in Sec. VII B 4ground due to continuum production slowly decreases to-

2. Background properties
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wards theB mass. As a result, that structure of the back- § omb E'l) ' ' ' ' ' ERE
ground could change as well. To study this dependence, we § ;).25_ % —{——%__'
split themes sideband region into seven mutually exclusive, & | (F g =S +4- 3
10 MeV/c?-wide intervals, and repeat them, fit with each & ok +4 3
of these slices in turn. The variation Aimy is then extrapo- é’ - 45_ G E
lated as a function of the position of the sideband slice rela- 0.125_ i E
tive to theB mass. We correct the value afmy by —0.002 gt F 3
ps ! obtained from this extrapolation, and assign the statis- e 3
tical uncertainty of 0.002 ps of this procedure as a system- B T R Y I

atic error onAmy (h). Gy, (PS)

A small fraction(about 1.5% of the events attributed to ; : . ; :

the B? signal by the fit to thengg distribution consists oB™*

events, mainly due to the swapping of a saff with a
charged pion as described in Sec. Il C 1. The uncertainty on
this peaking fraction is propagated Aamy, yielding a sys-

An error in the boost of th&'(4S) system(0.1% or in 5d b BE 1 Is 11 1¢ 18
the knowledge of the scale of the detector, as described in o, (pS)
Sec. VA, could bias thédimy measurement because these
parameters are used to reconstruct the decay length differ- )
enceAz and to convert it to the decay time differende. FIG. 26. (a) Correlation between the event-by-event errordn
The uncertainties on these quantities are propagatedrip (‘_TAt) a_nd the mistag rate in the Kaqn category from Monte_ Carlo
and lead to systematic uncertainties of 0.00Ilpﬁ) and S|mulgt|on;(b) dependence of the mistag rate oR, after scaling
less than 0.002 p¢ (j), respectively. In addition to these, we [N€ Mistag rate by/=p.
assign the difference of 0.001 Ps(k) in the value ofAmy
obtained by using thdz to At conversion described in Eq. Produced directly inB decays. All these sources produce a
(21) instead of Eq(22) as a systematic error. Finally, in the spectrum of charged tracks that have sma{]é}pf than B
likelihood fit, we fix theB? lifetime to the PDG valu¢1l].  decays that produce a correct tag. Theresolution depen-
The present uncertainty on this value00.032 ps leads to a dence originates from the @7 dependence ofr, for the

o A
=

1.05

—
L L R

0.95

———
==
——

tematic error of 0.002 ps (i). 09F
0.85
3. External parameters 08'

Meas./Pred. Mistag Ratio

systematic error 0fr0.006 ps* (m). individual contributing tracks.
Since the effect is small and well described by the Monte
4. Monte Carlo validation of measurement technique Carlo simulation, we have chosen to treat the impact of this

correlation as a correction, rather than building the effect into

Candidate selection criteria, or the analysis and fitting%] likelihood function. We include additional i i
procedure, could potentially cause systematic biases in th € likelihood function. YVe include additional systeématic er-

measurement oAmy. These potential biases are estimated °'S related to the tag-s_ide properties thqt cquld affgct the
by repeating the analysis with a large sample of Monte carlgiceuracy of the description of this correlation in the simula-

. . O + + .
events, which are generated with the faiANT3 [27] detec-  ton- In particular, theD", D7, andDs meson branching
tor simulation. In the Monte Carlo sample, the fitted resultTactions, theD meson lifetimes, and the wrong-sign kaon

for Amy is shifted by +0.007=0.003 ps* from the input production rates irB meson decays are all varied. Tr11ese
value. A corresponding correction with this central value isStudies lead to an assigned systematic errat-6f001 ps

applied to the fitted result with data, and the uncertainty is?): " . -
assigned as a systematic erfoy. In addition, we consider the possibility that correctly and

The main cause of this bias is a small correlation betweel/'cOrTectly tagged events could have different resolution
the mistag rate and th&t resolution that is not modeled in funct_lons. Based on Monte Carlo_studles of Fhe variation in
the likelihood function. This correlation is seen most readilytN€ fittéd value fodmy with and without allowing for inde-
in data for Kaon tags and is shown for simulation in Fig. 26a P€ndent resolution functions for correc}ll)/. and incorrectly
We find that both the mistag rate for kaon tags and the eveni2d9ed events, an uncertainty 00.001 ps” is assigned to
by-event erroro,; depend inversely oR/Z ptz, wherep; is this source(p).
the transverse momentum with respect to ztais of tracks
from the By, decay. Correcting for this dependence of the C. Validation studies and cross checks
mistag rate removes most of the correlation between the
mistag rate andr,;, as can be seen in Fig. 26b. The mistag
rate dependence originates from the kinematics of the phys- A high-precision test of the fitting procedure was per-
ics sources for wrong-charge kaons. The three major sourcédsrmed with fast parametrized Monte Carlo simulations,
of mistags are wrong-sigid® mesons fromB decays to where 2000 experiments were generated with sample size
double charm, wrong-sign kaons frdii" decays, and kaons and composition corresponding to that obtained from the ac-

1. Monte Carlo studies
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tual data. The mistag rates aid distributions were gener- dominantly determined by thBy,, sample. TheCP asym-
ated according to the model used in the likelihood fit. Themetry and parameters describing the background foChe
full fit was then performed on each of these experiments. Thevents are determined by ti# sample. The value of sin®
resulting distribution of pullgdefined as the difference be- obtained from the combinedjcp=—1, 7cp=+1, and
tween the fitted and generated value of a parameter divideg) ,K*° CP samples is

by the statistical error as obtained from the likelihood fit

has a mean-0.038:0.022 and standard deviation 1.012 sin 28=0.59+0.14+0.05,

+0.023, consistent with no measurement bias in either the

value of Amy or its estimated error. where the first error is statistical and the second systematic.
Themggdistribution for events inpcp= — 1 modes, sepa-

If lthe mistag rate is known, the time-integrated fraction F;;Z%b;?(t)ﬁfi[ﬁ‘e@’(sgiﬁs f;sr (;22 c:]iCbZd inls SET/TIS 1IS deter

Xa=2Xq/(11xg) of mixed events can be determined from = o0 yv/1| summarizes the event yields and spn\&alues

the By, sample by counting mixed and unmixed events. Theyaiarmined for the fullCP sample and various subsamples.

value for y4 obtained by this means, after correcting for the(ﬁesults are provided bgP channel, tagging categor’

mistag rates obtained from the full time-dependent fit an . .
assumging the Particle Data GrodpDG) valug for theB® versusB tag, J/s decay mode and data-taking period. The
consistency between the s@P modes is satisfactory, the

lifetime, leads to a value ahmy=xq4/7go that differs from o A ; 0
the likelihood-fit result by—0.003-0.013 ps !, where the ~Proapility of finding a worse agreement being 8%. The
' Ilarge observed asymmetry B|°—>XC1Kg causes the likeli-

quoted error is the difference in quadrature of the statisticah d for this ch Lo b o : .
errors of both measurements. ood for this channel to become negative in certain regions

Because of the choice for normalization of the likelihood ©f At The likelihood of each of the selected candidates is of
L., the time-integrated ratio of the number of mixed to course positive. Fast parametrized Monte Carlo studies show
urTrlai’xed events contributes to our measurement\of, that sin 28 is unbiased if the likelihood is not required to be
Alternatively, it is possible to normalize the likelihoods of POSitive for all values oAt and that the prot())abmty to mea-
mixed and unmixed events individually, in which casmgy sure such a large asymmetry is about 1%. The observed

is determined solely from the shape &f distributions. The ~asymmetry in the number @° (160 andB° (113 tags in
value of Amy determined by the\t distributions alone dif- theJ/yKP sample has no impact on the sj heasurement.
fers from the full measurement by 0.068.015 ps*, where  The results obtained with the fullc, samples for run 1 and
the quoted error is given by the difference in quadrature ofun 2 are consistent at the 1.8 sigma level. The yields and

the statistical errors of the two measurements. fitted values for sinB are also listed in Table XVII for the
high purity ncp=—1 sample alone, along with a similar
3. Cross-check withrgo breakdown into subsamples; again, no significant variation is
seen.

If we allow the value ofrgo to float in theAmy fit the
value of Amy increases by 0.0080.007 ps?!, and the life-
time is found to be 1.5%0.03 ps, consistent with our recen i ]
measuremenf17]. We have also performed a series of fits PUrPOSe, only those events withgs>5.27 GeV/¢ in the

— 0 H
with fixed values forAmy and rgo in order to determine the 7cp=—1 and J/yK*" samples orAE<10MeV in the
dependence afmy on 7go, which is found to be ncp=+1 sample are included. Overlaid on the data are the

projections of the signal and backgroudd distributions
obtained from the fit, where the latter is normalized to the
ps L. (43 projected background level. Figures 28b—28d show the cor-
respondingAt distributions for the pcp=—1, ncp=+1
samples and®— J/yK*° (K**— K270 K2— 7" 77). The

The distribution of events as a function Af for B and
t BY tags is shown in Fig. 28a for the fullP sample. For this

Amy=|0.516-0.279 —2 1
Ma=| ©- "1 1.548 ps

VIIl. CP VIOLATION IN NEUTRAL B DECAYS superimposed likelihood curves show the quality of the fit
- _ ) for each subsample. The value of sj§ @btained by fixing
A. Likelihood fit results for sin 2 all other parameters to results obtained with the DR

The value of sin B, the dilution factorsD, , the At reso-  sample and then fitting for sin®in bins of At is shown in
lution parameterg; , and the background fractions and time Fig. 29a. The values obtained for sif2re all consistent,
distribution parameters are extracted with an unbinnedlemonstrating that the oscillation as a functiom\dfhas the
maximum-likelihood fit to the flavor-eigensteg,, andBcp  €Xpected behavior. The observed asymmetfyt) is shown
samples as described in Sec. VI. We also demand a valid tdf Figs. 29b and 29c for theycp=—1 and ncp=+1
and At determination for the event, based on the algorithmgsamples, respectively, along with the projections from the fit
described in Secs. IV and V. The looser requireméntg  results.
<20 ps ando,<2.4 ps are applied to the proper time dif- The average dilutions and dilution differences Bf and
ference measurement. The fit results are summarized in TabR® tags obtained from the fit to tHR° flavor eigenstate and
XVI together with the correlation of the parameters with full CP sample, and the corresponding tagging efficiencies,
sin 28. The mistag fractions and vertex parameters are preare summarized in Table XVIII. We find a total tagging effi-
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TABLE XVI. Parameters for the combined likelihood fit to tlBe » and Bg,, samples. The first major column contains the fit results,

while the second major column contains the correlation coefficients with respect t6 fin 8ach fit parameter.

Fit result Correlation

Parameter Run 1 Run 2 Run 1 Run 2
sin 28 0.59+0.14
Signal resolution function

S, (core 1.2+0.1 1.1+x0.1 0.018 0.020

b,(At) lepton (core 0.07+0.12 0.04-0.16 0.008 0.045

b,(At) kaon (core —0.26+0.08 —0.18+0.09 0.002 0.021

b;(At) NT1 (core -0.21+0.15 —-0.33+0.21 0.004 0.001

b;(At) NT2 (core —-0.31+0.11 —0.17+0.15 —0.001 —0.002

b,(At) (tail) —-1.7t15 —-3.3t2.8 0.001 0.006

f, (tail) 0.08+0.06 0.04-0.04 0.009 0.005

f5 (outlier) 0.005-0.003 0.006:0.001 —0.001 0.000
Signal dilutions

(D), lepton 0.82+0.03 —0.042

(D), kaon 0.65+0.02 —0.083

(D), NT1 0.56+0.04 -0.015

(D), NT2 0.30+0.04 —0.032

AD, lepton —0.02+0.04 0.010

AD, kaon 0.04+0.03 0.005

AD, NT1 —0.11+0.06 0.014

AD, NT2 0.12+0.05 —0.008
Background properties

7, mixing bkgd[ps] 1.3+x0.1 —0.001

f(7=0), CP bkgd 0.60-0.12 —-0.011

f(7=0), mixing bkgd,lepton 0.31+0.10 —0.001

f(7=0), mixing bkgd,kaon 0.65+0.04 —0.001

f(7=0), mixing bkgd,NT1 0.62+0.06 —0.001

f(7=0), mixing bkgd,NT2 0.64+0.04 —0.001
Background resolution function

S, (core 1.5+0.1 1.3-0.1 0.004 —0.003

b, (At) core[ps]| —0.16+0.03 0.02-0.04 0.000 —0.001

f,(outlier) 0.016-0.004 0.01%0.005 —0.001 0.000
Background dilutions

(D), lepton , 7=0 0.33+0.27 0.003

(D), kaon, 7=0 0.45+0.03 0.008

(D), NT1, 7=0 0.25:0.10 0.002

(D), NT2, 7=0 0.11+0.06 0.003

(D), lepton , 7>0 0.33+0.14 0.000

(D), kaon, 7>0 0.24+0.06 0.000

(D), NT1, >0 0.05:0.14 —0.001

(D), NT2, >0 0.09+0.09 0.000

ciency of (68.4-0.7)% (statistical error only The lepton lepton and kaon categories have an effective tagging effi-
categories have the lowest mistag fractions, but also low efeiency Q~22.4%. The neural network categories increase
ficiency. The Kaon category, despite having a larger mistaghe effective tagging efficiency by-4% to an overallQ
fraction (17.6%99, has a higher effective tagging efficiency; =(26.1+1.2)% (statistical error only These mistag frac-
one-third of events are assigned to this category. Altogethetions are very similar to the mistag fractions that are obtained
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FIG. 27. Distribution ofmgg for 7cp=— 1 candidates in separate tagging categqgtiepton , Kaon, NT1 andNT2), overlaid with the
result of a fit with a Gaussian distribution for the signal and an ARGUS function for the background.

from the By, sample alondsee Table XlIJ. The small dif- ference in quadrature between the statistical error onin 2
ferences are due to the correlation between the mistag fraérom the full likelihood fit and from a fit with only sin2
tions and theAt resolution function parameters. allowed to vary.

Based on a large number of fast parametrized Monte While the bulk of the uncertainties from these sources is
Carlo experiments with the same number of events as ouhus incorporated into the statistical error, we assign addi-
full B¢p andBy,, data samples, we estimate a probability oftional systematic uncertainties due to the fixed form of the
27% for finding a value of the maximum likelihood lower parametrization for the\t resolution function. This form
than that observed. These same studies, based on sampteay not be flexible enough to account for all possible ef-
with the size and composition of the data, show that thefects. In addition, tests of the assumption that the resolution
expected statistical error is 0.132 with a Spread of 0.005, iﬁlunction and dilution parameters are the same for Blﬂﬁ,
very good agreement with the observed error of 0.137.  andB.,, samples are limited in precision by the size of the
available Monte Carlo samples.

The resolution function, described in Sec. VD, is one of
several possible functional forms. In order to test possible

Just as for theAmy measurement, systematic errors canbiases induced by this particular choice, an alternative model
usefully be grouped into signal description, including detechas been considered where a Gaussian distribution is con-
tor reconstruction effects, background description, fixed exyolved with an exponential, with the effective lifetime in the
ternal parameters, and statistical limitations of Monte Carlaexponential depending on the tagging category. No differ-
validation tests for the fitting procedufeiscussed in Sec. ence between the fit results with the two models is observed
VIIC1). Asummary of these sources of systematic error isp Monte Carlo simulation. We assign as a systematic uncer-
shown in Table XIX for the variou€P samples. In the fol- = tainty the difference in the fit results observed in the data
lowing, the individual contributions are referenced by the(Taple XX, line 8. The largest systematic uncertainties from
lettered lines in this table. the At behavior arise from possible effects that our model of
the resolution function cannot accommodate or completely
parametrize. These include residual uncertainties in the SVT

The parameters of thAt resolution function, the dilu- alignment(b) and possible differences in thet determina-
tions and dilution differences are determined from the datdion for correctly and incorrectly tagged everits. An addi-
sample itself with the likelihood fit. Thus, they do not con- tional uncertainty is assigned due to the treatment ofAthe
tribute to the systematic error, but rather are incorporatedutliers(d). Fits with Monte Carlo samples &, andBcp
into the statistical uncertainty at a level determined by thesignal events show no significant difference between resolu-
size of the data sample itself. Their overall contribution totion function parameters for the two samples. We assign a
the total error on sin@2 is 0.02, as determined from the dif- systematic uncertainty of 0.003 due to the residual shift in

B. Systematic error estimation

1. Signal properties and description
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TABLE XVII. Result of fitting for CP asymmetries in the entiil€P sample and in various subsamples. The tagged number of eNgpts
includes signal and background, while the purities are obtained from separatenfits tw AE distributions.

Sample Niag Purity (%) sin 28 Im M|\ I\
CP sample 803 80 0.59+0.14
Decay mode
YK (KE— 7t 7)) 316 98 0.450.18 0.45-0.18 0.9%0.11
I K2 (K- 7070) 64 94 0.7G:0.50 0.710.50 0.95-0.27
p(29)KE (Ke— 7t 7r7) 67 98 0.47-0.42 0.48-0.45 1.22:0.33
XK (K27t m7) 33 97 2.59+5%° 2.67+0.59 0.710.23
J/z,//KE 273 51 0.7@¢0.34
I pK*O (K¥O— K70, Kem 7t ar) 50 74 0.82-1.00
Tagging category
Lepton 130 82 0.54-0.26
Kaon 438 79 0.580.18
NT1 79 74 0.8%-0.30
NT2 156 80 0.46:0.65
Biag State
B 420 79 0.540.19
BO 383 78 0.64-0.20
J/ i mode
Jy—ete” 385 78 0.450.18
Jp—put ™ 418 84 0.7&0.18
Data sample
Run 1 533 80 0.490.20
Run 2 270 84 0.820.22
ncp=—1 sample 480 96 0.560.15 0.56£0.15 0.93-0.09

Tagging category

Lepton 74 100 0.54:0.29 0.57:0.29 0.77:0.14
Kaon 271 98 0.5%0.20 0.59:0.20 0.98:0.12
NT1 46 97 0.67-0.45 0.57:0.46 0.73:0.29
NT2 89 95 0.10-0.74 0.28-1.29 2.95-3.83

Biag State
B® 234 98 0.5@:0.22
BO 246 97 0.61-0.22

J/¢ mode
Jp—ete 219 94 0.54:0.22 0.52-0.22 1.00-0.15
p—ptp™ 261 98 0.6@0.21 0.63:0.21 0.87:0.11

Data sample
Run 1 310 95 0.370.20 0.37:0.20 1.16:0.15
Run 2 170 98 0.860.24 0.96-0.26 0.66, 513

Control samples

B—D®) ~x¥/ptia; 7579 84 0.06:0.04
Bt D®)0 -t 6800 86 —0.02+0.04
BO—J/yK*O (K*O—K*77) 705 95 0.12-0.12
BT —J/yKF)T (29K ™ 2031 94 0.0%0.07
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FIG. 28. (a) Distribution of At for tagged events in the fulP sample. The uppetower) panel is the sum oB® (B®)-tagged events in
the 7cp=—1 andJ/yK*° samples, combined with tH&° (B°)-tagged events in tha/ y/K® sample. Correspondir@®- (lower panel and
BO-tagged(upper panéldistributions for the(b) cp=—1, (c) I/ yK?, and(d) J/yK*° samples are also shown. In all cases, the data points
are overlaid with the result from the global unbinned likelihood fit, projected on the basis of the individual signal and background
probabilities, and event-by-everit resolutions, for candidates in the respective samples. Therefore, the curves correspondBto sin 2
=0.59, rather than the fitted value obtained with the individual subsample. The probability-welgrgpdctra of the background candidates
obtained from the fit are indicated by the shaded areas.

sin 28 between the two sets of fittefit resolution param- the relative efficiencies form an important part of the direct
eters(e). CP violation search. The systematic error on sth@ue to

An underlying assumption of the global fit is that dilu- this effect is estimated to b£0.003(g).
tions and dilution differences are the same for Byg, and
Bcp samples. We assign the full difference as seen in Monte
Carlo simulation as systematic errat;0.027 (f). Monte 2. Background properties
Carlo studies of Iepton—taggeliz,/xKE events show that the
resolution for the missing transverse momentum is broad- The fraction of background events in thecp=—1
ened by the neutrino from the semileptoBigg decays. This  sample is estimated from fits to theg distribution. Varying
leads to a small loss of efficiency but no significant bias inthis fraction within the stated errors and changing the signal
the mistag rates relative to th,, sample. In addition, the probability as a function ofngs results in a systematic error
B~ data sample was used to study any possible dependengg +0.005 on sin (h). The uncertainty on the fraction
of the dilutions onAt. No significant effect was observed. of peaking background contributes a systematic error of
However, a dependence of the dilutions of; has been  +0.003 (i). Varying the effective sing assumed for the
seen, both in data and the Monte Carlo simulatisee Sec. ARGUS (A in Sec. VI B ) and peakindpeqin Sec. VIB 1)
VIIB4). Finally, it is possible that tagging efficiencies could packgrounds in th€P sample from—1 to +1 contributes a
be different forB® and B® mesons. A separate study of the systematic error of-0.015(j) and +0.004 (k), respectively.
relative tagging efficiencies is described in Sec. VIII D, sinceln addition, the contributions due to the uncertainty of Ate
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S5k ' ' T ay | according to Table VI, the assumegtp, the mistag rates

£ and efficiencies, thét resolution function, and\E shape
10 1 (0—1. The total B°—>J/¢/;KE background systematic error,

| i summing these contributions in quadrature;=i8.09 for the

05 | — sin 28 fit to the B°—>J/¢KE sample alone and-0.013 for

the full sample.
0 - - 1 For theB®— J/ yK*° (K27% sample, the value dR, as
' ' s ] well as the sample composition are variggl) according to
-5 0 5
At (ps) Table V.

The effect of the uncertainty on background component in
the By, Sample on sinB has also been evaluated. The only
significant sources of uncertainty are the fraction of back-
ground that mixegv) and the signal probability distribution
as a function ofmgg (u,w).

3. External parameters

The residual uncertainty on the physicascale(x) and
the boost parameters of thé(4S) center of massy) con-
tribute systematic uncertainties. We fix tB8 lifetime to the
current world average valuesgo=1.548ps andAmy
=0.472 ps ! [11]. The errors on sing due to uncertainties
> At(ps) in 750 andAmy are =0.009 and+0.013, respectivelyz—aa.

. . . N 4. Monte Carlo validation of measurement technique
FIG. 29. (a) Fitted value of sin B obtained in bins ofAt by vaiidat u qu

fixing all other parameters to the values obtained with the @RI The analysis method has been studied with a high-
sample; raw asymmetry in the number Bf and B® tags in the  Statistics Monte Carlo sample. A fit result that is consistent
signal region, Ngo— Ngo)/(Ngo+Ngo), with asymmetric binomial ~ With the generated value for siBavas found. We assign a
errors, as a function ofAt for (b) ncp=—1 and (c) J/yK? +0.012 systematic error due to the statistical limitation of
samples. The data points are overlaid with the separate fit results féhe Monte Carlo sample siZeb). Section VIII C 1 describes
the two samples. this study in more detail.

C. Validation studies and cross checks

resolution mode(+0.002, and the effective lifetiménegli- We have used data and Monte Carlo samples to perform

gible) of the CP background, have been evaluatgd). validation studies of the analysis technique. These tests in-
For the B—J/¢K? channel, the signal and naityy  clude studies with parameterized Monte Carlo samples, full

background fractions are varied within their statistical uncerGEANT3 [27] simulation samples, as well as data samples

tainties(+1o0) as obtained with the fit to th&E distribution ~ where noCP asymmetry is expected.

of the sample. This contributes a systematic errot-6f075 _

to theB®— J/yK? sin 28 result and+0.01 to the final result 1. Monte Carlo studies

(n). We also vary background parameters for tB8 The highest precision test of the fitting procedure was
—>J/¢KE sample, including thel/#X branching fractions performed with fast parametrized Monte Carlo simulation,

TABLE XVIIl. Average mistag fractionsv; and mistag differencesw; =w;(B°) — ¢,(B°) extracted for
each tagging categoiyfrom the maximume-likelihood fit to the time distribution for the fully reconstructed
B® sample By.+Bcp). The figure of merit for tagging is the effective tagging efficien@y=¢;(1
—2w;)?, wheres; is the fraction of events with a reconstructed tag vertex that are assigned tththe
category.e; is computed for theycp=*=1 samples as well as the combinBd, andBj,, samples. Uncer-
tainties are statistical only. The statistical error on i€ proportional to 1{Q, whereQ=3Q; .

ncp=—1 ncp=+1 Bravt Ber
Category & [%] e [%] e [%] w [%] Aw [%] Q [%]
Lepton 11.0+1.2 10.4-3.0 10.9-0.3 9.0-1.4 0.9-2.2 7.4-0.5
Kaon 38.9+1.9 28.3:4.5 35.8-1.0 17.6-1.0 —-1.9+15 15.0:0.9
NT1 6.9-0.9 4.8-2.3 7.8-0.3 22.0:2.1 5.6-3.2 2.5-0.4
NT2 13.0-0.4 13.9-3.3 13.8:0.3 35.1-1.9 —-5.9+2.7 1.2-0.3
All 69.8+2.7 57.4-6.7 68.4-0.7 26.1+1.2
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TABLE XIX. Summary of contributions to the systematic error on sth Bn M|\| and|\|. Note that the last two measurements use only
the ncp=—1 sample.

CP sample
Source nep=—1 I yK? I/ K0 Full Im M|\ Al
Signal properties
(a) At signal resolution model +0.009 +0.01 +0.07 +0.009 +0.003 +0.003
(b) SVT alignment +0.027 +0.027 +0.027 +0.027 +0.027 +0.012
(c) At for right or wrong tagged events +0.012 +0.012 +0.012 +0.012 +0.011 +0.003
(d) At signal resolution outliers +0.002 +0.018 +0.03 +0.002 +0.003 +0.002
(e) At signal resolution +0.003 +0.003 +0.003 +0.003 +0.003 +0.009
(f) Signal dilutions forCP vs By, +0.027 +0.027 +0.027 +0.027 +0.027 +0.011
(g) Tagging efficiencies +0.003 +0.003 +0.003 +0.003 +0.004 +0.012
Background propertiesycp=—1
(h) Background fraction +0.006 — — +0.005 +0.006 +0.004
(i) CP bkgd peaking component +0.004 — — +0.003 +0.005 +0.001
(j) CP bkgd CP content(ARGUS) +0.015 — — +0.015 +0.015 +0.001
(k) CP bkgd CP content(Peak +0.004 — — +0.004 +0.004 +0.001
() CP bkgd effective lifetime 0 — — 0 0 0
(m) CP bkgd resolution +0.002 — — +0.002 +0.002 +0.001
Background propertiest/ z/fKE
(n) Background fraction — +0.075 — +0.01 — —
(o) AE distribution — +0.04 — +0.007 — —
(p) Effective CP of backgrounds — +0.020 — +0.001 — —
(g) Background composition — +0.014 — +0.002 — —
(r) BackgroundAt and dilution — +0.023 — +0.003 — —
Background propertiesl/ K *©
(s) Sample composition — — +0.08 +0.001 — —
t) R, — — +0.08 +0.001 — —
Background propertieBy,,
(u) Background fraction +0.001 +0.008 +0.003 +0.002 +0.002 +0.001
(V) Bgay bkgd mixing contrib. +0.001 +0.002 +0.001 +0.002 +0.001 0
(w) Bjay bkgd peaking component 0 +0.001 +0.001 0 0 0
External parameters
(x) z scale and boost +0.003 +0.003 +0.003 +0.003 +0.003 +0.001
(y) Beam spot +0.002 +0.002 +0.002 +0.002 +0.002 +0.006
(z) BO lifetime +0.008 +0.011 +0.022 +0.009 +0.009 +0.012
(ad Amy +0.015 +0.012 +0.082 +0.013 +0.015 +0.001
Monte Carlo studies
(bb) Monte Carlo statistics +0.012 +0.012 +0.012 +0.012 +0.012 +0.007
Total systematic error +0.05 +0.10 +0.16 +0.05 +0.05 +0.02
Statistical error +0.15 +0.34 +1.01 +0.14 +0.15 +0.09

where 1000 experiments were generated with sample sizeteviation 1.0070.022, consistent with no measurement
corresponding to the observ@®j,, andB.p events in data, bias in either the value of sin®or its estimated error.
including mistag ratesAt resolutions, and background frac-  In addition, large samples of signal and background
tions and time dependence. The full fit is performed on eaclMonte Carlo events generated with GEANT3 [27] de-

of these experiments. The resulting pull distributidefined tector simulation are used to validate the measurement.
as the difference between the fitted and generated value offor these tests, we obtained the resolution function param-
parameter divided by the statistical error as obtained froneters as well as the dilutions from a Monte Carlo sample of
the likelihood fi) has a mean-0.029+0.032 and standard Bg,, events. Using these parameters, we fit for $@ni@
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TABLE XX. Results whenAmy and(or) 7go are floated in the T T
sin 2B fit to the full CP sample and thecp= —1 subsample alone.
Fit sin 28 Amg (psh 70 (P9
All CP modes - T
Nominal fit 0.59+0.14 0.472 1.548
Float Amy 0.55+0.13 0.5330.015 1.548 i T
Float 7o 0.60+0.14 0.472 1.530.03
FloatAmg andrgo  0.56+0.13 0.542:0.016 1.56-0.03
ncp=—1 modes \
Nominal fit 0.56+0.15 0.472 1.548 L N
Float Amy 0.51x0.15 0.53%0.015  1.548 At - At (ps) (At- At /o,
Float 750 0.57+0.15 0.472 1.530.03
FloatAmy andrgo 0.52+£0.15 0.54@:0.016 1.5@-0.03 FIG. 31. Comparison of the fittedt resolution obtained with

the data control samplée8™—D®*)X andB™ —ccX, showing the

Carl les oEP si | h di fitted distribution for(a) 6= At— At and(b) the normalized dif-
Monte Carlo samples dZP signal events that correspond in ferenced,/o ;. The one sigma error envelope from the fit to the

number to the reconStruc_ted da_ta sample. These Monte Cargo- _, cex sample(shaded region overlaps the central value for
events are generated with various values of SIM@.1 10 he five times largeB* —D®*)X sample(dashed ling
0.9 and differentCP-eigenstate modes, corresponding to

those used in the_mgasqrement with data. The mean angiowed to float in the combined fit to th€P and Biay
spread of the pull distribution for these Monte Carlo Sample%amples. The fitted value afmy is somewhat larger than
can be used to check for any measurement bias and to cofj;4 reported in Sec. VII Howgver with no kaon veto ap-
firm the validity of the reported error. We find that the meanyjieq g the tagging vertex, the correction for the bias intro-
pull is consistent with zero and the spread is consistent wit uced by known correlations between mistag rates and the
the reported error. A systematic error 80.012 is assigned ¢ req0|ution is also larger. Taking this into account, the two
to sin23 due to the limited Monte Carlo statistics for this e its are consistent within the independent statistical er-
test. , rors. Likewise the lifetime is found to be consistent with our
The gffect of bgckground has been evaluated by add|_ng cent measurement7]. We have also performed fits with
appropriate fraction of background events to our signaly y, - and 7., fixed to a series of values around the world

Monte Carlo sample and performing the likelihood fit. Theaverage in order to determine the dependence of Biar2
background samples are obtained either from simul&ed these two parameters, thereby finding that

—J/ X events orAE sidebands in dat§ AE|<120 MeV
but outside the signal regipnwe find no significant bias for
sin 28 with the addition of either source of background.

. d
sin2B= [0.59— 0.3E(Wps_l— 1)

2. Cross checks withrgo and Amy
(44)

048 — 2 4
"11.548 ps '

3. Asymmetries in data control samples

Table XX shows results for sin2if Amy and rgo are

B

[

(=4
T

L ] O .
B tags Control samples in data where the reconstru@®&dand

B* meson decays to a flavor-eigenstate mode wiH*a or
charmonium meson in the final state can be used to validate
the sin 8 measurement, since the asymmetry is expected to
be zero in this case. For these samples, Alteresolution
function parameters and the dilutions are fixed to the values
obtained with theBy,, sample. TheCP asymmetry and the
fraction of prompt backgroundidentical for each tagging
category, as is the case for the fit to tE data sampleare
allowed to float. The measured asymmetries are all consis-
tent with zero, as shown in Table XVII. The observad

distributions for theB®- and B®-tagged events in th8,,
sample is shown in Fig. 30a, where good agreement is
clearly visible. Figure 30b demonstrates that there is no vis-
ible asymmetry as a function dt.

Control samples are also used to check the assumption
that the At resolution function, which is primarily deter-

Events/0.4 ps

o B’ tags

[\
(=
<

<
o

o
I
|
|

Raw Asymmetry

s
(3]
S
1

5
At (ps)

FIG. 30. (a) Distribution in At for B%- and B°-tagged samples
and (b) observed asymmetry for events in the flavor-eigendgite
sample. The projections of the likelihood fit for tH&°- and

Eo-tagged samples are shown(& as the overlapping solid lines.
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TABLE XXI. Yields, efficiencies, mistag rates, and tagging separatioQ = etag(l—ZW)Z as measured
by the single-bin method in the hadroifdg,, event sample. A comparison of the mistag rates measured in the
same sample with the single-bin methed,,, and the likelihood fitw. (Table XVIII), are reported as the
differencesA .= Wgp— Wiie between the two extraction techniques, normalized to the uncorrelated statistical
and systematic errors.

Efficiency Mistag ratew Q Ajie
Category Yield [%] [%] [%] [o]
Lepton 1128 11.6-0.3 9.5-1.5+0.6 7.2 -0.8
Kaon 3687 35.8-0.5 17.8:1.0£0.7 14.8 -0.4
NT1 819 7.9£0.3 22.0:2.2+0.9 25 +0.0
NT2 1428 13.9-0.3 34.3:1.9+1.1 1.4 +0.8

mined by theBy,, sample, can be applied to the charmonium B
decay modes in th€P sample. Figure 31 graphically com- Xobs™ fsig(XdJr(l_sz)W)JF% fexs, (45)
pares the fitted\t resolution function for thé8* —D(*)X
; +
control sample with that of thB™ —ccX control sample. A wherefg, andf, are the fraction of signal and background

lo error envelope encompasses the fit to B&—ccX ourcep, respectively, 4 is the fraction of mixed events in

sample, Wh,iCh has five times fewer events. The level o ach background source, agghsis the observed fraction of
agreement is acceptable. The same comparison between ed events. In this expressiop, must also be modified

B°—>D(*)X.ar'1d BO%CC)& samples was inconclusive due to 4, represent the integrated mixing probability foAt|
the low statistics of th&"—ccX sample. <2.5ps. Using the world-average values fomy and rgo
[11], and taking into account thét resolution function
4. Time-integrated measurement of mistag rates R(At), we find

As described in Sec. I, a time-integrated technique can
alsolbg used _to measure the m|stqg f_racnon_s in data, thereby x4=1 {1_f e—|At\/TCOS(AmdAt)
providing a simple check of the likelihood fit method. The

statistical precision of the time-integrated measurement is

enhanced by restricting the sample to events in a single op- ®R(At)d(At)/ f e~ MITe R(At)d(At)
timized At interval. Taking into account detector vertex reso-

lution, the optimal interval is found to bgAt|<2.5 ps. =0.079, (46)

Events with|At|>2.5 ps have, on average, equal numbers of

mixed and unmixed events due to flavor oscillations, andyhere the integral is performed over the ranfgeé|<2.5 ps
therefore contribute nothing to the determination of thegng R(At) is modeled by a double-Gaussian distribution
mistag rate. We refer to this time-integrated technique usingith five parametersione fraction, two biases and two
a single optimizedAt interval as the “single-bin” method  idths) determined directly from data using the hadronic
and apply it to both th@y,, sample described in Sec. IIC1 sample. Solving Eq(45) for w, and using the calculated
and the semileptoniB® sample described in Sec. Il E. value fory/,, the mistag rates are obtained:

To correct for the presence of backgrounds, a term is
added to Eq(15) to account for the contribution of each oS f
background source to the fraction of mixed events in the _ Xobs™ TsigXd s BXB
sample: fsig(1—2xa)

(47)

TABLE XXII. Yields, efficiencies, mistag rate, and tagging separatio = etag(l—ZW)z as measured
by the single-bin method in the semilepto€ event sample. A comparison of the mistag rates measured
with the single-bin method are reported as the differercgs,, = Wia,— Wy between the mistag rates in the
Biay Sample,wy,, (Table XXI), and semileptonid® sampleswy, normalized to the quadratic sum of
statistical and uncorrelated systematic errors.

Efficiency Mistag ratew Q Asample
Category Yield [%] [%0] [%0] [o]
Lepton 3046 11.9-04 8.7+0.9+1.4 8.1 +0.4
Kaon 10270 36.21.9 19.5£0.7£1.2 135 -1.1
NT1 2127 8.1-0.4 22.3:1.4+1.2 25 -0.1
NT2 3967 13.5:0.9 36.0:1.2=1.3 1.1 -0.7

032003-48



STUDY OF TIME-DEPENDENTCP-VIOLATING . .. PHYSICAL REVIEW D 66, 032003 (2002

TABLE XXIII. Sources of systematic error for the mistag mea-  We use Eq(47) to obtain the mistag rates in each tagging
surement on th®,, sample in the single-bin method. category shown in Table XXI for thBy,, sample and Table
XXII for the B® semileptonic sample. The sources of system-

Type Variation Lepton Kaon NT1 NT2 atic error on these results are summarized in Tables XXIII
7(B%), Amy +1s  0.005 0.004 0.003 0.002 and XXIV respectively.
Resolution seetext 0.002 0.002 0001 0.001 Three sources of systematic uncertainties are common to

Wrong-tag resolution  see text  0.003  0.006 0.007 0.009Poth the hadronic and semileptonic samples. The first is the
Combinatorial bkgd ~ *1o 0.002 0.002 0.005 0.004 uncertainty due to the errors on the world-average values for
B* peaking bkgd +10 0.001 0.001 0.000 0000 theBPC lifetime andAmy values. The second is due to the
Total 0.006 0.007 0.009 0.011 resolution function, whose fit parameters in data are varied
within errors. The third common uncertainty is related to the
possibility that wrong tags have worget resolution than
All tagged events in th8;,, sample with At|<2.5 ps are  correct tags. This effect has been studied with Monte Carlo
used for a single-bin study. The combinatorial backgroundsimulation, where we observe a slightly larger rms width for
fraction in the signal sample is determined from a fit to theevents with wrong-sign tags. From this study, scale factors
mes distribution as described in Sec. VII. The signal regioncomparing the right and wrong-tag resolution functions have
is defined as events witing>5.27 GeVE?. TheB™ peak-  peen extracted and then applied to the resolution function for
ing background in this signal is estimated to be (1.3wrong tags.
*+0.8)%. The fraction of mixed events in the combinatorial The systematic uncertainties unique to each sample are
background is determined by tagging category with the sidedue to the background components. These are estimated by
band control sample, 5.20mgs<5.27 GeVt?, and the varying both the background fractiog and the fraction of
mistag fraction associated with ti" peaking background mixed events associated with each background sowrge,
has been measured directly in data. The number of taggesly one standard deviation in their uncertainty.
events in each category is summarized in Table XXI. For the semileptonic sample, the systematic error due to
A separate single-bin analysis is also performed with thebackgrounds is the dominant source. The characterization of
sample ofB°—D* 1" events described in Sec. IIIE. We these various backgrounds is described in Sec. Il E. For the
use tagged events witlAt|<2.5 ps and evaluate the back- combinatorial background fraction, a relative systematic
grounds for events in this time interval. The backgrounds andincertainty of 20% is added in quadrature to the statistical
mixed-event fractions are evaluated separately for each tagrror to cover the range of results obtained with various
ging category. Backgrounds are larger for the semileptoni¢, 50~y —m(DO) fitting functions.

modes than for the hadronic modes and originate from a ‘The systematic error due to the continuum background is
variety of sources. In the case of the combinatorial backyetermined by varying both the background level and the

ground, the estimate is obtained from the(D 7 )  mixed fractions. The8B background fraction uncertainty is
—m(D° sideband. For the continuum background, off-obtained by combining the statistical uncertainty and the sys-
resonance data is used after correction for the combinatoriaématic error given in Sec. Ill E. The systematic errors intro-
component. The mixed-event fraction BB background is du+ced by uncertainties on the background from the decay
-V o — : i . ;
estimated with generi®B Monte Carlo simulation. The B —D™Xlv are obtained by varying the'fractuin described
mistag fraction of the last background component, the decal Sec. IIlE as well as the mistag fraction 8f° mesons
B D*X|7. has been determined with data. The estimatedn€asured on data. Studies with Monte Carlo simulation have
of the contributions of the various backgrounds are describeB€€n performed to verify that the mistag fractions are not

in Sec. Il E. The number of tagged events in each categor§iffécted by the presence of the extra pions in the déay
are summarized in Table XXII. —D*Xlv. An additional uncertainty due to the statistical

precision of the Monte Carlo study has been added to the
chargedB mistag fractions measured with data.

TABLE XXIV. Sources of systematic error for the mistag mea-

surement from the semileptoniB® sample in the single-bin Table XXI shows the differencajje=wg,— Wiy between
method. the mistag rates measured with the single-bin method in the
Bray Sample,wg,, and the likelihood fit resulty. (Table
Type Variation Lepton Kaon NT1 NT2 XVIII). The difference is reported in terms of the uncorre-
lated statistical and systematic errors for the two methods,
7(B%), Amy *lo0  0.006 0.004 0.004 0.002 \yhen applied to the same data sample. The component of
Resolution seetext 0.001 0.001 0.001 0.001yncorrelated statistical error is estimated with a fast param-

Wrong-tag resolution see text ~ 0.003  0.006 0.007 0.009trized Monte Carlo simulation. It varies with category due
Combinatorial bkgd *lo 0.001  0.006 0.004 0.004 to different event yields. The diﬁerenca%amplezwflav_ Wy

Continuum bkgd *lo 0.001 0.003 0.006 0.007 in the mistag rates measured with the single-bin method in
BB bkgd *lo 0.011 0.005 0.005 0.004 the By, sample,wg,,, and in the semileptoniB® sample,
B*—D*XIv bkgd +lo 0.003 0.004 0.002 0.001 Wy, are reported in Table XXII. The quadratic sum of the
Total 0.014 0.012 0.012 0.013 statistical and uncorrelated systematic errors is used to esti-

mate the consistency of the measurements.
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[EEREI R BAERREIRRZ: o~ 1 T T T T
J/¥ mass constr. i 0.003+0.010 ?{
no Ks mass constr. s 0.000+0.005
no brem. recovery . 0.039+0.018 03 | ]
charmonium only B 0.009+0.025
no conversion veto - -0.012+0.009 0 ]
O = -0.014+0.016
boost approx A B 0.013+0.025 05 h . 0{2 . 0{4 N 016 - 018 N ]
kaon veto o -0.017+0.009 K|
no Y(4S) 1 . 0.0160.025 FIG. 33. Observed asymmetr(K) as a function ofC|, with
(o) i 0.002::0.003 an overlay of the expected linear dependence superimposed.
St eaon | | +0.030 A summary of the results obtained with these different

bl Ll configurations for theAt determination is provided in Fig.
0.1 005 0 005 0.1 L .
- 32. In all cases the varlatlon_of the measured asymmetry is
consistent with the error assigned to the parametrization of
FIG. 32. Results obtained with several alternative variations orthe resolution function.
the vertexing algorithm that impact that measurement. The
shaded band is the systematic error assigned to the parametrization
of the resolution function. The full range corresponds to one statis-
tical standard deviation. As a cross-check, a likelihood fit was performed]td/KE
candidates in aAE sideband region (20AE<80 MeV)
treated entirely as signal events. This sample is actually a
mixture of B decay modes with an expected average of
In order to verify that the results are stable under variation+0.04. The true value for sin@in the Monte Carlo simula-
of the vertexing algorithm that is used for the measuremention is 0.7 and consequently the expected result from the
of At, several less powerful alternatives to the defaultlikelihood fit to the At distribution of the control sample is
method have been considered: 0.03. The actual fits to sideband regions in data and Monte
(1) Charmonium mass constraint for vertex fithe mass Carlo s_lmulatlon find sin2=0.16=0.18 and_—0.03t 0.10
. he charmonium dauahter. used in the Ser_espectwely, both of which are consistent with expectations.
con;tralnt on the ¢ . augnter, o As another cross-check, a samplebing events was
lection of the events, is also applied in the determmannSelected in the data, where only ti8 direction information

5 Ef tf:(eo vertex. intTh . heo was used, thereby emulating tK@ selection. The purity and
(2) No s Mass constral_mt € mass constraint on th€s . background composition of this control sample is very simi-
candidate is not applied during the vertex reconstructiony,, 4 that of theJ/<pKE sample. However, in this case, the

(3) No bremsstrahlung recoverfnly events without an as- g pset of true)/ k2 events can be identified with the nor-
sociated bremsstrahlung photon for th&) daughter 5 J/ K2 selection criteria. A fit to the\E distribution of
electrons_are considered in the likelihood fit. the full control sample finds (493)% signal, which is in

(4) Charmonium daughters onlfhe vertex of the fully re- 5404 agreement with the fraction, 47%, observed for the
constructedB meson is reconstructed only with the cjeanly identifiedd/ yK 2 subset. Likewise, a likelihood fit to

tracks from the charmonium daughter. the At distribution of the full control sample agrees well with
(5) No con\{erted photon vetairs of trackg from gamma he yaiue of sin B obtained with the trud/ K2 subsample.
conversions are retained in the vertex fit.

(6) oA requirement Only events witho,;<<1.4 ps are re-
tained, as is required in the mixing analysis.
(7) Boost approximation The boost approximatiodEq. An elegant display of th€P asymmetry in the data can
(21)] is used to convert thAz measurement intdt. be obtained with the use of the sp-calllénh vgrlaple, here-
(8) Kaon veto The more restrictive requirement from the a&fter denoted a&. It is also possible to verify directly the
mixing analysis that no kaons participate in the taggingf'tted value for sin B8 frpm the ratio of appro.prlate weighted
vertex is applied. averages fofC. In partlcular,lC has a PD.F with an asymme-
(9) No Y (4S) constraint The algorithm described in Sec. tr_y known to be linearly dependent with a '_slope given by
VA is simplified by dropping theY(4S) momentum sin 2,8. r.egardless of the details of the a-naIyS|s._ .
constraint. Writing the PDFF, (F_) for events with é8° (B?) tag in
(10) Dilution dependence omr,: Dilutions for the kaon (€MS of the general functiorts, (At) andF5(At)
category are parametrized as a function of the error on
At. F.(At)=F,(At)*=sin 28 F,(At) (48

6. J/ K} background cross-checks

5. Vertexing algorithm checks

7. Graphical display of the asymmetry
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— 200 F ' ' ' ' T In averagingC the even component of thE(K) cancels out,
% I while the odd component cancels in averagieg This of-
‘B fers a method of measuring sig2hat is mathematically
s | e ] equivalent to the result with the global likelihood fit. How-
100 | LEPTONS i ever, it can only be applied when sig ¥ the one remaining

free parameter. The moments &f for the full CP sample
give results that are numerically identical to the likelihood
fit, thereby confirming the minimization procedure used for
the fit.

The fact that the mean value &fis proportional to sin 2
also allows a visual representation of tRd asymmetry.
FIG. 34. Distribution of the observablE for the individual ~ Figure 34 shows the distribution & in data, with events in

tagging categories. the individual tagging categories indicated as well. The
larger the value ofC for a given event, the larger the weight

allows us to introduce that this event carries in the measurement of gin&gain,
the CP asymmetry in the data is clearly evident in the distri-

K(At)==F,(At)/F1(At), (490 bution of K.

where+ applies to events with B tag and— with aB° tag. D. Fits results without assuming|\|=1

Ignoring resolution effects, dilutions and background, the o ) )

standard model expectation for thé distribution of tagged A more general description of the time evolution of neu-

B® decays into CP modes [Eq. (10)] gives K(At) tral B decays toCP eigenstates contains a term proportional

—_ : ; to cosAmyAt [Eq. (8)]. The coefficient of the cosine term is
= sinAmyAt. When these effects are included, we can N
still v7\7/:‘:ife b expected to be negligible in the standard model, whgfe

=1. In order to search for a non-standard model effect, we fit
Fo(A)=F,(A)(1+K(At)sin 28), (50) the ncp=—1 sample fofA| and Im\/|\|. The latter is equal
to sin 28 if |\|=1. The »cp=—1 sample has the advantage
althoughX will be a more complicated function aft and  of having very little background, while the oth&P modes

could depend on kinematic variables as well. have backgrounds that are both significantly larger and domi-
The distribution of events as a function kfis nated by otheB decay modes with possible dire€P con-
tributions.
dN Fs F, The fitted values fof\| and Im\/[\| with the CP=—1
aKc dAt) 7. 8| K- |:_l +Fo| K+ |:_1 sample and various subsamples are listed in Table XVII. The

two CP parameters are almost uncorrelated, with the coeffi-
cient between Im/|\| and |\| of —1.7%. The same system-
atic error studies as described in detail in Sec. VIII B were
repeated for the fit to theycp=—1 sample for Im\/|\| and

=(1+Ksin 2ﬂ)f dAt

XF, 5<IC— E 18l rc+ E !)\|. The estimated uncertainties from these sources are listed
Fiq Fi in Table XIX.
. We have also performed detailed cross-checks, similar to
= (1+Ksin28)¥ (), (51) b

those described in Sec. VIIIC. In particular, large samples
of parametrized simulation, as well as full Monte Carlo
samples, have been used to verify the fitting procedure. The
Bsay S@ample has also been used to demonstrate that no bias is
introduced in the measurement. The relative normalization of
the tagged events in the two flavors is in fact sensitive to the
coefficient of the cosine term in E@8), and thereforg)|.

_ The systematic error introduced by the uncertainty on the
dNg-o/dk dNK<°/dK_ (52) parameters e;,¢); and u; listed in Table X are uncorrelated
dN~o/dK+dNg<o/dK between tagging categories. Therefore, they are added in
quadrature to obtain the systematic error contribution listed
in Table XIX(g).

The final result of the fit with thejcp=—1 sample is

whereW(K) is an even function ok. It follows that the ratio
of the odd to the even part of the distribution f6ris a linear

function of K with coefficient sin 8. Thus the distribution of
KC can be used to test for the effect of @R violation simply

by examining the dependence of the asymmetry

A(K)=

The observed asymmetry for tizP sample is shown in Fig.
33 as a function ofC, along with an overlay of the expected
linear dependence. The data agree with this hypothesis at the

55% C.L. o _ IN|=0.93+0.09+0.02,
From the expression in E¢51) we find

ik

1
Eilciz_ \/EiICiZ

2 ImA/|\|=0.56+0.15+0.05. (54)
\/1—(sin 2B)?

iKi
(53

in2B= .
sin 283 EiICiZ

Thus, we find no evidence for dire@P violation in the
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ncp=—1 sample and the value of INA| is consistent with
the result from the nominaCP fit with |\|=1.

IX. CONCLUSIONS AND PROSPECTS

In 29.7 fb ! of e" e~ annihilation data collected near the

Y (4S) resonance, we have obtained a new measurement of

the time-dependenB®-B° oscillation frequency with a
sample of 6350 tagged flavor-eigenst&®®& meson decays
that are fully reconstructed in hadronic final states:

Amy=0.516+0.01@ stah +0.01Q'sysh ps .

This result is at a level of precision comparable to the most

recent world average fakmy and lies about 14 above the
combined value of 0.4720.017 ps?! [11]. It is also quite
compatible with our own recent measuremgpd8| with a
dilepton sample. Thamy study reported here confirms our
understanding oB reconstruction, flavor tagging, analt

PHYSICAL REVIEW D 66, 032003 (2002

I= 0

resolution in our data sample. Our measurement contributes p

significantly to the precision of the determined value for

FIG. 35. Present indirect constraints on the position of the apex

Amg, one of the fundamental parameters constraining OU the unitarity triangle in the ;7)) plane, not including our mea-
knowledge of the CKM matrix, and remains dominated bygyrement of sin . The fitting procedure is described in RE34].

statistical errors that will improve with more data.
We have presented a measurement of @violating
asymmetry parameter sigdn the neutralB meson system:
sin23=0.59+0.14stay = 0.05 sysd, (55

which establishe€P violation in theB® system at the 44

level. This significance is computed from the sum in quadra
ture of the statistical and additive systematic errors. Th
probability of obtaining the observed value or higher in the

absence ofCP violation is less than 10 °. The corre-
sponding probability for thepcp=—1 sample alone is 2
X 10~ * Our measurement is consistent at theollével
with the recently reported result from Belle of sig20.99
+0.14(stat)- 0.06(syst)[29], and with previous measure-
ments[30-33. The observed value for sirB2is currently
limited by the size of th€€P sample, allowing for substantial

e

Our result sin B=0.59+ 0.14(stat)- 0.05(syst) is represented by
diagonally hatched regions, corresponding to one and two statistical
standard deviations. The individual indirect constraints lie between
the pairs of solid lines that are connected by the double-ended ar-
rows with labels.

pansion parametetcxm=|V.J. The remaining parameters
in this representation are denotéd p, and », where CP
violation requiresn# 0.

The parametei\cky is determined from semileptonic
kaon decays and nucled@ decays. Semileptoni8 meson
decays to charm are used to determine the parareteon-
straints orp and » are obtained fronCP violation in mixing
in the kaon sectofei|, the ratio|V,,/V.p|, and the oscilla-

tion frequencyAmy for B%-BY mixing. The oscillation fre-
quencyAmg has not been measured, sirB%—gg mixing

improvement as more data are recorded in the next feWnas not been observed yet. However, the observed amplitude

years.
We have also used thgec.p=—1 sample to search for

possible directCP violation through interference of decay

amplitudes. The diredEP parametei is found to be

IN|=0.93+0.09 stah = 0.02 sys.

This result is consistent with the standard model expectatiorand systematic uncertainties

where|\|=1 and no significant diredEP violation should
exist in charmonium decays.
As already noted in Sec. |, measurement€Bfasymme-

spectrumA(Amg) improves the constraints gnand ». To-
gether, these measurements provide indirect constraints on
sin 2.

Our overall knowledge of the CKM parameters is limited
by the relatively large uncertainties in some of the theoretical
quantities, mainly due to nonperturbative QCD effects. In
particular, the constraints gnand # suffer from theoretical
in the determination of
|Vup/Vepl and from theoretical uncertainties in QCD param-
eters entering the prediction pf|, Amy, andAmg. Recent
analyses constraining the CKM matrix have been performed

tries in B decays to charmonium can be used to constrainwith different statistical approachg84—4Q. They mainly
with little theoretical ambiguity, the parameters of the CKM differ in the treatment of theoretical uncertainties and also in
matrix. In the standard model with three families, the CKM the choice of the input values and their errors.

matrix V [3] incorporates three real parameters and one Due to the fourfold ambiguity in the value ¢f obtained

phases generatingCP violation if §#+0 or 7. The Wolfen-
stein parametrizatiofl4] of V takes advantage of the ob-

from the sin B measurement, there are four allowed regions
in the p-n plane. One of these regions is found to be in

served hierarchy in the matrix elements in terms of the exagreement with the allowegt» region obtained from CKM
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fits within the standard model. Figure 35, taken from Ref.and may provide additional constraints, although here the
[34], shows our direct measurement and the indirect coninterpretation in terms of sini2from the unitarity triangle is
straints in thep—7 plane in terms of the renormalized likely to be made difficult due to significant penguin contri-
parameters p=p(1—A\3xw/2) and 7=n(1—\2,/2). butions. Nevertheless, these measurements will be able to
The contributions of the individual measurements|, directly test the validity of the CKM picture as the origin for
IVup/Veol, Amg, andAm, [34] are indicated, as well as the the observedCP violation in neutralB decays.

allowed region if all the constraints are considered simulta-
neously. Overlaid as the diagonally-hatched area are the re-
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