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Universitàdi Pavia, Dipartimento di Elettronica and INFN, I-27100 Pavia, Italy

E. D. Frank, L. Gladney, Q. H. Guo, and J. Panetta
University of Pennsylvania, Philadelphia, Pennsylvania 19104

C. Angelini, G. Batignani, S. Bettarini, M. Bondioli, F. Bucci, E. Campagna, M. Carpinelli, F. Forti, M. A. Giorgi,
A. Lusiani, G. Marchiori, F. Martinez-Vidal, M. Morganti, N. Neri, E. Paoloni, M. Rama, G. Rizzo, F. Sandrelli, G. S

G. Triggiani, and J. Walsh
Universitàdi Pisa, Scuola Normale Superiore and INFN, I-56010 Pisa, Italy

M. Haire, D. Judd, K. Paick, L. Turnbull, and D. E. Wagoner
Prairie View A&M University, Prairie View, Texas 77446

J. Albert, P. Elmer, C. Lu, V. Miftakov, S. F. Schaffner, A. J. S. Smith, A. Tumanov, and E. W. Varnes
Princeton University, Princeton, New Jersey 08544

G. Cavoto, D. del Re, F. Ferrarotto, F. Ferroni, E. Lamanna, M. A. Mazzoni, S. Morganti, G. Piredda, F. Safai Teh
M. Serra, and C. Voena
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We present a measurement of time-dependentCP-violating asymmetries in neutralB meson decays collected
with the BABARdetector at the PEP-II asymmetric-energye1e2 collider at the Stanford Linear Accelerator
Center. The data sample consists of 29.7 fb21 recorded at theY(4S) resonance and 3.9 fb21 off resonance.
One of the neutralB mesons, which are produced in pairs at theY(4S), is fully reconstructed in theCP decay
modesJ/cKS

0, c(2S)KS
0, xc1KS

0, J/cK* 0 (K* 0→KS
0p0) andJ/cKL

0, or in flavor-eigenstate modes involving
D (* )p/r/a1 andJ/cK* 0 (K* 0→K1p2). The flavor of the other neutralB meson is tagged at the time of its
decay, mainly with the charge of identified leptons and kaons. A neural network tagging algorithm is used to
recover events without a clear lepton or kaon tag. The proper time elapsed between the decays is determined
by measuring the distance between the decay vertices. Wrong-tag probabilities, the time-difference resolution

function, and theB0-B̄0 oscillation frequencyDmd are measured with a sample of about 6350 fully-
reconstructedB0 decays in hadronic flavor-eigenstate modes. A maximum-likelihood fit to this flavor eigenstate
sample findsDmd50.51660.016(stat)60.010(syst) ps21. The value of the asymmetry amplitude sin 2b is
determined from a simultaneous maximum-likelihood fit to the time-difference distribution of the flavor-
eigenstate sample and about 642 taggedB0 decays in theCP-eigenstate modes. We find sin 2b50.59
60.14(stat)60.05(syst), demonstrating thatCP violation exists in the neutralB meson system. We also
determine the value of theCP violation parameterulu50.9360.09(stat)60.03(syst), which is consistent with
the expectation ofulu51 for no directCP violation.

DOI: 10.1103/PhysRevD.66.032003 PACS number~s!: 13.25.Hw, 11.30.Er, 12.15.Hh
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I. INTRODUCTION

CP violation has been a central concern of particle ph
ics since its discovery in 1964@1#. Interest was heightene

*Also with Universitàdi Perugia, Perugia, Italy.
†Also with Universitàdella Basilicata, Potenza, Italy.
03200
-

by Sakharov’s observation@2# in 1967 that withoutCP vio-
lation, a universe that began as matter-antimatter symme
could not have evolved into the asymmetric one we now s
An elegant explanation of theCP-violating effects inKL

0

decays is provided by theCP-violating phase of the three
generation Cabibbo-Kobayashi-Maskawa~CKM! quark-
mixing matrix @3#. However, existing studies ofCP violation
in neutral kaon decays and the resulting experimental c
3-5
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straints on the parameters of the CKM matrix@4# do not
provide a stringent test of whether the CKM phase descr
CP violation @5#. Moreover, the standard model does n
through the CKM phase, incorporate enoughCP violation to
explain the current matter-antimatter asymmetry@6#. Under-
standingCP violation thus remains a pressing challenge.

An excellent testing ground forCP violation is provided
by B mesons through particle-antiparticle mixing. A partic
that is purelyB0 at timet50 will oscillate between that stat

and B̄0 with a frequencyDmd , the difference between th
masses of the two neutralB mass eigenstates. If decays to
CP eigenstatef are observed, any difference between t
rates when starting with aB0 or with a B̄0 is a manifestation
of CP violation. In some circumstances, including those
the experiment described here, the fundamental param
of CP violation in the CKM model can be measured fro
such time-dependent rate asymmetries, unobscured by s
interactions. For example, a state initially produced a
B0 (B̄0) can decay toJ/cKS

0 directly or can oscillate into a

B̄0 (B0) and then decay toJ/cKS
0. With little theoretical

uncertainty in the standard model, the phase differe
between these amplitudes is equal to twice the an
b5arg@2VcdVcb* /VtdVtb* # of the unitarity triangle. TheCP-
violating asymmetry can thus provide a crucial test of
standard model.

The unitarity of the three-generation CKM matrix can
expressed in geometric form by six triangles of equal are
the complex plane. A nonzero area@7# directly implies the
existence of aCP-violating CKM phase. The most exper
mentally accessible of the unitarity relations, involving t
two smallest elements of the CKM matrix,Vub andVtd , has
come to be known as the unitarity triangle. Because
lengths of the sides of the unitarity triangle are compara
the angles can be large, leading to potentially largeCP-
violating asymmetries from relative phases between CK
matrix elements.

In e1e2 storage rings operating at theY(4S) resonance,
a B0B̄0 pair produced in anY(4S) decay evolves in a co
herentP-wave state. If one of theB mesons, referred to a
Btag, can be ascertained to decay to a state of known fla
i.e.,B0 or B̄0, at a certain timet tag, the otherB, referred to as
Brec, at that timemust be of the opposite flavor as a cons
quence of Bose symmetry. Consequently, the oscillat
probabilities for observingB0B̄0, B0B0 andB̄0B̄0 pairs pro-
duced inY(4S) decays are a function ofDt5t rec2t tag, al-
lowing mixing frequencies andCP asymmetries to be deter
mined if Dt is known. The charges of identified leptons a
kaons are the primary indicators of the flavor of the tagg
B, but other particles also carry flavor information that c
be exploited with a neural network algorithm. The reco
structed neutralB is found either in a flavor eigenstat
(Brec5Bflav) or a CP mode (Brec5BCP) by full reconstruc-
tion of its observed long-lived daughters.

At the SLAC PEP-II asymmetrice1e2 collider @8#, reso-
nant production of theY(4S) provides a copious source o
B0B̄0 pairs moving along the beam axis~z direction! with an
average Lorentz boost of^bg&50.55. Therefore, the prope
03200
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decay-time differenceDt is, to an excellent approximation
proportional to the distanceDz between the twoB0-decay
vertices along the axis of the boost,Dt'Dz/c^bg&. The
average separation between the twoB decay vertices isDz
5^bg&ctB5260mm, while the rmsDz resolution of the
detector is about 180mm.

A. Measurement ofB0 flavor oscillations

The phenomenon of particle-antiparticle mixing in th
neutral B meson system was first observed almost fifte
years ago@9,10#. The oscillation frequency inB0-B̄0 mixing
has been extensively studied with both time-integrated
time-dependent techniques@11#. By interchangingbd̄ with
b̄d, B0-B̄0 mixing changes the additive bottom quantu
number by two units, i.e.,uDBu52. In the standard model
such a process is the result of ordinaryuDBu51 weak inter-
actions in second order involving the exchange of virtu
charge-2/3 quarks, with the top quark contributing the dom
nant amplitude. A measurement ofDmd is therefore sensitive
to the value of the CKM matrix elementVtd . At present the
sensitivity toVtd is not limited by experimental precision o
Dmd , but by theoretical uncertainties in the calculation,
particular the quantityf B

2BB , wheref B is theB0 decay con-
stant, andBB is the so-called bag factor, representing t
DB52 strong-interaction matrix element. There may also
contributions from interactions outside the standard mod

Beyond these questions of fundamental interest, since
measurement ofDmd incorporates all elements of the anal
sis for time-dependentCP asymmetries, includingB recon-
struction, tagging, andDt determination and resolution, it i
an essential test of our understanding of these aspects o
sin 2b measurement.

For the measurement ofDmd , one neutralB (Bflav) is
fully reconstructed in a flavor eigenstate@12# as
D (* )2p1/r1/a1

1 or J/cK* 0 (K* 0→K1p2), while the sec-
ond is tagged by its decay products. For the neutralB system
produced on theY(4S), the probability for obtaining a
mixed, B0B0 or B̄0B̄0, or unmixed, B0B̄0, final state is a
function of Dmd and the proper time differenceDt between
the twoB decays:

Prob~B0B̄0→B0B0 or B̄0B̄0!

5
G

4
e2GuDtu~12cosDmdDt ! ~1!

Prob~B0B̄0→B0B̄0!

5
G

4
e2GuDtu~11cosDmdDt !, ~2!

where tB051/G is the B0 lifetime. The final state can be
classified as mixed or unmixed depending on whether
reconstructed flavor-eigenstateBrec5Bflav has the same o
the opposite flavor as the taggingB5Btag. If the Dt resolu-
tion and flavor tagging were perfect, the asymmetry a
function of Dt,
3-6
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Amixing~Dt !5
Nunmix~Dt !2Nmix~Dt !

Nunmix~Dt !1Nmix~Dt !
, ~3!

would describe a cosine function with unit amplitude. T
asymmetry goes through zero near 2.1B0 proper lifetimes
and the sensitivity toDmd , which is proportional to
Dt2e2GuDtu sin2 DmdDt, reaches a maximum in this region.
the tagging algorithm incorrectly identifies the tag with
probabilityw, the amplitude of the oscillation is reduced by
dilution factor D5(122w). When more than one type o
flavor tag is used, each has its own mistag ratewi .

Neglecting any background contributions, the probabi
density functions~PDFs! for the mixed~2! and unmixed~1!
events,H6 , can be expressed as the convolution of the
derlying oscillatory physics distribution

h6~Dt;G,Dmd ,w!5
G

4
e2GuDtu@16D cosDmdDt# ~4!

with a time-difference resolution functionR(d t5Dt
2Dt true;â) to give

H6~Dt;G,Dmd ,w,â!

5h6~Dt true;G,Dmd ,w! ^ R~d t ;â!, ~5!

whereDt andDt true are the measured and the true time d
ferences, andâ are parameters of the resolution functio
Figure 1 illustrates the impact of typical mistag andDt reso-
lution effects on theDt distributions for mixed and unmixed
events.

A full likelihood function is then constructed by summin
H6 over all mixed and unmixed events in a given unique
assigned tagging categoryi and over all tagging categories

ln Lmix5 (
i

tagging F (
unmixed

ln H1~Dt;G,Dmd ,wi ,âi !

1 (
mixed

ln H2~Dt;G,Dmd ,wi ,âi !G . ~6!

This can be maximized to extract the mistag fractionswi and
resolution parametersâi and, simultaneously, the mixing rat

FIG. 1. ExpectedDt distribution for mixed and unmixed event
~a! with perfect tagging andDt resolution, and~b! with typical
mistag rates andDt resolution.
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Dmd . The correlation betweenwi andDmd is small because
the rate of mixed events nearDt50, where theB0-B̄0 mix-
ing probability is small, is principally governed by th
mistag rate. Conversely, the sensitivity toDmd increases at
larger values ofDt; when Dt is approximately twice theB
lifetime, half of the neutralB mesons will have oscillated.

B. Measurement ofCP asymmetries

For the measurement ofCP asymmetries, oneB (BCP) is
fully reconstructed in aCP eigenstate with eigenvaluehCP

521 @J/cKS
0, c(2S)KS

0, or xc1KS
0# or 11 (J/cKL

0), while
the second is tagged with its decay products just as for
mixing measurement. TheBCP sample is further enlarged b
including the modeJ/cK* 0 (K* 0→KS

0p0). However, due
to the presence of even (L50,2) and odd (L51) orbital
angular momenta in theJ/cK* 0 system, there arehCP
511 and 21 contributions to its decay rate, respective
When the angular information in the decay is ignored,
measuredCP asymmetry inJ/cK* 0 is reduced by a dilution
factor D'5122R' , whereR' is the fraction of theL51
component. We have measuredR'50.16060.03260.014
@13# which, after acceptance corrections, leads to an effec
hCP510.6560.07 for theJ/cK* 0 mode.

The expected time evolution for the taggedBCP sample
depends both onB0-B̄0 mixing and on the decay amplitude
of B0 and B̄0 to the final statef through a single complex
parameterl. Mixing generates a lifetime difference as we
as a mass difference between the two neutralB meson mass
eigenstates, but the lifetime difference is expected to
small since it is a consequence of common final states inB0

and B̄0 decays. Such common states, which include theCP
eigenstates studied here, make up a very small fraction o
decay width. Dropping these, and thus ignoring any lifetim
difference, results in a simple expression forl in terms of the
uDB51u and uDB52u interactions,

l52
u^B0uHDB52uB̄0&u

^B0uHDB52uB̄0&

^ f uHDB51uB̄0&

^ f uHDB51uB0&
. ~7!

Redefining the states forB0 and B̄0 by multiplying them by
two different phases has no effect onl, which is thus phase-
convention independent, as every physical observable m
be. The decay distributions are

f 6~Dt !5
G

4
e2GuDtuH 16DF 2 Iml

11ulu2
sinDmdDt

2
12ulu2

11ulu2 cosDmdDt G J , ~8!

where the1 or 2 sign indicates whether theBtag is tagged as
a B0 or a B̄0, respectively. The dilution factorD5122w
accounts for the probabilityw that the flavor of the taggingB
is identified incorrectly.

The distributions are much simpler whenulu51, which is
the expectation of the standard model for decays likeB0
3-7
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→J/cKS
0. If all the mechanisms that contribute to the dec

have the same weak phase then the ratio of the weak d
amplitudes in Eq.~7! is just hCPe2ifdec, wherefdec is the
weak phase forB̄0→ f ; fdec is convention dependent an
unobservable. The remaining factor introduces a phase
to B0-B̄0 mixing. The combination of these phases is co
vention independent and observable.

For decays such asB0→J/cKS
0, or more generally

(cc̄)KS
0 and (cc̄)KL

0, an explicit representation forl can be

found from the ratio of the amplitude forB̄0→(cc̄)K̄0 to the
interfering processB̄0→B0→(cc̄)K0→(cc̄)K̄0. The decay
B0→(cc̄)K0 involves ab̄→ c̄cs̄ transition with an amplitude
proportional to@Vcb* Vcs#, while B̄0→(cc̄)K̄0 provides analo-

gously a factorhCP@VcbVcs* #. BecauseB̄0→B0 mixing is
dominated by the loop diagram with at quark, it introduces a
factor @Vtd* Vtb /VtdVtb* #, while K0→K̄0 mixing, being domi-
nated by thec-quark loop, adds a factor@VcdVcs* /Vcd* Vcs#.
Altogether, for transitions of the typeb→cc̄s,

l5hCPS VtdVtb*

Vtd* Vtb
D S VcbVcs*

Vcb* Vcs
D S Vcd* Vcs

VcdVcs*
D

5hCPS VcbVcd*

VtbVtd*
D S Vtb* Vtd

Vcb* Vcd
D

5hCPe22ib. ~9!

The time-dependent rate for decay of theBCP final state is
then given by

f 6~Dt;G,Dmd ,w,sin 2b!

5
G

4
e2GuDtu@17hCPD sin 2b sinDmdDt#.

~10!

In the limit of perfect determination of the flavor of the full
reconstructedB in the Bflav sample, which we assum
throughout, the dilution here and in the mixed and unmix
amplitudes of Eq.~4! arises solely from theBtag side, allow-
ing the values of the mistag fractionswi to be determined by
studying the time-dependent rate ofB0-B̄0 oscillations.

To account for the finite resolution of the detector, t
time-dependent distributionsf 6 for B0 andB̄0 tagged events
@Eq. ~10!# must be convolved with a time resolution functio
R(d t5Dt2Dt true;â) as described above for mixing,

F6~Dt;G,Dmd ,w,sin 2b,â!

5 f 6~Dt true;G,Dmd ,w,sin 2b! ^ R~d t ;â!,

~11!

where â represents the set of parameters that describe
resolution function. In practice, events are separated into
same tagging categories as in mixing, each of which ha
different mistag fractionwi , determined individually for
each category. Figure 2 illustrates the impact of typi
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mistag andDt resolution effects on theDt distributions for
B0- and B̄0-taggedCP events.

It is possible to construct aCP-violating observable

ACP~Dt !5
F1~Dt !2F2~Dt !

F1~Dt !1F2~Dt !
, ~12!

which, neglecting resolution effects, is proportional
sin 2b:

ACP~Dt !}2hCPD sin 2b sinDmdDt. ~13!

Since no time-integratedCP asymmetry effect is expected
an analysis of the time-dependent asymmetry is necess
The interference between the two amplitudes, and hence
CP asymmetry, is maximal after approximately 2.1B0

proper lifetimes, when the mixing asymmetry goes throu
zero. However, the maximum sensitivity to sin 2b, which is
proportional toe2GuDtusin2 DmdDt, occurs in the region of 1.4
lifetimes.

The value of the free parameter sin 2b can be extracted
with the taggedBCP sample by maximizing the likelihood
function

ln LCP5 (
i

tagging F (
B0 tag

ln F1~Dt;G,Dmd ,â,wi ,sin 2b!

1 (
B̄0 tag

ln F2~Dt;G,Dmd ,â,wi ,sin 2b!G , ~14!

where the outer summation is over tagging categoriesi and
the inner summations are over theB0 and B̄0 tags within a
given uniquely-assigned tagging category. In practice, the
for sin 2b is performed on the combined flavor-eigensta
andCP samples with a likelihood constructed from the su
of Eqs.~6! and~14!, in order to determine sin 2b, the mistag
fraction wi for each tagging category, and the vertex reso
tion parametersâi . Additional terms are included in the like
lihood to account for backgrounds and their time dep
dence.

FIG. 2. ExpectedDt distribution for B0- and B̄0-taggedCP
events ~a! with perfect tagging andDt resolution, and~b! with
typical mistag rates andDt resolution.
3-8
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STUDY OF TIME-DEPENDENTCP-VIOLATING . . . PHYSICAL REVIEW D 66, 032003 ~2002!
The mistag rates can also be extracted with a tim
integrated analysis as a cross-check. Neglecting poss
background contributions and assuming the flavor ofBflav is
correctly identified, the observed time-integrated fraction
mixed eventsxobs can be expressed as a function of t
B0-B̄0 mixing probabilityxd :

xobs5xd1~122xd!w, ~15!

where xd5 1
2 xd

2/(11xd
2)50.17460.009 @11# and xd

5Dmd /G. Taking advantage of the available decay time
formation, the statistical precision onw can be improved by
selecting only events that fall into an optimized time interv
uDtu,t0 , wheret0 is chosen so that the integrated number
mixed and unmixed events are equal outside this range. W
the use of such an optimizedDt interval the time-integrated
method achieves nearly the same statistical precision for
mistag rates as a full time-dependent likelihood fit.

C. Overview of the analysis

This article provides a detailed description of our pu
lished measurement of flavor oscillations@15# and CP-
violating asymmetry@16# in the neutralB meson system
These measurements have six main components:

~1! Selection of theBCP sample of signal events for neu
tral B decays to CP modes J/cKS

0, c(2S)KS
0, xc1KS

0,
J/cK* 0 (K* 0→KS

0p0), and J/cKL
0; selection of theBflav

sample of signal events for neutral flavor-eigenstate dec
to D (* )2p1/r1/a1

1 andJ/cK* 0 (K* 0→K1p2); selection

of theB1 control sample in the modesD̄ (* )0p1, J/cK (* )1,
c(2S)K1, xc1K1; and selection of a semileptonic neutralB
sample in the modeD* 1l 2n̄, as described in Sec. III.

~2! Determination of the flavor of theBtag, as described in
Sec. IV.

~3! Measurement of the distanceDz between the twoB0

decay vertices along theY(4S) boost axis, and its conver
sion toDt, as described in Sec. V.

~4! Construction of a log-likelihood function to describ
the time evolution of signal and background events in
presence of mixing andCP asymmetries, as described in Se
VI.

~5! Measurement of the mixing rateDmd , mistag frac-
tions wi , and vertex resolution parametersâi for the differ-
ent tagging categoriesi, with an unbinned maximum
likelihood fit to theBflav sample, as described in Sec. VII.

~6! Extraction of a value of sin 2b, or more generally
Im l/ulu and ulu, from the amplitude of theCP asymmetry,
the mistag fractionswi , and the vertex resolution paramete
âi for the different tagging categoriesi, with an unbinned
maximum-likelihood fit to the combinedBflav and BCP
samples, as described in Sec. VIII.

Whenever possible, we determine time and mass res
tions, efficiencies and mistag fractions from the data. T
measurement ofDmd is performed with a slightly reduce
subset of the fullBflav sample, which is optimized for such
precision measurement. TheBCP sample is not included
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since this would add additional assumptions about the re
lution function without significantly improving the precisio
of Dmd . The measurement of sin 2b is performed with the
full Bflav andBCP samples, with a fixed value forDmd and
the B0 lifetime. This strategy allows us to account correc
for the small correlations among the mistag rates,Dt resolu-
tions parameters, and sin 2b. The sameBflav sample and ver-
tex separation techniques have been used to determine
cision values for the charged and neutralB lifetimes @17#.

II. THE BABAR DETECTOR AND DATA SETS

The data used in this analysis were recorded with
BABARdetector@18# at the PEP-II collider@8# in the period
October 1999–June 2001. The total integrated luminosity
the data set is equivalent to 29.7 fb21 collected near the
Y(4S) resonance and 3.9 fb21 collected 40 MeV below the
Y(4S) resonance~off-resonance data!. The corresponding
number of producedBB̄ pairs is estimated to be about 3
million. The Y(4S) sample is sometimes divided into tw
subsamples for comparison purposes: data recorded in 19
2000, about 20.7 fb21 and referred to as ‘‘run 1,’’ and data
recorded in 2001, about 9.0 fb21 and referred to as ‘‘run 2.’’
These subsamples differ primarily in the quality of the trac
ing system alignment and on the track-finding efficiency. T
former requires a separate treatment of theDt resolution for
the two periods, as discussed in Sec. V F, while the la
results in substantially improved yields in run 2 for reco
structedB mesons.

A. The BABAR detector

The BABARdetector is a charged and neutral spectro
eter with large solid-angle coverage. For this analysis,
most important detector capabilities include charged-part
tracking, vertex reconstruction, and particle identificatio
Charged particles are detected and their momenta meas
by a combination of a 40-layer, small-celled drift chamb
~DCH! filled with a 80:20 helium:isobutane gas mixture, a
a five-layer silicon vertex tracker~SVT!, consisting of 340
ac-coupled double-sided silicon microstrip sensors. The c
of the DCH are organized into 10 superlayers within whi
the sense wires all have the same orientation, thereby al
ing segment-based tracking. Both the DCH and the SVT
inside a 1.5-T solenoidal magnetic field. Beyond the ou
radius of the DCH is a detector of internally reflected Ch
enkov radiation ~DIRC!, which is used primarily for
charged-hadron identification. The device consists of 1
fused silica quartz bars in which relativistic charged partic
above the Cherenkov threshold radiate photons while
versing the material. The light is transported by total inter
reflection down the length of the bars to an array of 107
photomultiplier tubes mounted on the rear of the detec
where the opening angle of the Cherenkov ring is measu
A finely segmented electromagnetic calorimeter~EMC!, con-
sisting of 6580 CsI~T1! crystals, is used to detect photon
and neutral hadrons, and also to identify electrons. The E
is surrounded by a thin cylindrical superconducting coil a
a segmented iron flux return, organized into a hexagonal
3-9
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rel and two endcaps. The instrumented flux return~IFR! con-
sists of multiple layers of resistive plate chambers~RPCs!
interleaved with the flux-return iron and is used in the ide
tification of muons and neutral hadrons.

B. Charged particle reconstruction

Charged track finding starts with pattern recognition
the DCH, based on three different algorithms. The first u
the same fast algorithm employed by the level-3 trigger
finding and linking superlayer-based track segments fr
moderate-to-highpT tracks originating from the interactio
point. Two subsequent track finders then work on superla
segments not already attached to a reconstructed track.
are designed to find tracks with lowerpT , passing through
fewer than the full ten superlayers of the chamber, or or
nating away from the interaction point. At the end of th
process, all tracks are refit with a Kalman-filter fitter@19#
that takes into account the detailed distribution of materia
the detector and the nonuniformities in the detector magn
field. These tracks are then projected into the SVT, a
silicon-strip hits are added if they are consistent within
extrapolation errors through the intervening material a
field. A search is performed for tracks that are reconstruc
with the remaining unused silicon clusters, again with t
different algorithms. At the end of the SVT-only track find
ing, an attempt is made to match SVT- and DCH-only tra
segments, which may result when a hard scatter occurs in
support tube material between the two devices.

Charged-particle transverse momentapT are deter-
mined with a resolution parametrized bys(pT)/pT
50.0013(pT /GeV/c)10.0045. The SVT, with typical
single-hit resolution of 10mm, provides vertex information
in both the transverse plane and inz, as well as the decay
angles at the interaction point. Decay vertices forB meson
candidates are typically reconstructed with a resolution of
mm in z for fully reconstructed modes and about 100 to 1
mm for the vertex of the~unreconstructed! taggingB meson
in the event. The efficiency for finding tracks in hadron
events that traverse the full DCH radius (pT.200 MeV/c) is
about 90% for run 1 and 95% for run 2.

C. Neutral reconstruction

EMC clusters are formed around initial seed crystals c
taining at least 10 MeV of deposited energy. Neighbor
crystals are added to the cluster if their energy exceed
MeV. If the newly added crystal has energy greater tha
MeV, its contiguous neighbors~including corners! are also
considered for inclusion in the cluster. In order to ident
cases where several showers are in close proximity, suc
unresolved photons from high-energyp0 decays, local
maxima within a cluster are identified. These local maxi
are defined as candidate crystals that have an energy ex
ing each of its neighbors by a fraction that depends on
number of crystals in the local neighborhood. Clusters
then divided into as many ‘‘bumps’’ as there are loc
maxima. The division is based on a two-dimensional weig
ing scheme that assumes electromagnetic shower shap
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divide up the cluster energy. The position of each bump
calculated with a logarithmic weighting of crystal energie

We determine whether a bump is associated with
charged or neutral particle by projecting all tracks in t
event to the inner face of the calorimeter. A bump is det
mined to be neutral, and therefore a photon candidate, i
track intersects any of its crystals. A track intersection
determined by computing the two-dimensional distance
the face of the calorimeter from the projected track imp
point to the bump centroid. A requirement is made on
difference between the measured intersection distance
the Monte Carlo expectation for different particle spec
based on the measured track parameters.

The energy resolution in the EMC is measured direc
with a radioactive source at low energy under ideal lo
background conditions and with electrons from Bhabha s
tering at high energy, from which we determines(E)/E
5(5.060.8)% at 6.13 MeV and (1.960.07)% at 7.5 GeV.
The energy resolution can also be extracted from the
served mass resolutions forp0 andh decays to two photons
which are measured to be around 7 MeV and 16 MeV,
spectively. A fit to the observed resolutions obtained from
p0, h, and Bhabha samples gives a photon energy resolu
parametrized bys(E)/E50.023(E/GeV)21/4

% 0.019.

D. Particle identification

Identification of electrons, muons and kaons is an ess
tial ingredient in bothB reconstruction and flavor tagging
Particle species can be distinguished by measurements o
specific energy loss (dE/dx) in the SVT layers and in the
DCH gas along the particle trajectory, the number of Ch
enkov photons and the Cherenkov angle in the DIRC,
electromagnetic shower energy in the EMC, and the part
penetration length in the IFR. Selection criteria are based
these quantities, on likelihood ratios derived from them,
on neural network algorithms combining different detec
likelihoods. Typically, looser selection criteria are applied f
B reconstruction than forB-flavor tagging. Efficiencies and
particle misidentification probabilities are determined fro
data control samples with similar characteristics.

1. Electron identification

Electron candidates are identified primarily by the ratio
the bump energy in the electromagnetic calorimeter to
track momentum,E/p. They also must have a measure
meandE/dx in the DCH that is consistent with the electro
hypothesis. In addition, for some applications, the lateral a
azimuthal shape of the EMC shower@20,21# and the consis-
tency of the observed and expected Cherenkov angle in
DIRC are used for identification. Four different categories
electron candidates~VeryLoose , Loose , Tight , and
VeryTight ! are defined with the criteria listed in Table
Candidates that are not matched to an EMC bump are
tained as noCal electron candidates if their measure
dE/dx satisfies the same requirements as theVeryTight
selection. Electron identification efficiencies in the mome
tum range 0.5,p,3.0 GeV/c vary between 88% and 98%
3-10
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TABLE I. Criteria used for selecting the available categories of electron candidates. The diffe
between the measured meandE/dx and the expectation for an electron is required to lie within the inter
specified in terms of the expecteddE/dx resolutions.

Category dE/dx E/p Cumulative additional requirements

VeryLoose @23s, 7s# .0.50
Loose @23s, 7s# .0.65
Tight @23s, 7s# @0.75, 1.3# Lateral shower shape
VeryTight @22.2s, 4s# @0.89, 1.2# Azimuthal shower shape; consistency

of DIRC Cherenkov angle~3s!
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for the criteria in Table I, while the pion misidentificatio
rates are below 0.3% for theVeryTight selection.

2. Muon identification

Muon candidates are primarily identified by the measu
number of hadronic interaction lengthsnl traversed from the
outside radius of the DCH through the IFR iron, and t
difference Dnl betweennl and the predicted penetratio
depth for a muon of the same momentum and angle. C
tamination from hadronic showers is rejected by a combi
tion of the average numbern̄hits and the variancesnhits

of

hits per RPC layer, thex2 for the geometric match betwee
the track extrapolation into the IFR and the RPC hits,x trk

2 ,
and thex2 of a polynomial fit to the RPC hits,x f i t

2 . In addi-
tion, for those muons within the acceptance of the EMC,
require the calorimeter bump energyE to be consistent with
a minimum ionizing particle. Four different categories
muon candidates~VeryLoose , Loose , Tight , and
VeryTight ! are selected with the criteria listed in Table
In the forward region, which suffers from some machi
background, additional requirements are made on the f
tion of RPC layers with hits. Muon identification efficiencie
in the momentum range 1.1,p,3.0 GeV/c vary between
60% to 92% for the criteria in Table II, while pion misiden
tification rates are about 3% for theTight selection.

3. Kaon identification

Kaons are distinguished from pions and protons on
basis of specific energy-loss measurementsdE/dx in SVT
and DCH and the number of Cherenkov photons and
Cherenkov angle in the DIRC. The difference between
measured truncated-meandE/dx in the DCH and the ex-
pected mean for the pion, kaon and proton hypothesis, w
typical resolution of 7.5%, is used to compute likelihoo
Lp , LK andLp assuming Gaussian distributions. Similar
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the difference between the measured 60% truncated-m
dE/dx in the SVT and the expecteddE/dx is described by
an asymmetric Gaussian distribution. For minimum-ionizi
particles the resolution on the SVT truncated mean is ab
14%. In the DIRC, a likelihood is obtained for each partic
hypothesis from the product of two components: the
pected number of Cherenkov photons, with a Poisson dis
bution, and the difference between the measured ave
Cherenkov angle to the expected angle for a given mass
pothesis, assuming a Gaussian distribution.

For B-flavor tagging the likelihood variables from SVT
DCH and DIRC are combined as inputs to a neural netw
whose output is a single discriminating variable for ka
selection. The network is trained with Monte Carlo simu
tion of genericB decays. The average efficiency of the s
lection is about 85% for a pion-misidentification probabili
of about 2.5%. Further details are described in Sec. IV B

The exclusive reconstruction of manyB meson final states
does not generally require explicit kaon identification. F
some channels aVeryLoose kaon selection based on like
lihood ratios is imposed to reduce backgrounds to accept
levels. The combined likelihood uses the individual like
hoods from SVT and DCH for momenta below 0.5 GeV/c,
from DCH only for momenta between 0.5 and 0.6 GeV/c,
and from DIRC only for momenta above 0.6 GeV/c. Kaon
candidates are rejected if the likelihood ratios sati
LK /Lp,r and LK /Lp,r , wherer 50.1 for p,0.5 GeV/c
and r 51 for p>0.5 GeV/c. Tracks with no particle infor-
mation are assumed to be kaons. ThisVeryLoose kaon
requirement has a nearly constant kaon-identification e
ciency of about 96% and a pion-misidentification probabil
of at most 15% for tracks in the transverse momentum ra
1 to 2.5 GeV/c. Tighter kaon selections requireLK /Lp.r ,
with r typically greater than one. For a loose pion selecti
candidates are rejected if they satisfy tighter kaon or lep
criteria.
TABLE II. Criteria used for selecting available categories of muon candidates.

Category nl Dnl n̄hits snhits
x trk

2 /nlayers x f i t
2 /nlayers EEMC @GeV#

VeryLoose .2.0 ,2.5 ,10 ,6 ,0.5
Loose .2.0 ,2.0 ,10 ,6 ,7 ,4 ,0.5
Tight .2.2 ,1.0 ,8 ,4 ,5 ,3 @0.05, 0.4#
VeryTight .2.2 ,0.8 ,8 ,4 ,5 ,3 @0.05, 0.4#
3-11
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TABLE III. Signal yields for the different samples used in this analysis, before any tagging or tag
vertex requirements. The signal size and purity forB decays to hadronic final states are obtained from a fi
the mES distribution described in Sec. III C, after selection onDE. Purities are quoted formES

.5.27 MeV/c2. The results forJ/cKL
0 are obtained from a fit to theDE distribution described in Sec. III D

The purity forJ/cKL
0 is quoted for events withDE,10 MeV. The results forD* 2l 1n are obtained from a

fit to the cosuB2D* l distribution described in Sec. III E. Purity is quoted for21.1,cosuB2D* l,1.1.

Sample Final state Signal
Purity
~%!

BCP J/cKS
0 (KS

0→p1p2) 461622 99
J/cKS

0 (KS
0→p0p0) 113612 93

c(2S)KS
0 86617 96

xc1KS
0 4468 98

J/cK* 0 (K* 0→KS
0p0) 64610 74

J/cKL
0 257624 60

Total 1025641 83

Bflav D* 2p1 2380657 92
D* 2r1 1438652 84
D* 2a1

1 1146645 80
D2p1 2685665 83
D2r1 1421657 74
D2a1

1 845644 67
J/cK* 0 (K* 0→K1p2) 1013636 95
Total 109416133 83

B1
D̄0p1 68506102 83

D̄* 0p1 1708651 91

J/vK1 1921646 97
c(2S)K1 292618 98
xc1K1 195629 95
J/cK* 1 (K* 1→K1p0) 384625 87
Total 113436129 86

Semi-leptonicB0 D* 2l 1n 2904261500 78
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III. RECONSTRUCTION OF B MESONS

Neutral B mesons in flavor eigenstates are reconstruc
in the hadronic final statesB0→D (* )2p1, D (* )2r1,
D (* )2a1

1 , andJ/cK* 0(K1p2), and the semileptonic deca
modeB0→D* 2l 1n. TheCP sample is reconstructed in th
channels B0→J/cKS

0, c(2S)KS
0, xc1KS

0, J/cK* 0 (K* 0

→KS
0p0) and J/cKL

0. In some cases, control samples
chargedB decays are studied, where the hadronic final sta
B1→D̄ (* )0p1, J/cK (* )1, c(2S)K1 andxc1K1 are used.
All final-state particles, with the exception of the neutrino
the semileptonic decay, are reconstructed. A number ofD̄0

andD2 decay modes are used to achieve reasonable re
struction efficiency despite the typically small branchi
fractions for any givenB or D decay channel. A summary o
the various reconstructedB samples and purities is provide
in Table III. In the following, kinematic quantities and sele
tion criteria are given in the laboratory frame, unless oth
wise specified.

A. Event selection

Multihadron events are selected by demanding a m
mum of three reconstructed charged tracks in the polar a
03200
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range 0.41,u lab,2.54 rad. Charged tracks must be reco
structed in the DCH and are required to originate with
1.5 cm in xy and 10 cm inz of the nominal beam spot. A
primary vertex is formed on an event-by-event basis from
vertex fit to all charged tracks in the fiducial volume. Trac
with a largex2 contribution to the vertex fit are remove
until an overallx2 probability greater than 1% is obtained o
only two tracks remain. The resolution achieved by th
method is about 70mm in x and y for hadronic events.
Events are required to have a primary vertex within 0.5
of the average position of the interaction point in the pla
transverse to the beamline, and 6 cm longitudinally. Elec
magnetic bumps in the calorimeter in the polar angle ra
0.410,u lab,2.409 rad that are not associated with charg
tracks, have an energy greater than 30 MeV, and a sho
shape consistent with a photon interaction are taken as
trals. A total energy greater than 4.5 GeV in the fiduc
regions for charged tracks and neutrals is required. To red
continuum background, we require the normalized sec
Fox-Wolfram moment@22# R2 of the event, calculated with
both charged tracks and neutrals, to be less than 0.5~0.45! in
hadronic~semileptonic! decay modes. Thel th Fox-Wolfram
3-12
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STUDY OF TIME-DEPENDENTCP-VIOLATING . . . PHYSICAL REVIEW D 66, 032003 ~2002!
moment is the momentum-weighted sum of Legendre po
nomial of the l th order computed from the cosine of th
angle between all pairs of tracks. The ratioR2 provides good
separation between jet-like continuum events and m
sphericalBB̄ events.

B. Reconstruction of decay daughters

The reconstruction ofB mesons typically involves the
summation of a set of related decay modes, with multi
decay chains for the charm daughters or other short-li
decay products. To simplify analysis of such complex de
chains, virtualcompositeparticles and their error matrice
are constructed from the original daughter particles. T
composite particle then replaces the daughters in subseq
fits and analysis. The three-momentum of the virtual part
is fit directly, rather than computed from the updated dau
ters, improving speed and numerical accuracy.

Vertex and kinematic fitting is used to improve fou
momenta and position measurements, as well as to mea
the time difference between decayingB hadrons in the
Y(4S)→BB̄ decay. For example, in the case ofB0

→J/cKS
0, the position measurement of theB0 can be im-

proved with the constraint that the line-of-flight of theKS
0

intersects theJ/c vertex. The energy resolution of theB0 can
also be improved by applying a mass constraint to theJ/c
andKS

0 daughters. Generalized procedures have been de
oped and tested with constraints implemented by
Lagrange-multiplier technique. Possible constraints includ
common decay vertex, mass, energy, momentum, beam
ergy ~with and without smearing!, beam-spot position and
line-of-flight.

Nonlinearities in the fits require the use of an iterati
procedure, where convergence is defined by demanding
the change inx2 between two successive iterations is le
than 0.01, within a maximum of six iterations. Simple fi
involving only vertex constraints~except long-lived par-
ticles! are, however, accurate enough with a single iterati

1. p0 selection

Neutral pion candidates are formed from pairs of EM
bumps with energy greater than 30 MeV, assumed to be p
tons originating from the interaction point. The invaria
mass of the photon pair is required to be with
620 MeV/c2 ~2.5s! of the nominalp0 mass, with a mini-
mum summed energy of 200 MeV. Selected candidates
subjected to a kinematic fit with ap0 mass constraint. Within
the acceptance of the EMC, efficiencies for this select
vary from about 55 to 65% forp0 energies from 0.3 to 2.5
GeV, typical ofB decays.

2. KS
0 selection

Candidates in theKS
0→p1p2 mode are selected by re

quiring an invariantp1p2 mass, computed at the vertex
the two tracks, between 462 and 534 MeV/c2. Thex2 of the
vertex fit must have a probability greater than 0.1%. T
angle between the flight direction and the momentum ve
for theKS

0 candidate is required to be smaller than 200 mr
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Finally, the transverse flight distance from the primary ver
in the event,r xy , must be greater than 2 mm.

Optimization for the reconstruction of theCP sample has
produced slightly differentKS

0 selection criteria. Thep1p2

invariant mass, determined at the vertex of the two tracks
required to lie between 489 and 507 MeV/c2 and the three-
dimensional flight length with respect to the vertex of t
charmonium candidate is required to be greater than 1 m

Pairs of p0 candidates, each in the mass ran
100– 155 MeV/c2 ~25s, 13s! and formed from nonover-
lapping EMC bumps, are combined to constructKS

0→p0p0

candidates. For eachKS
0 candidate with an energy greate

than 800 MeV and a mass between 300 and 700 MeV/c2 at
the interaction point, we determine the most probableKS

0

decay point along the path defined by the initialKS
0 momen-

tum vector and theJ/c vertex by maximizing the product o
probabilities for the daughterp0 mass-constrained fits. Al
lowing for vertex resolution, we require the distance fro
the decay point to theJ/c vertex to be between210 and
140 cm and theKS

0 mass, using the measured decay point
be between 470 and 536 MeV/c2.

3. KL
0 selection

Candidates forKL
0 mesons are identified in the EMC an

IFR detectors as reconstructed clusters that cannot be a
ciated with any charged track in the event. EMC candida
must have a cluster energy between 200 MeV and 2 GeV
a polar angleu that satisfies cosu,0.935. To suppress back
grounds fromp0 decay,KL

0 candidates consistent with a pho
ton are paired with other neutrals withEg.30 MeV. Any
candidate with 100,m(gg),150 MeV/c2 is rejected. Like-
wise, clusters with more than 1 GeV energy that contain t
bumps are rejected if the bump energies and shower sh
are consistent with two photons from ap0 decay. Monte
Carlo simulation shows that clusters due to trueKL

0 mesons
are easily distinguished fromp0 candidates by these criteria
The remaining background consists primarily of photons a
overlapping showers. Isolated clusters produced by cha
hadrons are removed by the basic clustering algorith
which requires a minimum separation of about 20 cm
tween clusters.

IFR candidates are defined as clusters with hits in two
more RPC layers that are not matched to any reconstru
charged track. To reduce beam-related backgrounds an
avoid regions where the charged tracking efficiency is lo
we require that the polar angleu of the IFR cluster satisfy
20.75,cosu,0.93, and eliminate clusters that begin in t
outer 25% of the forward IFR endcap. Due to the irregu
structure of hadronic showers, some hits from charged tra
are missed by the tracking association. We suppress t
clusters by rejectingKL

0 candidates that lie within6350
mrad in polar angle and in the range2750~2300! to
1300~1750! mrad in azimuth of the EMC intersection o
any positively~negatively! charged track in the event. Th
remaining background is predominantly from charged p
ticles and detector noise.

SomeKL
0 candidates satisfy both the EMC and IFR sele

tion requirements. In the reconstruction ofB0→J/cKL
0, ad-
3-13
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TABLE IV. Particle identification and invariant mass requirements forJ/c andc(2S)→ l 1l 2 candidates. The minimal particle ident
fication criteria are applied to both daughters, while only one daughter must pass the restrictive requirement. Electron and muon
requirements are defined in Sec. II D. Mass ranges are quoted in GeV/c2 and MIP refers to a minimum-ionizing particle.

B channel

e1e2 candidates m1m2 candidates

Minimal Restrictive m(e1e2) Minimal Restrictive m(m1m2)

J/cKS
0 None Tight or noCal 2.95–3.14 MIP Loose 3.06–3.14

c(2S)KS
0( l 1l 2) VeryLoose Tight 3.436–3.736 VeryLoose Loose 3.636–3.736

c(2S)KS
O(J/cp1p2) VeryLoose Tight 2.95–3.14 VeryLoose Loose 3.06–3.14

xc1KS
0(J/cg) Loose Tight 2.95–3.14 VeryLoose Loose 3.06–3.14

J/cK* Tight Tight 2.95–3.14 Loose Loose 3.06–3.14
J/cKL

0 Loose VeryTight 3.00–3.13 Loose Tight 3.06–3.13
lve
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ditional criteria described in Sec. III D are applied to reso
the classification of the correspondingB candidates. Exten
sive studies ofKL

0 detection efficiencies have been conduc
with a control sample of radiatively producedf mesons,
decaying toKL

0KS
0.

4. Selection of light resonances

For r2 candidates, thep2p0 mass is required to lie
within 6150 MeV/c2 of the nominalr2 mass. Thep0 from
the r2 decay is required to have an energy greater than
MeV. We reconstructK* 0 candidates in theK1p2 and
KS

0p0 modes, whileK* 1 candidates are reconstructed in t
K1p0 and KS

0p1 modes. The invariant mass of the tw
daughters is required to be within6100 MeV/c2 of the
nominal K* mass. Candidates in the modea1

1→p1p2p1

are reconstructed by combining three charged pions, w
invariant mass in the range of 1.0 to 1.6 GeV/c2. In addition,
the x2 probability of a vertex fit of thea1

1 candidate is re-
quired to be greater than 0.1%.

5. Charmed meson and charmonium selection

The decay channelsK1p2, K1p2p0, K1p1p2p2 and
KS

0p1p2 are used to reconstructD̄0 candidates, whileD2

candidates are selected in theK1p2p2 and KS
0p2 modes.

Charged and neutral kaons are required to have a mome
greater than 200 MeV/c. The same criterion is applied to th
pion in B0→D (* )2p1, B0→D (* )2r1 decay. For the decay
modesB0→D (* )2a1

1 , the pions are required to have m

mentum larger than 150 MeV/c. We requireD̄0 andD2 can-
didates to lie within63s of the nominal masses, where th
error s is calculated event by event. The distributions of t
difference between measured and nominalD̄0 and D2 me-
son masses, normalized by the measured error on the c
date masses, are found to have an rms in the range 1.1
when fit with a Gaussian distribution. ForD̄0→K1p2p0,
we only reconstruct the dominant resonant modeD̄0

→K1r2, followed byr2→p2p0. The angleuD0p
* between

the p2 and D̄0 in the r2 rest frame must satisfyucosuD0p
* u

.0.4. Finally, allD̄0 andD2 candidates are required to hav
a momentum greater than 1.3 GeV/c in theY(4S) frame and
03200
d

0

th

um

di-
1.2

a x2 probability for the topological vertex fit greater tha
0.1%. A mass-constrained fit is applied to candidates sati
ing these requirements.

We form D* 2 candidates in the decayD* 2→D̄0p2 by

combining aD̄0 with a pion that has momentum greater th
70 MeV/c. The soft pion is constrained to originate from th
beam spot when theD*2 vertex is computed. To accoun
for the small energy release in the decayY(4S)→BB̄
~resulting in a small transverse flight of theB candidates!, the
effective vertical size of the beam spot is increased to 40mm.
Monte Carlo simulation was used to verify that this does
introduce any significant bias in the selection or in theDt

measurement. After applying a mass-constrained fit to theD̄0

daughter,D* 2 candidates are required to havem(D̄0p2)

within 61.1 MeV/c2 of the nominalD* 2 mass for theD̄0

→K1p2p0 mode and60.8 MeV/c2 for all other modes.
This corresponds to about62.5 times the rms width of the
signal distribution, which is estimated by taking a weight
average of the core and broad Gaussian components o

observedm(D̄0p2) distributions.

We form D̄* 0 candidates by combining aD̄0 with a p0

with momentum less than 450 MeV/c in the Y(4S) frame.
D̄* 0 candidates are required to havem(D̄0p0) within
64 MeV/c2 of the nominal value, after applying a mas
constrained fit to theD̄0 daughter.

Candidates forJ/c andc(2S) mesons are reconstructe
in their e1e2 andm1m2 decay modes, whilec(2S) mesons
are also reconstructed in theJ/cp1p2 channel. Table IV
shows the particle identification and invariant mass requ
ments for thee1e2 andm1m2 daughters. These vary with
reconstructedB decay channel due to the differing levels
background encountered. ForJ/c→e1e2 and c(2S)
→e1e2 decays, where the electron may have radia
bremsstrahlung photons, the missing energy is recovere
identifying clusters with more than 30 MeV lying within 3
mrad in polar angle and 50 mrad in azimuth of the elect
direction projected onto the EMC.

For the c(2S)→J/cp1p2 mode, J/c candidates are
constrained to the nominal mass and then combined w
pairs of oppositely-charged tracks considered as pions, w
invariant mass between 400 and 600 MeV/c2. Candidates
3-14
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with 0.574,m(J/cp1p2)2m(J/c),0.604 GeV/c2 are
retained.

Photon candidates used for the reconstruction ofxc1
→J/cg are required to lie within the calorimeter fiduci
volume (0.41,ug,2.41 rad) and have an energy grea
than 150 MeV. In addition, the candidate should not form,
combination with any other photon in the event having
least 70 MeV of energy, ap0 candidate with mass betwee
120 and 150 MeV/c2. The invariant mass of thexc1 candi-
dates is required to be greater than 3.476 and smaller
3.546 GeV/c2.

C. B meson selection in fully reconstructed modes

We reconstructB candidates in all modes exceptB0

→J/cKL
0 andB0→D* 2l 1n̄ using a pair of nearly uncorre

lated kinematic variables, the differenceDE between the en-
ergy of theB candidate and the beam energy in theY(4S)
center-of-mass frame, and the beam-energy substituted m
mES, defined as

mES5AS 1
2 s1p•pi

Ei
D 2

2p2, ~16!

wheres is the square of the center-of-mass energy,Ei andpi
are the total energy and the three momentum of the in
state in the laboratory frame, andp is the three momentum o
theB candidate in the same frame. For the purpose of de
mining event counts and purities, a signal region is define
the (mES,DE) plane as 5.27,mES,5.29 GeV/c2 and uDEu
,3s(DE), where s(DE) is the resolution onDE. Like-
wise, a sideband region is defined as 5.20,mES
,5.26 GeV/c2 anduDEu,3s(DE). The value ofs(DE) is
mode-dependent and varies between 7 and 40 MeV as m
sured in the data. When multipleB candidates~with mES
.5.20 MeV/c2! are found in the same event, the candid
with the smallest value ofuDEu is selected.

Two types of background in the sample of selectedB0

candidates are distinguished. The first background, ca
combinatorial, arises from random combinations of charg
tracks and neutral showers from bothB mesons inBB̄ events
or from continuum events. This background is smoothly d
tributed in mES and does not peak near theB mass. The
second, so-called ‘‘peaking’’ background, consists of eve
in which, for example, a slow pion from the reconstructedB
meson is replaced by a slow pion from the taggingB, caus-
ing an enhancement near the nominalB mass. The loss o
addition of a soft pion track does not significantly alter t
vertex for theBrec candidate, since such tracks undergo s
nificant multiple scattering and have large impact param
errors. The peaking background from chargedB decays is
considered as a specific background source in the cons
tion of the full likelihood function forB0-B̄0 mixing, since
these events have a particular time structure and set of e
tive dilutions. In this case, the peaking background fro
other neutralB decays has time-dependent properties a
dilutions that are essentially identical to the signal and
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treated as such. For the likelihood describing theCP sample,
the peaking background is simply assumed to have zero
fective CP.

Suppression of continuum background, in addition to
general requirement onR2 , is typically provided by restrict-
ing the thrust angleu th , defined as the angle between th
thrust axis of the particles that form the reconstructedBrec
candidate and the thrust axis of the remaining tracks
unmatched clusters in the event, computed in theY(4S)
frame. The two thrust axes are almost uncorrelated inBB̄
events, because theB0 mesons are nearly at rest in th
Y(4S) rest frame. In continuum events, which are more j
like, the two thrust axes tend to have small opening ang
Thus, a requirement on the maximum value ofucosuthu is
effective in continuum rejection.

Signal yields and sample purities are extracted from fits
the mES distributions ofB candidates with a Gaussian distr
bution for the signal and an ARGUS background shape@23#
for the combinatorial background with a functional for
given by

A~mES;m0 ,j!5ABmESA12xES
2 ej~12xES

2
!, ~17!

for xES5mES/m0,1, wherem0 represents the kinematic up
per limit and is held fixed at the center-of-mass beam ene
Eb* 55.291 GeV, andj andAB are free parameters.

We assign background and signal probabilities to e
event included in the likelihood fit based on the measu
value for mES. However, it is themES sideband region,
where the background probabilities are essentially 100
that dominates the determination of the combinatorial ba
ground fraction andDt structure for background events un
der the B0 signal peak. Monte Carlo simulation shows
modestmES dependence on the composition of the combin
torial background over the sideband rangemES
.5.2 GeV/c2 through theB signal region, due to variation o
the fraction of continuum versusBB̄ contributions. Since
these two sources have differentDt behaviors, the changing
composition leads to a small correction and systematic e
on the precision mixing measurement, but is negligible
the sin 2b extraction. The fraction of peaking backgroun
from chargedB decays are estimated with Monte Car
simulation as described in the following sections.

1. B0 decays to flavor eigenstates

Candidates in theBflav sample of neutral flavor-eigensta
B mesons are formed by combining aD* 2 or D2 with a
p1, r1 (r1→p1p0), a1

1 (a1
1→p1p2p1), or by com-

bining aJ/c candidate with aK* 0 (K* 0→K1p2). As de-
scribed in Sec. II D, kaon identification is used to reje
background. For mostB0 modes, it is possible to achiev
signal purities of at least 90% with theVeryLoose selec-
tion, or no particle identification at all. However, for th
modeB0→D2a1

1 , the tighter kaon identification is require
to reduce large combinatorial backgrounds.

For final states with aD* and 2 ~3! pions we require
ucosuthu,0.9 ~0.8! for theD̄0→K1p2 andK1p2p0 modes
3-15
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and 0.8~0.7! for D̄0→K1p1p2p2 andKS
0p1p2, while no

requirement is made for theB0→D* 2p1 mode. In modes
which contain aD2 and ap1, r1, or a1

1 in the final state,
we requireucosuthu,0.9, 0.8, or 0.7, respectively.

The B0 signal yield and sample purity extracted from fi
to themES distribution are summarized in Table III. The n
B0 signal sample, before applying any decay vertex requ
ments, consists of 99226129 signal candidates in ope
charm decays with a purity of about 82%, and 1013636 in
the decayB0→J/cK* 0 (K* 0→K1p2), with a purity of
about 95%. Figure 3 shows the combinedmES distribution
for all the hadronicB0 modes. Superimposed is the res
of a fit with a Gaussian distribution for the signal and
ARGUS background form@23#.

The signal obtained by this method includes a small fr
tion of peaking background from other charged and neutraB
decay modes. However, only the chargedB component needs
to be determined, since it alone has a time structure
differs from the signal events. Therefore, the fraction
peaking background is estimated with a sample ofY(4S)
→B1B2 Monte Carlo events. TheB1 mesons are forced to
decay in the decay modesD̄* 0 or D̄0 with a p1, r1, or a1

1 ,
since the main source is decay channels that have one
or one fewer pion in the final state than the signal modes
interest. We then attempt to reconstruct neutralB mesons in
the channels used for theBflav sample in data. A small peak a
the B0 mass, obtained with the chargedB Monte Carlo
sample, leads to an estimate of (1.360.320.5

10.2)% as the peak-
ing component in theBflav signal. This result is obtained
from a fit with a Gaussian distribution, whose mean a

FIG. 3. Distribution ofmES for all selected flavor-eigenstateB0

candidates in hadronic decays to~a! open charm and~b! charmo-
nium final states. Overlaid in both cases is the result of a fit wit
Gaussian distribution for the signal and an ARGUS function for
background.
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width are fixed by theB0 signal parameters. TheDt structure
of the peaking background in Monte Carlo is found to
consistent with the lifetime of theB1, as expected.

2. B¿ control samples

TheB1 control sample of chargedB candidates is formed
by combining aD̄* 0, D̄0, J/c, or c(2S) candidate with a
p1 or K1. For the D̄0p1 final state, we requireucosuthu
,0.9 for the D̄0→K1p2 mode and 0.8 for all otherD̄0

channels. In modes that contain aD̄* 0→D̄0p0, the require-
ment isucosuthu,0.9 for D̄0→K1p2, 0.8 for theK1p2p0

andK1p2p2p1, and 0.7 forKS
0p1p2.

TheB1 signal yield and sample purity extracted from fi
to themES distribution are summarized in Table III. The n
B1 signal sample in open charm modes, before applying
decay-vertex requirements, consists of 2797662 signal can-
didates in charmonium modes, with a purity of about 94
and 85476115 signal candidates in open charm modes, w
a purity of about 84%. Figure 4 shows the combinedmES
distribution for all the hadronicB1 modes. Superimposed o
the data is the result of a fit with a Gaussian distribution
the signal and an ARGUS background form@23#.

3. B0 decays to CP modes involving KS
0

We form theBCP sample of neutralB candidates in char-
monium modes with aKS

0 by combining mass-constraine
J/c, c(2S) or xc1 candidates with mass-constrainedKS

0

candidates, following the techniques of our recent branchi

a
e

FIG. 4. Distribution ofmES for all selected flavor-eigenstateB1

candidates in hadronic decays to~a! open charm and~b! charmo-
nium final states. Overlaid in both cases is the result of a fit wit
Gaussian distribution for the signal and an ARGUS function for
background.
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FIG. 5. Candidates forB0→J/cKS
0 whereKS

0 decays to~a! p1p2 or ~b! p0p0; candidates for~c! B0→c(2S)KS
0 and ~d! B0→xc1KS

0

(KS
0→p1p2). Overlaid in each case is the result of a fit with a Gaussian distribution for the signal and an ARGUS function

background.
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fraction study@24#. The helicity angleuh of the J/c daugh-
ters with respect to theJ/c flight direction in theB candidate
rest frame should have a sin2 uh distribution. Therefore, we
require thatucosuhu,0.8 for thee1e2 mode and 0.9 for the
m1m2 mode, as an efficient way of rejecting backgroun
For thec(2S)KS

0 candidates,ucosuhu of the c(2S) must be
smaller than 0.9 for both leptonic modes.

Distributions of mES are shown in Fig. 5 for theCP
samples. Signal event yields and purities, determined fro
fit to the mES distributions after selection onDE, are sum-
marized in Table III.

The fraction of peaking background has been estima
with a sample ofB→J/cX Monte Carlo events. The mai
source is decay channels that have one more or one less
in the final state than the signal mode. The fractions
obtained by fitting the misreconstructedB→J/cX sample
with a Gaussian distribution, whose mean and width
fixed by theB0 signal parameters. The estimated contrib
tions are (0.4160.09)%, (1.260.2)%, (2.961.7)%, and
(1.161.1)% for the J/cKS

0 (KS
0→p1p2), J/cKS

0 (KS
0

→p0p0), c(2S)KS
0 andxc1KS

0 channels respectively.
In the case of thexc1KS

0 mode we have also explored th
possibility of contamination fromxc2KS

0 events. These
would have a very similar final-state signature, but oppo
CP. However, this decay mode has never been observed
the rate is expected to be highly suppressed due to ang
momentum considerations. Figure 6 shows the invar
mass difference,m( l l g)2m( l l ), for thexc1 daughters of the
B1→xc1K1 andB0→xc1KS

0 candidates. The distribution i
background subtracted with themES sideband and a fit with
two Crystal Ball distributions@25# is superimposed, wher
the means have been fixed to the knownxc1 andxc2 masses
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and the widths are forced to be equal. The fraction ofxc2K
events in the selected sample is found to be consistent
zero and, from the fit, an upper limit of 3.5% at 95% C.L.
set on the fraction ofB→xc2K candidates in the selecte
sample.

4. B0 decays to the CP mode JÕcK* 0

TheBCP sample is further enlarged by the addition ofB0

candidates in the modeJ/cK* 0 (K* 0→KS
0p0). For this pur-

pose, mass-constrainedJ/c candidates are combined wit
K* 0→KS

0p0 candidates to form aB0 candidate. To reduce
the combinatorial background, the angle between the fli
direction of theKS

0 and the vector connecting the reco
structed vertices of theJ/c and theKS

0 candidates is required
to be less than 200 mrad. Cross-feed background from o
B→J/cX modes involving ap0 ~which includes cross-feed

FIG. 6. Distribution of m( l l g) for the xc1 daughters ofB1

→xc1K1 and B0→xc1KS
0 candidates. The expected location of

xc2 signal is indicated by the arrow.
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B. AUBERT et al. PHYSICAL REVIEW D 66, 032003 ~2002!
from theCP mode itself! is suppressed by requiring the c
sine of the helicity angle of theK* 0 in the B0 meson rest
frame to be smaller than 0.95. Further details of the selec
and analysis of this sample can be found in Ref.@13#.

The mES distribution for J/cK* 0 (K* 0→KS
0p0) combi-

nations in data is shown in Fig. 7. Given the relatively tig
criteria applied in the lepton identification of the daughters
the J/c candidates~see Table IV!, the background is domi
nated by trueJ/c mesons fromB decays. Its composition
can therefore only be estimated with Monte Carlo simulat
and themES distribution is not expected to follow the phas
space form of Eq.~17!. Monte Carlo simulation of event
with true J/c candidates has been adjusted to match rec
results for charmonium branching fractions inB decays and
takes into account the indication ofS-wave B0→J/cKS

0p0

decays and contributions due to higherK* resonances re
ported in Ref.@13#.

As a result, backgrounds are not estimated with a fit to
observedmES distribution ~Fig. 7!, but rather by extrapola
tion of Monte Carlo background distributions, normalized
the number of producedB mesons in the data. AllJ/cKS

0p0

combinations in the range 5.273,mES,5.288 GeV/c2 are

FIG. 7. Distribution ofmES for selectedJ/cK* 0 combinations,
whereK* 0→KS

0p0. The arrows indicate the region between 5.2
and 5.288 GeV/c2 that is used to define the sample ofB0 candi-
dates. Monte Carlo estimates of the various background contr
tions are also indicated.

TABLE V. Signal and background estimates for the selec
B0→J/cK* 0 (K* 0→KS

0p0) sample. All the events within the
range 5.273,mES,5.288 GeV/c2 are considered asB0 candidates
and the background contributions are estimated with Monte C
simulation. The quoted errors are derived from conservative bo
on the branching fractions and represent the size of the varia
used to estimate the systematic error on sin 2b due to backgrounds

Event type Fraction~%! Effective CP

Signal 73.667.4 10.6560.07
B1→J/cK* 1(KS

0p1) 17.461.7 0
B0→xc1KS

0 2.460.7 21
Higher K* resonances 2.661.3 061
Non-resonantB0→J/cKS

0p0 1.860.9 061
OtherB0→J/cX 2.461.2 061
Non B→J/cX 0 0
03200
n

t
f

n

nt

e

considered as candidates for this purpose. Estimates o
signal and background contributions in the candidate sam
and the corresponding effectiveCP, after acceptance correc
tion for the signal selection, is provided in Table V, while th
signal yields and purities in data are listed in Table III. T
dominant source of cross-feed background, with zero eff
tive CP, is B1→J/cK* 1 (K* 1→KS

0p1), where the daugh-
ter p1 is exchanged for a backgroundp0.

D. B0 decays to theCP mode JÕcKL
0

Candidates for theBCP sample in the modeB0→J/cKL
0

are obtained by combining mass-constrainedJ/c and KL
0

candidates, following the methods in Ref.@24#. TheJ/c can-
didates are required to have a momentum in theY(4S)
frame between 1.4 and 2.0 GeV/c. As theKL

0 energy is not
well measured by the EMC or IFR detectors, the laborat
momentum of theKL

0 is determined by its flight direction a
measured from the EMC or IFR cluster and the constra
that the invariant mass of theJ/cKL

0 system has the known
B0 mass. The production angleuB of a B meson with respec
to the z axis in theY(4S) frame follows a sin2 uB distribu-
tion. We require thatucosuBu,0.9. TheJ/c helicity angle is
required to satisfyucosuhu,0.9 and the sum ofucosuBu and
ucosuhu must be less than 1.3. Events with a reconstruc
charged or neutralB decay toJ/cKS

0 ~KS
0→p1p2 or p0p0!,

J/cK* 0 ~K* 0→K1p2 or KS
0p0!, J/cK1, or J/cK* 1

~K* 1→KS
0p1 or K1p0! are explicitly removed. The tota

missing transverse momentum projected along theKL
0 direc-

tion, where the total momentum is calculated with
charged tracks and neutral clusters~without theKL

0!, must be
no more than 0.25 (0.40) GeV/c lower than the calculated
KL

0 transverse momentum for EMC~IFR! KL
0 candidates.

Events where multipleJ/cKL
0 combinations withDE

,80 MeV satisfy these requirements are treated as a sp
case. A hierarchy is imposed where the highest energy E
cluster for multiple EMC combinations, or the IFR clust
with the largest number of layers for multiple IFR combin
tions is selected. In cases where there are both an EMC
IFR combination, the EMC combination is selected beca
it is expected to have better angular resolution. Although
EMC information is used, such events are counted as
events, since they have the same relatively high signal pu

The differenceDE between the energy of theJ/cKL
0 sys-

tem and the beam energy in theY(4S) frame is used to
discriminate between signal and backgrounds. TheDE dis-
tribution of selectedB0→J/cKL

0 combinations for the
Y(4S) data is shown in Fig. 8. Signal events are peak
within 610 MeV of DE50 while background events exten
towards positive values ofDE. The small signal width and
the asymmetric distribution of the background in comparis
with the KS

0 modes are both consequences of the mass c
straint used to determine theKL

0 momentum.
The purity of theB0→J/cKL

0 sample is the lowest of the
CP modes~60%!. Irreducible backgrounds are dominant
from B→J/cKL

0X modes, which cannot be distinguishe
from signal due to imposition of themB mass constraint in
determining the momentum of theKL

0 candidate. The larges
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single background contribution is fromB→J/cK* , where
the K* decays toKL

0p. This mode and backgrounds from
otherB→J/cX decays are studied with Monte Carlo sim
lation. The composition of the events that are included in
J/cKL

0 sample is given in Table VI. The effectiveCP, after
acceptance correction for the signal selection, is also p
vided. The additional background from events with a mis
constructedJ/c→ l l candidate is studied with them( l l )
sidebands.

A binned likelihood fit to theDE distribution is per-
formed separately for the EMC and IFR categories to de
mine the composition of theB0→J/cKL

0 sample. There are

FIG. 8. Distribution ofDE for selectedB0→J/cKL
0 combina-

tions where theKL
0 is identified~a! in the EMC,~b! in the IFR, or

~c! either subsample combined. The points with error bars are
data. The open histogram is the result of a three-component bin
likelihood fit, where the three components are signal~open!, inclu-
sive J/c background~cross hatched!, and non-J/c combinatorial
background~dark shading!. The shapes of the signal and inclusiv
J/c background are taken from Monte Carlo simulation. The sh
of the non-J/c combinatorial background is taken from them( l l )
sideband in data. Candidates for theBCP sample are selected in th
region uDEu,10 MeV.
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three fit components: the fraction of the data that is sign
the number ofB→J/cX background events, and the numb
of non-J/c background events. TheDE shapes for the signa
and theJ/cX background are determined from Monte Car
simulation. TheDE shape of the non-J/c component is
taken from them( l l ) sideband in the data. A Poisson term
with mean given by the expected number of non-J/c events
in the m( l l ) signal region, is included in the likelihood t
constrain the normalization of the non-J/c component. The
result of the fit is shown in Fig. 8, and the correspondi
signal and background fractions are reported in Table VII
the B0→J/cKL

0 combinations that are selected asBCP can-
didates in the intervaluDEu,10 MeV. As expected from
Monte Carlo studies, the purity of the IFR sample is sign
cantly better than the EMC sample, mainly because theB0

→J/cKS
0 (KS

0→p0p0) background is significantly larger in
the EMC sample. Since the purities of the two subsamp
are quite different, we obtain better statistical sensitivity
the sin 2b fit by treating the EMC and IFR categories sep
rately.

E. SemileptonicB0 decays

The semileptonic decayB0→D* 2l 1n, with a measured
branching fraction of (4.6060.27)% @11#, is potentially a
copious source of reconstructedB0 mesons. However, sinc
the neutrino cannot be detected, the background level

e
ed

e

TABLE VI. Monte Carlo prediction for the composition o
background channels containing a trueJ/c that pass theB0

→J/cKL
0 selection criteria. Events are required to haveuDEu

,10 MeV. The quoted errors are derived from conservative bo
on the branching fractions and represent the size of the varia
used to estimate the systematic error on sin 2b due to backgrounds

Event type EMC~%! IFR ~%! Effective CP

B0→J/cK* 0(KL
0p0) 2363 2663 20.6860.07

B1→J/cK* 6(KL
0p6) 2864 4566 0

B0→J/cKS
0 1362 261 21

B0→xc1KL
0 361 561 11

B→J/cKL
0p 121

12 121
12 0

OtherB0→J/cX 32616 21610 060.25

TABLE VII. Results of the binned likelihood fit to the fullDE
distribution of theB0→J/cKL

0 combinations. All signal yields and
background estimates are reported for theBCP candidate range
uDEu,10 MeV.

KL
0 reconstruction type

EMC & IFR EMC IFR

Data events 427 228 199

Signal 257624 128617 129617
J/cX bkgd 154615 89611 65610
Non-J/c bkgd 1962 1462 561

Signal fraction 0.6060.04 0.5660.05 0.6560.05
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selected samples are generally larger and more difficul
characterize. Likewise, theDz determination cannot take ad
vantage of the beam spot and reconstructedB0 direction. As
a consequence, we use a large sample ofD* 2l 1n̄ candidates
only as a cross check on our determination of the mis
rates from the time structure of theBflav andBCP events. The
selection criteria for this control sample and the character
tion of backgrounds is described here, while the analysis
the mistag rates is reported in Sec. VIII C 4. The semil
tonic B0 sample is obtained by reconstructing theD* 2

through its decay toD̄0p2, where the three decay mode
K1p2, K1p1p2p2 andK1p2p0 are used to reconstruc

the D̄0.

1. Event selection

All reconstructedD̄0 candidates are required to have
invariant mass within62.5s of the nominalD0 mass, based
on the observed rms width of the signal. A vertex fit to t

D̄0 candidate is required to have ax2 probability greater than

0.001. There are no additional requirements forD̄0

→K1p2. For D̄0→K1p1p2p2 and D̄0→K1p2p0 we
require aVeryLoose kaon and a Loose pion particle iden
tification as described in Sec. II D, and a minimump0 mo-
mentum of 200 MeV/c in the laboratory frame. In addition
theK andp candidates are required to have momenta gre

than 200 and 150 MeV/c, respectively, for the modeD̄0

→K1p1p2p2. The decayD̄0→K1p2p0 occurs mostly
through quasi-two-body channels. Ther andK* resonances
dominate and we use weights calculated from the Dalitz-p
position for each candidate@26# to construct a probability pe
D0 and select events using this quantity as a way of s
pressing combinatorial background.

D̄0 candidates satisfying these requirements are comb
with all charged tracks with a minimum transverse mom
tum of 50 MeV/c and charge opposite to that of the ka
from the D̄0 to form D* 2 candidates. The mass differenc
m(D̄0p2)2m(D̄0) is required to lie within62.5s of the
nominal value, based on the observed rms width of the
nal.

Finally, D* 2 candidates are combined with electron
muon candidates satisfying theTight lepton-identification
requirements described in Sec. II D. The lepton is require
have charge opposite to that of theD* and momentum
greater than 1.2 GeV/c in the Y(4S) frame. A vertex fit to
the D* 2l 1 candidate is required to converge and have ax2

probability greater than 0.01. TheD* 2 and lepton from a
true B0 decay tend to be back-to-back in theB0 rest frame,
so we require cosuD*2l,0 whereuD* 2 l is the angle between
the D* 2 and the lepton in theY(4S) frame. The cosine of
the angle between the thrust axes of the (D* 2l 1) pair and
the rest of the event is required to satisfyucosuthu<0.85, in
order to reduce background frome1e2→cc̄ events.

The neutrino cannot be reconstructed in the detector,
we can determine whether the missing four-momentum
the candidate is consistent with a particle of zero mass:
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25pn

250. ~18!

Applying this relation in theY(4S) frame, we obtain a con-
straint on the angle between theB0 and theD* 2l 1 system:

cosuB2D* l5
2EBED* l2mb

22mD* l
2

2upBuupD* l u
. ~19!

The energyEB and magnitude of the momentumupBu of the
initial-state B0 are known in theY(4S) frame from the
boosted beam energies. The energyED* l , the magnitude of
the momentumupD* l u, and the invariant massmD* l of the
D* 2l 1 system are obtained from the four-momenta of t
D* 2 and the lepton. The cosine of the angle cosuB2D* l
should lie in the physical region@21, 11# for true D* 2l 1n̄
events. Allowing for detector resolution effects in the reco
structed momenta and angles, we requireucosuB2D* lu,1.1.

After applying these selection criteria, we obtain a sam
of about 37500B0→D* 2l 1n̄ candidates. The cosuB2D* l
distribution of these candidates is shown in Fig. 9.

2. Sample composition

The final sample contains a fractionf sig of B0

→D* 2l 1n̄ signal events, as well as fractionsf comb of D* 2

combinatorial background,f off of continuum background~a
true D* 2 and an identified lepton!, f B1→D* Xl n̄ of B
→D* p l n̄ events, where theD* p can come from a radially
or orbitally-excitedL51 state or nonresonant decay, and
nally f BB̄ of background fromBB̄ events with a trueD* 2

and an identified lepton (BB̄→D* Yl). Examples in this last
category are cases where theD* 2 and the lepton come from
two differentB mesons or where the lepton and theD* 2 are
from the sameB but the lepton is produced in a charm deca

The combinatorial and continuum backgrounds can be
tracted directly from the data. The former is determined w
the m(D̄0p2)2m(D̄0) distribution itself. The latter is esti-
mated with the off-resonance data sample, weighted by
ratio of the relative integrated luminosities for on- and o
resonance data. The remaining three contributions can
distinguished by their different distributions in cosuB2D* l .

FIG. 9. Extraction ofBB̄ andD** backgrounds from the data
The points show the cosuB2D* l distribution for the reconstructed
signal. The histogram shows the result of the fit described in
text. The different background contributions are indicated by
various hatchings.
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The B0→D* 2l 1n̄ signal events are expected to lie in th
region 21,cosuB2D* l,1, while contributions from B
→D* p l n̄ semileptonic decay, due to missing particles, m
extend below the kinematic threshold cosuB2D* l,21. Fi-
nally, BB̄ background events populate the full cosuB2D* l dis-
tribution. Thus, the region cosuB2D* l.1 contains mainlyBB̄
background, while the region cosuB2D* l,21 is mostly
populated byB→D* p l n̄. The shape of the cosuB2D* l dis-
tributions for these three components is obtained from Mo
Carlo simulation and a fit to the full cosuB2D* l range is used
to determine the two background fractions in the signal
gion.

The orbitally-excited resonances that can decay toD* p
are the two narrow statesD1 , D2* ~observed with masse
around 2420 and 2460 MeV/c2! and the broad stateD1* ~not
yet seen, but with mass expected to be about 2420 MeVc2

and G>250 MeV!. Contributions fromB→D* Xl n̄ decays
with more than one pion are expected to be small and
more easily separated from the signal with cosuB2D* l . Isos-
pin symmetry requires that the chargedB contribution be 2/3
of the total D* 2p pairs from B→D* p l n̄ decays, either
from orbitally-excited states or nonresonant decays. T
cosuB2D* l distribution obtained from Monte Carlo simula
tion for the different channels is modeled with a gene
function that is sufficiently flexible to describe both ind
vidual channels as well as a superposition of excited ch
modes.

After subtraction of continuum and combinatorial bac
grounds, a fit is performed to the resulting cosuB2D* l distri-
bution over the full observed range@28, 15#. However, it is
only the relative fraction of the various backgrounds in t
signal window cosuB2D* lP@21.1,1.1# that we require. Fur-
thermore, in the case ofD** , only the chargedB contribu-
tion is a background for the measurement of the mistag f
tion and is assumed to be 2/3 of the totalD** contribution.
The fitted fractions are defined by

g** 5N~B1→D* Xl n̄ !/@N~B0→D* 2l 1n̄ !

1N~B0→D* Xl1n̄ !1N~B1→D* Xl n̄ !#

~20!
gBB5N~BB̄→D* Yl!/@N~B0→D* 2l 1n̄ !

1N~B0→D* Xl1n̄ !1N~BB̄→D* Yl!#

where theN is the number of events from a given proce
that survives the selection requirements.

The result of the fit to the full untagged sample is sho
in Fig. 9, along with the Monte Carlo model for theD**
component. Thex2 of the fit in the full cosuB2D* l range
is 82 for 69 degrees of freedom. The fitted contributio
are g** 5(4.560.362.2)% and gBB5(4.860.462.2)%,
where the first error is statistical and the second system
To estimate the systematic error on these fractions, three
treme assumptions have been made concerning thB
→D* Xl n̄ background: all narrowD** states, all broadD**
states, or all nonresonant decays. The largest devia
comes from the nonresonant model. Another source of
tematic uncertainty is the assumed form for the cosuB2D* l
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distributions in the Monte Carlo simulation. The contributio
from this effect has been estimated by incorporating a 3
fraction with a uniform distribution.

The absolute background fractions in the untagged sam
are given in Table VIII, where the uncertainties include bo
statistical and systematic contributions.

The sum of the fractions of signal and background con
butions is constrained to unity. On this basis the signal co
ponent is found to bef sig5(7864)% leading to an esti-
mated yield of 2904261500B0→D* 2l 1n̄ signal events.

IV. FLAVOR TAGGING

After the daughter tracks of the reconstructedB are re-
moved, the remaining tracks are analyzed to determine
flavor of theBtag, and this ensemble is assigned a tag flav
eitherB0 or B̄0.

We use four different types of flavor tag, or tagging ca
egories, in this analysis. The first two tagging categories r
upon the presence of a prompt lepton, or one or m
charged kaons in the event. The next two categories expl
variety of inputs with a neural-network algorithm. These ta
ging categories are hierarchical and mutually exclusive.

To quantify the discriminating power of each tagging c
egory, we use as a figure of merit the effective tagging e
ciency Qi5e i(122wi)

2, wheree i is the fraction of events
associated to the tagging categoryi and wi is the mistag
fraction, the probability of incorrectly assigning the tag to
event in this category. The statistical errors in the measu
ments of sin 2b and Dmd are inversely proportional to
A( iQi .

The mistag fractions are measured with theBflav data
sample. The results are shown in Sec. VII. The performa
of the tagging algorithm,A( iQi , was optimized and the neu
ral networks were trained with Monte Carlo simulatio
only. Differences between the tagging inputs in data and
simulation may make the actual tagging algorithm somew
nonoptimal, but would not lead to a bias because the wro
tag fractionswi are measured directly with data, both for th
mixing andCP-violation measurements.

A. Lepton and kaon tags

TheLepton andKaon tagging categories use the corr
lation between the flavor of the decayingb quark and the
charge of a primary lepton from a semileptonic decay or
charge of a kaon from the chainb→c→s.

For the Lepton category we use both electrons an
muons, which are required to pass theVeryTight and
Tight selection, respectively~see Tables I and II!. A mini-

TABLE VIII. Sample composition in data as determined fro
fits to the cosuB2D* l distributions. The fractions have been com
puted without requiring tagging information. The dominant erro
are systematic except forf cc̄ , which is limited by the statistics.

f comb f off f BB̄ f B1→D* Xl n̄

0.13960.028 0.00860.002 0.03960.018 0.03760.018
3-21
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mum requirement of 1.0~1.1! GeV/c on the electron~muon!
center-of-mass momentum is applied to reduce the conta
nation from softer, opposite-sign leptons coming from c
cade semileptonic decays of charm mesons. The cente
mass momentum spectra for electrons and muons
compared to simulation in Fig. 10 for theBflav sample, after
background subtraction based on themES sideband events. In
each event, the electron or muon with the greatest cente
mass momentum is used for flavor tagging; for the tiny fr
tion of events with both an electron and muon, the electro
used due to its smaller misidentification rate.

The kaon content of the event is evaluated by taking
sum of the charges of all kaons identified with a neural n
work algorithm~K subnet described below in Sec. IV B!. The
kaon identification algorithm has been set to maximize
effective tagging efficiencyQ. There are 0.8 charged kaon
per B decay, and roughly 15% of these have the wrong s
~e.g.K2 from B0, rather than the expectedK1!. Wrong-sign
kaons occur primarily inB decays to a charmed-anticharm
pair of mesons. The momentum distributions are quite si
lar for right- and wrong-sign kaons; we find no kinema
quantity that usefully distinguishes between them. T
center-of-mass momentum spectrum for charged kaons
the distribution of charged kaon multiplicity are shown
Fig. 11 for theBflav sample.

FIG. 10. Center-of-mass momentum distribution for~a! elec-
trons and~b! muons. Data from theBflav sample, after background
subtraction based on themES sideband, are shown as points. T
open histogram shows primary leptons, the cross-hatched histo
cascade leptons, and the diagonally-hatched histogram fake lep
all from simulation. The simulation is normalized, with a residu
overall systematic error of 5%, to the total number ofB0 decays in
data after background subtraction, not to the number of obse
leptons. The vertical lines at 1.0 GeV/c for electrons and 1.1 GeV/c
for muons indicate the requirement on center-of-mass momen
for the lepton category.
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An event with an identified high-momentum lepton is a
signed to the Lepton category unless the sum of the cha
of any kaons present has the opposite sign. Next, events
assigned to the Kaon category if the sum of the kaon cha
is nonzero. The charge of the lepton or sum of kaon char
is used to assign the flavor of theBtag. All remaining events,
approximately 55% of the total including those with inco
sistent lepton and kaon charge~0.5% of all events in simu-
lation! and those with two oppositely-charged kaons~4.6%
of all events in simulation!, are passed to the neural-networ
based categories.

B. Neural-network tags

Besides identified high-momentum leptons and char
kaons, there are other features that can be used to deter
the flavor of theBtag, although not as easily or cleanly dis
tinguishing. These include soft pions fromD* decays, high-
momentum primary leptons that are not selected by the e
tron or muon identification algorithms, lower-momentu
primary leptons, and charged kaons that are not selecte
the kaon identification algorithm. These sources are co
bined with a multivariate method; we use a sequence of n
ral networks to flavor-tag those events not assigned to
Lepton or Kaon categories.

Three different track-based neural networks, called ‘‘su
nets,’’ are trained, each with a specific goal. TheL, K, and

am
ns,
l

ed

m

FIG. 11. ~a! Center-of-mass momentum distribution for kao
and ~b! kaon multiplicity per event. Data from theBflav sample,
after background subtraction based on themES sideband, are shown
as points. The histograms are from simulation. In~a!, the diagonally
hatched histogram is from fake kaons, the cross-hatched histog
is from kaons that have the wrong-sign charge, and the open h
gram is from kaons with the right-sign charge, all from simulatio
The simulation is normalized to the total number ofB0 flavor can-
didates after background subtraction, not to the number of obse
kaons.
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SoftPi subnets are sensitive to the presence of prim
leptons, charged kaons and soft pions fromD* decays, re-
spectively. Each subnet is applied to all tracks from theBtag.

The L subnet uses the binary output of the electron a
muon identification algorithms on the input track, the cent
of-mass momentum of the input track, and a pair of kin
matic variables,EW

90 and cosuln , that separate primary lep
tons from cascade leptons and other tracks.

The isolation variable,EW
90, is given by the sum of the

energies of all tracks within 90° of theW direction. TheW
momentum is inferred as the sum of the input track mom
tum and the neutrino momentum, which we take to be
missing momentum in the center-of-mass frame using
charged tracks in theBtag. This variable is effective becaus
in a semileptonic decay the hadrons recoiling against
virtual W would generally go off in the opposite direction.

The other kinematic variable used, cosuln , is the cosine of
the angle between the input track and the neutrino direct
The distributions in theBflav sample and simulation ofEW

90

and cosuln are shown in Figs. 12a and 12b, for all events n
in the Lepton or Kaon category. The corresponding distri
tion of theL subnet output is shown in Fig. 13a.

TheK subnet uses the input track momentum in the la
ratory frame, together with the three relative likelihoo
LK /(Lp1LK) for the SVT, the DCH and the DIRC. Th
SVT and DCH likelihoods are derived fromdE/dx measure-
ments, and the DIRC likelihood is calculated from a glob
fit to the number of photons detected, their positions a
arrival times relative to the corresponding track. The dis
bution of theK subnet output, again for events not in th
Lepton or Kaon category, is shown in Fig. 13b.

The SoftPi subnet uses the center-of-mass moment
of the input track, the cosine of the angle of the input tra
with the thrust axis cosuth , and the center-of-mass mome
tum of the minimum momentum track. The thrust axis
determined from all charged tracks and neutral clusters in
Btag. The direction of anyD* in the decay of theBtag is
approximated by the direction of the thrust axis. Thus s
pions fromD* decays, which are aligned with theD* direc-
tion in the center-of-mass frame, tend to be correlated w
the thrust axis. The distribution of cosuth is shown for low
center-of-mass momentum tracks in Fig. 12c, comparing
Bflav sample with simulation for all events not in the Lepto
or Kaon category. The corresponding distribution of t
SoftPi subnet output is shown in Fig. 13c.

The outputs of the three subnets are among the inputs
final neural network, which is trained to distinguish betwe
B0 andB̄0. The variables used as inputs to the final netwo
include the maximal values of theL and SoftPi subnet
outputs, each multiplied by the charge of the correspond
input track, and the highest and the second-highest value
the K subnet output again multiplied by the charge of t
corresponding input tracks. The two other inputs to the fi
neural network are the center-of-mass momentum of
maximum momentum track multiplied by its charge, and
number of tracks with significant impact parameters. T
latter is an indicator of the presence ofKS

0 mesons. The dis-
03200
y

d
-
-

-
e
ll

e

n.

t
-

-

l
d
-

k

e

ft

h

e

a
n
k

g
of

l
e

e
e

tribution of the center-of-mass momentum for all tracks
shown in Fig. 12d.

The output from the final neural network,xNT , is mapped
onto the interval@21, 1#. The assigned flavor tag isB0 if xNT

is negative, andB̄0 otherwise. Events withuxNTu.0.5 are
assigned to theNT1 tagging category and events with 0
,uxNTu,0.5 to the NT2 tagging category. Events with
uxNTu,0.2, approximately 30% of the total, have very litt
tagging power and are rejected. The distribution ofxNT for
all events not assigned to theLepton or Kaon category is
shown in Fig. 14a.

Most of the separation betweenB0 andB̄0 in theNT1 and
NT2 tagging categories derives from primary leptons that
not identified as electrons or muons and from soft pions fr
D* decays. Simulation studies indicate that roughly 37%
the effective tagging efficiencyQ is due to events with uni-
dentified primary leptons, 28% is due to events with a s
pion, a further 11% from events with a lower momentu
primary lepton, and the remainder from a mixture of t
various inputs. This classification is shown for theNT1 and
NT2 categories in Fig. 14b for a simulation ofB0 decays.
The modest disagreements between Monte Carlo simula
and data that are evident in the distributions of the sub
output variables shown in Fig. 13 lead to a difference in
predicted value ofQ5(3.060.1)% and (1.460.1)% for
NT1 and NT2 categories in simulation versus (2.560.4)%
and (1.260.3)% as measured in data.

FIG. 12. Inputs to the subnets:~a! EW
90, ~b! cosuln , ~c! cosuth for

low center-of-mass momentum tracks (p* ,0.18 GeV/c), and ~d!
the center-of-mass momentum for all tracks. The points are d
from theBflav sample after background subtraction based on themES

sideband, and the histogram is simulation. For cosuth the diagonally
hatched histogram shows the contribution from softp coming from
D* decays, and for the other distributions shows the compon
from primary leptons. The simulation is normalized to the to
number ofB0 flavor candidates after the background subtraction
3-23
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V. TIME DIFFERENCE MEASUREMENT

The difference betweenB decay times,Dt5t rec2t tag, is
determined from the measured separationDz between the
vertex of the reconstructedB meson (Brec) and the vertex of
the flavor-taggingB meson (Btag) along thez axis. TheDz
resolution is dominated by thez position resolution for the
Btag vertex.

A. Dz reconstruction

In the reconstruction of theBrec vertex, we use all charge
daughter tracks. Daughter tracks fromKS

0 andD candidates
are first fit to a separate vertex and the resulting parent
mentum and position are used in the fit to theBrec vertex.
Mass constraints, which include neutral daughters, are u
for D candidates but not forD* 2, J/c and c(2S) candi-
dates. The rms resolution inz for the Brec vertex in Monte
Carlo simulation is about 65mm for more than 99% of theB
candidates, and 40mm for about 80% of the candidates. A
described in Sec. V E, the resolution is about 5% worse
data than in Monte Carlo simulation.

The vertex for theBtag decay is constructed from a
tracks in the event except the daughters ofBrec. For fully
reconstructed modes, an additional constraint is provided
the calculatedBtag production point and three-momentum
with its associated error matrix. This is determined from

FIG. 13. Output of the subnets for events not assigned to
Lepton or Kaon categories:~a! L subnet,~b! K subnet, and~c!
SoftPi subnet. The points are data from theBflav sample after
background subtraction based on themES sideband, and the histo
gram is simulation. For each distribution, the filled portion of t

histogram shows the component with aB0 ~singly hatched! or B̄0

~cross-hatched! tag from the full neural network algorithm tha
arises from true primary leptons, kaons, or soft pions respectiv
Note that the latter has the opposite charge correlation with theB0

tag. The simulation is normalized to the total number ofB0 flavor
candidates after background subtraction.
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knowledge of the three momentum of the fully reconstruc
Brec candidate, its decay vertex and error matrix, and fr
the knowledge of the average position of the interact
point and theY(4S) average boost~see Fig. 15!. The aver-
age beam spot position and the angle of the beam in
detector are updated once per run, while the beam ene
are recorded more frequently for any change above 0
MeV. TheseBtag parameters are used as input to a geome
cal fit to a single vertex, including all other tracks in th
event except those used to reconstructBrec. In order to re-
duce bias and tails due to long-lived particles,KS

0 and L0

candidates are used as input to the fit in place of their dau
ters. In addition, tracks consistent with photon conversio
(g→e1e2) are excluded. To reduce contributions fro
charm decay products, which bias the determination of
vertex position, the track with the largest vertexx2 contribu-
tion greater than 6 is removed and the fit is redone until
track fails thex2 requirement. In Monte Carlo simulation
the rms of the core and tail Gaussian components of

e

ly.

FIG. 14. ~a! Output of the final neural network forBflav events
that are not assigned to theLepton or Kaon category, where the
points are from theBflav data after a background subtraction and t
histogram is simulation;~b! neural network output from simulation
of singleB0 decays with no time evolution, again for events not
the Lepton or Kaon category. The breakdown from bottom to top
events with two kaons or a kaon and lepton (KK1KL), events with
a soft pion ~soft p!, events with a high momentum unidentifie
lepton ~HPUL!, events with a lower momentum lepton~LPL!, and
all remaining events. The outermost bins correspond to the cate
NT1 and the next toNT2. Entries forxNT.0.0 represent correc
tags, while those forxNT,0 are mistags in each of the categorie
The center bin contains events for which no tag is assigned.
3-24
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STUDY OF TIME-DEPENDENTCP-VIOLATING . . . PHYSICAL REVIEW D 66, 032003 ~2002!
residualDz distribution~measuredDz minus trueDz! is 190
mm. We fit this residual distribution to the sum of thre
Gaussian distributions and find that the rms of the narrow
Gaussian, which contains 70% of the area, is about 100mm.
Only 1% of the area is in the widest Gaussian.

The absolute scale of the measurement ofDz depends on
the assumed positions of the silicon wafers in the SVT. Th
positions are determined from a combination of survey m
surements made before the SVT was installed and meas
ments of the positions of individual SVT modules, each co
taining several silicon wafers, made with high-momentu
charged particles that traverse the SVT. We check the a
lute scale comparing the known positions of distinct m
chanical features at each end of the beampipe~about 18 cm
apart! with the apparent position measured with charg
tracks in the SVT. The locations of these mechanical featu
are measured from the positions of track vertices at lea
cm from the interaction point that contain a well-identifie
proton, which are mainly due toe6-nucleon interactions in
material. The measured distance inz between these mechan
cal features is in agreement with the known distance t
precision of 0.2%. We conservatively enlarge this to 0.4%
account for any additional uncertainty in extrapolating to
interaction point.

B. Dt measurement

By far the dominant limitation on the accuracy wi
which Dt is determined from the measured decay length
ferenceDz is the experimental resolution on theDz mea-
surement. The next most significant limitation is theB meson
momentum of about 340 MeV/c in the Y(4S) rest frame.
We partially correct for this effect, as described below. T
impact on theDt measurement of the spread in the two be
energies, which results in a distribution ofY(4S) momenta
with a Gaussian width of about 6 MeV/c, is negligible. Fi-
nally, we correct for the 20 mrad angle between theY(4S)
boost direction~the z axis in the following discussion! and

FIG. 15. Schematic view of the geometry in theyz plane for a

Y(4S)→BB̄ decay. For fully reconstructed decay modes, the l
of flight of theBtag can be estimated from the~reverse! momentum
vector and the vertex position ofBrec, and from the beam spo
position in thexy plane and theY(4S) average boost. Note that th
scale in they direction is substantially magnified compared to th
in the z direction.
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the axis of symmetry of the detector, along which we me
sure the separation between vertices.

Neglecting theB momentum in theY(4S) frame, we can
write

Dz5bgcDt, ~21!

wherebg is the Y(4S) boost factor. The average value fo
the boost factor isbg50.55. The boost factor is calculate
directly from the beam energies, which are monitored ev
5 seconds, and has an uncertainty of 0.1%.

In the case of a fully reconstructedBrec, we measure with
good precision the momentum direction of the reconstruc
candidate, which can be used to correct for theB momentum
in theY(4S) frame. However, the correction depends on t
sum of the decay times,t rec1t tag, which can only be deter-
mined with very poor resolution. We use the estimatet rec
1t tag5tB1uDtu to correct for the measuredBrec momentum
direction and extractDt from the following expression:

Dz5bgg rec* cDt1gb rec* g rec* cosu rec* c~tB1uDtu!, ~22!

whereu rec* , b rec* , andg rec* are the polar angle with respect t
the beam direction, the velocity, and the boost factor of
Brec in the Y(4S) frame. The difference betweenDt calcu-
lated with Eq.~21! and Eq.~22! is very small becauseg rec*
51.002 andb rec* 50.064. The event-by-event difference
Dt calculated with the two methods has an rms of 0.20
Equation~22! improves theDt resolution by about 5%. In
addition, it removes a correlation between the resolution
Dt and the true value ofDt. This correlation is due to the
fact that the rms of the second term in Eq.~22! depends on
the expectation value of (t rec1t tag)

2, which in turn depends
on uDtu. Equation~22! is used for allB decays to hadronic
final states, while Eq.~21! is used for semileptonic mode
since theB direction cannot be measured for these decay

C. Vertex quality requirements

A number of requirements are made in order to ensur
well-determined vertex separation. The fit for both theBrec
andBtag vertex must converge. Also, the error onDt deter-
mined from the vertex fit must be less than 2.4 ps anduDtu
must be less than 20 ps. The efficiency for passing th
requirements in data and Monte Carlo simulation is ab
97% for all Brec modes. From the Monte Carlo simulatio
we find that the reconstruction efficiency does not depend
the true value ofDt.

TheBrec sample is used both to extract theB0-B̄0 mixing
frequency and to measure the mistag probabilities for
analysis of time-dependentCP-violating asymmetries. While
theCP measurement is statistically limited, the mixing me
surement has a statistical precision of a few percent. Th
fore, in order to reduce systematic uncertainties in the m
ing measurement, more restrictive vertex criteria are impo
for theBrec sample used for the mixing measurement than
theCP andBrec samples used for theCP measurement. How-
ever, as described in Sec. VIII C 5, the more restrictive cr
ria are also used as a cross-check in theCP measurement. In
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B. AUBERT et al. PHYSICAL REVIEW D 66, 032003 ~2002!
order to reduce further the contributions from charm de
products in the mixing analysis, a track is not used in
reconstruction of theBtag vertex if it is identified as a kaon
according to the kaon identification algorithm used for ta
ging ~see Sec. IV A!. The maximum allowed error onDt
determined from the vertex fit is decreased from 2.4 ps
the samples used for theCP measurement to 1.4 ps for th
sample used for the mixing measurement. The efficienc
pass these two additional criteria is about 87% in data.
figures in this section are obtained with the vertex selec
criteria applied in theCP analysis.

D. Dt resolution function

The Dt resolution function is represented in terms ofd t
5Dt2Dt true by a sum of three Gaussian distributions~called
the core, tail and outlier components! with different means
and widths:

R~d t ;â!5 (
k51

2
f k

SksDtA2p
expS 2

~d t2bksDt!
2

2~SksDt!
2 D

1
f 3

s3A2p
expS 2

d t
2

2s3
2D . ~23!

For the core and tail Gaussians, we use the measure
errorsDt derived from the vertex fit for each event but allo
two separate scale factorsS1 and S2 to accommodate an
overall underestimate (Sk.1) or overestimate (Sk,1) of
the errors for all events. Figure 16a illustrates the correla
between the rms ofd t and sDt in Monte Carlo simulation.
The core and tail Gaussian distributions are allowed to h
a nonzero mean to account for residual charm decay prod
included in theBtag vertex. In the resolution function, thes
mean offsets are scaled by the event-by-event measure
error sDt to account for an observed correlation shown
Fig. 16b between the mean of thed t distribution and the
measurement errorsDt in Monte Carlo simulation. This cor
relation is due to the fact that, inB decays, the vertex erro
ellipse for theD decay products is oriented with its majo
axis along theD flight direction, leading to a correlation
between theD flight direction and the calculated uncertain
on the vertex position inz for theBtag candidate. In addition
the flight length of theD in thez direction is correlated with
its flight direction. Therefore, the bias in the measuredBtag
position due to inclusion ofD decay products is correlate
with the D flight direction. Taking into account these tw
correlations, we conclude thatD mesons that have a fligh
direction perpendicular to thez axis in the laboratory frame
will have the bestz resolution and will introduce the leas
bias in a measurement of thez position of theBtag vertex,
while D mesons that travel forward in the laboratory w
have poorerz resolution and will introduce a larger bias
the measurement of theBtag vertex.

Monte Carlo simulations confirm the expectation that
resolution function is less biased for events with a prim
lepton tag than those with a kaon tag. Therefore, the mea
the core Gaussian is allowed to be different for each tagg
category. One common mean is used for the tail compon
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The third Gaussian has a fixed width of 8 ps and no offse
accounts for the fewer than 1% of events with incorrec
reconstructed vertices. The resolution parameters extra
from the full likelihood fits to theDt distributions are shown
in Table XIII for the mixing analysis and in Table XVI fo
the CP analysis.

Since theBtag vertex precision dominates theDt resolu-
tion, no significant differences between theDt resolution
function for the flavor-eigenstate sample and theCP-
eigenstate sample are expected. Hence, identical resolu
functions are used for all modes. This assumption is s
ported by Monte Carlo simulation and addressed in
evaluation of systematic errors. Figure 17 shows the dis
bution of the uncertainties onDt (sDt) from the fit toDz for
the flavor-eigenstate sample, and the combinedhCP

521@J/cKS
0,c(2S)KS

0,xc1KS
0# and J/cK* 0 samples. Also

shown is a comparison between data and Monte Carlo
diction for the two samples, since Monte Carlo simulation
used to evaluate the systematic error contribution. T
flavor-eigenstate andCP-eigenstate distributions need not b
the same under our assumption of a common resolution fu
tion, since the topologies and multiplicities of theBrec decays
are different. The agreement between the data and Mo
Carlo simulation is satisfactory, particularly given the stat
tical uncertainties for theCP sample.

E. Checks and control samples

Two of the fundamental assumptions in this analysis
that the Dt resolution function for the sample of flavor
eigenstate modes is the same as that forCP events, and that

FIG. 16. Correlation between the event-by-event error onDt
(sDt) and ~a! the observed rms and~b! offset of the mean ford t

5Dt2Dt true from Monte Carlo simulation.
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STUDY OF TIME-DEPENDENTCP-VIOLATING . . . PHYSICAL REVIEW D 66, 032003 ~2002!
the event-by-event vertex errors provide a good measur
the relative uncertainty on theDz measurement from even
to event. In this section, we describe several studies that h
been done to validate these assumptions. We compare
ous distributions for theCP and flavor-eigenstate samples,
both data and Monte Carlo simulation. We take advantag
the small vertical size of the beam to measure the resolu
for theBrec and theBtag vertices in the vertical direction. We
also study the vertex resolution for a sample ofD* 1 candi-
dates fromcc̄ events and for continuum events in data a
Monte Carlo simulation.

1. Comparison of flavor-eigenstate and CP samples

In Fig. 18, we compare various properties of the flav
eigenstate sample with the combinedhCP521 andJ/cK* 0

samples. These include thex2 probability for the vertex fits,
the number of tracks used in theBtag vertex, and the momen
tum in theY(4S) rest frame and polar angle in the labor
tory frame of tracks used in theBtag vertex. Good agreemen
in all variables is observed between the two data sample

A similar comparison of the momentum and polar-an
distribution of tracks in data and Monte Carlo simulati
also shows good agreement. However, there are modes
crepancies for thex2 probability for the vertex fits and the
number of tracks used in theBtag vertex. The agreemen
improves when we include residual misalignments betw

FIG. 17. Distribution of event-by-event uncertainties onDt
(sDt) for ~a! the sample of neutralB decays to flavor eigenstate
other than J/cK* 0(K1p2) and ~b! the combinedhCP521
@J/cKS

0,c(2S)KS
0,xc1KS

0# and J/cK* 0 samples. The histogram
corresponds to Monte Carlo simulation and the points with e
bars to data. All distributions have been background-subtracted
events from themES sideband. The Monte Carlo distribution ha
been normalized to the same area as the data distribution.
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the SVT silicon modules in the Monte Carlo simulation. Sy
tematic uncertainties due to residual SVT misalignments
data are discussed in Secs. VII B 1 and VIII B.

As expected, there are no significant differences obser
in comparisons between theCP modes used in the sin 2b
analysis. However, comparisons between theCP and flavor-
eigenstate samples, in data as well as in the Monte C
simulation, show that theCP events have a slightly betterDz
resolution. For example, in Monte Carlo simulation the m
probable value forsDt is about 0.017 ps~3%! worse for the
Bflav sample, as can be seen by comparing the distribution
Figs. 17a and 17b. This is due to the fact that theBCP vertex
is better determined because tracks in the lower-multiplic
CP final states generally have higher momentum. We
count for this effect in the likelihood fit by using the calcu
lated event-by-event errors, as described in Sec. V D. Ind
for Monte Carlo simulation, the pull distributions forDt ~de-
fined as the difference between the fitted and generated v
divided by the calculated error! are nearly Gaussian with un
width for both theBCP andBflav samples. Any residual effec
due to differences in the observed scale factors in dat
included as a systematic uncertainty~see Sec. VIII B! and
found to be negligible.

2. Vertex resolution in vertical direction

Since the size of the PEP-II beam is only about 10mm in
the vertical~y! direction, the measured distanceDy between
theBrec or Btag vertex and the nominal beam spot position
the y direction can be used to compare the resolution for
CP and flavor-eigenstate samples, and to evaluate the a
racy of the event-by-event errorss(Dy). The average beam
spoty position is determined with a precision of better than
few microns with two-track events for each data run~ap-
proximately one hour of recorded data!. There is a non-
negligible contribution toDy of '25 mm ~rms! due to theB
lifetime and the transverse momentum of theB.

The distance iny between theBtag vertex and the beam
spot is used to measure theBtag vertex resolution and bias in
y. In Fig. 19, we show the distribution ofDy/s(Dy) for the
Btag vertex for the flavor-eigenstate andCP samples, in data
and Monte Carlo simulation. The rms of theDy/s(Dy) dis-
tribution is 1.3 and 1.4 for Monte Carlo simulation and da
respectively. No statistically significant biases are observ

Similar results are obtained for theBrec vertex resolution.
In addition, good agreement in the resolution on they posi-
tion is observed between the flavor-eigenstate sample and
CP sample. The resolution is about 5% worse in data than
Monte Carlo simulation.

3. Vertex resolution in continuum events

Two samples have been used to cross-check the reliab
of the resolution function extracted from the likelihood fit
well as the discrepancies between data and Monte C
simulation: a sample of 109000D* 1 candidates fromcc̄
events and a sample of off-resonance data.

For the first sample, we reconstruct high-momentumD* 1

candidates in the modeD* 1→D0p1, followed by D0

→K2p1, K2p1p0, or K2p1p2p1, and then use the re

r
th
3-27
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FIG. 18. Distributions of~a! x2 probability of theBtag vertex fit,~b! number of charged tracks andV0 candidates used in theBtag vertex,
~c! momentum in the center-of-mass frame, and~d! polar angle in the laboratory frame for tracks in theBtag vertex, for the flavor-eigenstate
~histograms! and the combinedhCP521 andJ/cK* 0 ~points with errors bars! data samples. All distributions have been backgrou
subtracted with events from themES sideband. The flavor-eigenstate distributions have been normalized to the same area as the dist
from the combinedhCP521 andJ/cK* 0 samples.
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mainder of the charged tracks in the event~fragmentation
particles and recoil charm decay products! to determine a
vertex position with the standardBtag vertex algorithm. Since
position information for theD* 1 vertex is poor, due to scat
tering of the slow pion, and theD* 1 decay point coincides
with the e1e2 interaction point, a beam-spot constraint
used for theD* 1. In Fig. 20, we show the distribution of th
distance along thez axis between theD* 1 vertex and the
vertex formed from the rest of the tracks in the eventDz, as
well as Dz divided by the event-by-event error onDz, for
both data and Monte Carlo simulation.

In Monte Carlo simulation, the resolution onz for the
D* 1 candidate is'90 mm, very similar to that forBrec ver-
tices. However, the momentum spectrum of fragmenta
tracks incc̄ events is softer than that for tracks fromB de-
cays, whileD mesons are more energetic in theD* 1 control
sample than inB decays. Therefore, a slightly more asym
metric resolution function is expected for theD* 1 control
sample compared to that forB events, as shown in Fig. 20a
Comparison of distributions of several sensitive variab
~such as the number of tracks used in the vertex, and
momentum and polar angle of the tracks! shows small dif-
ferences betweenD* 1 andB events.

The rms of the distance between theD* 1 vertex and the
vertex formed from the rest of the tracks in the events
about 220mm in the Monte Carlo simulation. Fitting thi
03200
n

s
he

s

distribution to the sum of three Gaussians, we find a reso
tion of about 140mm for 97% of the events, compared t
150mm for 99% of theB0B̄0 events. Only small difference
are observed in the distribution ofDz/s(Dz), as illustrated
in Fig. 20b. Therefore, the sample can be used to confirm
resolution and scale factors extracted from the likelihood
as well as to compare how well the Monte Carlo simulati
reproduces the data.

The distributions are fit to the sum of three Gaussian d
tributions with different widths and means. The width of th
third Gaussian is fixed to 2.0 mm. From the fit results,
come to the following conclusions:

~1! The event-by-event errors onDz are underestimated b
about 10% in data~Fig. 20b!.

~2! The bias in the resolution function due to charm dec
products that is observed in data is well reproduced
the Monte Carlo simulation as shown in Figs. 20a a
20b.

~3! The resolution measured in the data is about 5% wo
than that predicted by the Monte Carlo simulation~Fig.
20a!.

These results will be compared with those obtained from
likelihood fit to theB events, described in Sec. VIII A.
3-28
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The second control sample is obtained from off-resona
data alone. Charged tracks from these continuum events
randomly split into two sets, and the vertex of each se
found with the same algorithm used to determine theBtag
vertex. In this case theBtag vertex reconstruction strategy
applied to both vertices in the event, so that this sam
provides an unbiased estimation of the resolution, suita
for comparisons between data and Monte Carlo simulat
Results from this study are compatible with those repor
above.

F. Comparison of 1999–2000 and 2001 performance

The internal alignment of the SVT has improved sign
cantly for the reconstruction of the 2001 data set~run 2!
compared to 1999–2000~run 1!. Therefore, we expect bette
resolution and event-by-event errors onDt for run 2, which
requires the use of separate resolution functions for the
data sets.

FIG. 19. Distributions of the measured distance in the vert
direction Dy between theBtag vertex and the beam spot positio
divided by the event-by-event error on the measured dista
s(Dy) for each event:~a! Monte Carlo simulation~histogram! and
data ~points with error bars! for the flavor-eigenstate sample;~b!
flavor-eigenstate~histogram!, and hCP521 and J/cK* 0 ~points
with error bars! samples in data. All distributions have bee
background-subtracted with events from themES sideband. In~a!,
the data distribution has been normalized to the same area a
Monte Carlo simulation distribution; in~b! the combinedhCP

521 and J/cK* 0 data distribution has been normalized to t
same area as the flavor-eigenstate distribution.
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FIG. 20. ~a! Dz and ~b! Dz/s(Dz) distributions for theD* 1

control sample in data~points with error bars! and Monte Carlo
simulation ~solid histogram!. For comparison, the difference be
tween the measuredDz and trueDz for hCP521 and J/cK* 0

events in Monte Carlo simulation is also shown~dashed histogram!.
All distributions are normalized to unit area.

FIG. 21. Comparison of the distributions of~a! Dz and ~b!
Dz/s(Dz) for theD* 1 control sample described in Sec. V E 3, fo
run 1 ~points! and run 2~histogram! data. All distributions are nor-
malized to unit area.
3-29
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The differences in resolution and event-by-event err
for run 1 and run 2 are illustrated in Fig. 21, where a co
parison of the distributions forDz and Dz/s(Dz) in the
D* 1 control sample described in Sec. V E 3 is shown. Fr
the separate analysis of the two data sets, we conclude
following:

~1! The event-by-event errors onDz are underestimated b
15% ~5%! for the run 1~run 2! data set~Fig. 21b!.

~2! There is no statistically significant difference in the bi
between the two data sets.

~3! The resolution for the run 1 data set is about 15% wo
than that for run 2~Fig. 21a!.

The improved quality of the event-by-event errors in r
2 is also illustrated in Fig. 22, where we compare the dis
butions of x2 probability for the Btag vertex fit with the
flavor-eigenstate data sample selected from the two diffe
data periods.

VI. LIKELIHOOD FIT METHOD

The value of sin 2b is extracted from the taggedBCP
sample with an unbinned maximum-likelihood techniq
based on lnLCP and the probability density functionsF6 of
Eq. ~11!. However, the dilutionsDi andDz resolution param-
etersâi are also needed for the measurement. Assuming
mistag rates and vertex resolutions do not depend on
particular channel used to reconstruct theB meson, these
parameters are best determined with the much larger mi
sample, since they also appear inLmix . In order to properly
incorporate the correlations between these parameters
sin 2b, the fit is performed by simultaneously maximizin
the sum

ln LCP1 ln Lmix ~24!

for the combined taggedBflav andBCP samples. The value
of B0 lifetime andDmd are kept fixed in extracting sin 2b.

The value of Dmd is obtained with an unbinned
maximum-likelihood fit to the taggedBflav sample alone,
where the log-likelihood lnLmix is maximized while keeping
the B0 lifetime fixed.

A. Mistag asymmetries

The probabilities of mistagging aB0 or B̄0 meson are
expected to be very nearly, but not exactly, equal. For
ample, the response of the detector to positive pions
kaons differs from its response to negative pions and ka
due to differences in total and charge-exchange cross
tions. To account for any possible mistag differences,
introduce separate mistag probabilitiesw for B0 andw̄ for B̄0

with the conventions

^w&5 1
2 ~w1w̄!; Dw5~w2w̄!

D5122w; D̄5122w̄

^D&5 1
2 ~D1D̄!; DD5~D2D̄!.
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The time distributions for the mixing andCP samples will
thus depend on whether the tag was identified as aB0 or a
B̄0, resulting in modifications to the expressions for mixin
time development@Eq. ~4!#

h6,tag5B0}@~11 1
2 DD!6^D&cosDmdDt#

~25!
h6,tag5B̄0}@~12 1

2 DD!6^D&cosDmdDt#,

where the6 in the index refers to mixed~2! and unmixed
~1! events as before, and forCP violation time development
@Eq. ~8!#

f 6}@~16 1
2 DD!7^D&hCP sin 2b sinDmdDt#, ~26!

where the6 in the index refers to events whereBtag is a
B0 ~1! and B̄0 ~2! and we have takenulu51.

B. Background modeling

In the presence of backgrounds, the probability distrib
tion functionsH6 of Eq. ~5! and F6 of Eq. ~11! must be
extended to include a term for each significant backgrou
source. The backgrounds for the flavor eigenstates andhCP
521 modes are quite small and are mostly combinatoric
nature. However, for theB0→J/cKL

0 and B0→J/cK* 0

channels the backgrounds are substantial and origi
mainly from otherB→J/cX modes that have, to a very goo
approximation, the same flavor tagging andDt resolution
properties as the signal. The background properties of
flavor eigenstates,hCP521 modes, and the non-J/c back-
ground in theB0→J/cKL

0 channel are determined empir
cally from sideband events in the data.

1. Background formulation for flavor eigenstates
and hCPÄÀ1 modes

The background parametrizations are allowed to differ
each tagging category. Each event belongs to a partic
tagging categoryi. In addition, the event is classified as e

FIG. 22. Comparison of thex2 probability distributions of the
Btag vertex fit for the flavor-eigenstate data samples in run 1 and
2. The distributions have been background-subtracted with ev
from the mES sideband. The area of each distribution equals
total number of events in the corresponding sample.
3-30
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ther mixed~2! or unmixed~1! for a flavor eigenstate or by
whetherBtag was aB0 ~1! or a B̄0 ~2! for a CP eigenstate.
Thus background distributionsj must be specified for eac
possibility (1/2,i ), so that the full likelihood function be
comes

H6,i5 f i ,sig
flav H6~Dt;G,Dmd ,wi ,âi !

1 f i ,peak
flav B6,i ,peak

flav ~Dt;âi !

1 (
j 5bkgd

f i , j
flavB6,i , j

flav ~Dt;b̂i ! ~27!

for flavor eigenstates, and

F6,i5 f i ,sig
CP F6~Dt;G,Dmd ,wi ,sin 2b,âi !

1 f i ,peak
CP B6,i ,peak

CP ~Dt;âi !

1 (
j 5bkgd

f i , j
CPB6,i , j

CP ~Dt;b̂i ! ~28!

for CP eigenstates.
The fraction of background events for each source

tagging category is a function ofmES and is given byf i , j .
The peaking and combinatorial background PDFs,B6,i ,peak
andB6,i , j , provide an empirical description of theDt distri-
bution of the background events in the sample, includin
resolution function parametrized byâi and b̂i , respectively.
These distributions are normalized such that, for eachi andj,

E
2`

`

~B1,i , j1B2,i , j !dDt51. ~29!

The probability that aB0 candidate is a signal or a back
ground event is determined from a separate fit to the
served mES distributions of Bflav or BCP candidates with
hCP521. We describe themES shape with a single Gaussia
distributionS(mES) for the signal and an ARGUS parametr
zationA(mES) for the background@Eq. ~17!#. Based on this
fit, the event-by-event signal and background probabilit
that appear as the relative weights for the various signal
background terms in Eqs.~27! and ~28! are given by

f i ,sig~mES!5
~12dpeak!S~mES!

S~mES!1A~mES!

f i ,peak~mES!5
dpeakS~mES!

S~mES!1A~mES!
~30!

(
j 5bkgd

f i , j~mES!5
A~mES!

S~mES!1A~mES!
.

The fractiondpeak of the signal Gaussian distribution that
due to peaking backgrounds is determined from Monte C
simulation.

Backgrounds arise from many different sources. Rat
than attempting to determine the various physics contri
tions we use an empirical description in the likelihood
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allowing for background components with various time d
pendencies. For theBflav sample, the background time distr
butions considered, each with its own effective dilution fa
tor Di and either a common resolution functionR(d t ;b̂i) or
the signal resolution functionR(d t5Dt2Dt true;âi), are

B6,i ,1
flav 5 1

2 ~16Di ,1
flav!d~Dt true! ^ R~d t ;b̂i !,

B6,i ,2
flav 5 1

4 G i ,2
flav~16Di ,2

flav!

3e2G i ,2
flavuDt trueu ^ R~d t ;b̂i !,

~31!

B6,i ,3
flav 5 1

4 G i ,3
flav~16Di ,3

flav cosDmi ,3Dt true!

3e2G i ,3
flavuDt trueu ^ R~d t ;b̂i !,

B6,i ,peak
flav 5 1

4 G i ,peak~16Di ,peak
flav cosDmi ,peakDt true!

3e2G i ,peak
flav uDt trueu ^ R~d t ;âi !,

corresponding to prompt, nonprompt, and mixing bac
ground components, as well as a peaking contribution.
thehCP521 sample, the possible background contributio
are

B6,i ,1
CP 5 1

4 d~Dt true! ^ R~d t ;b̂i !,

B6,i ,2
CP 5 1

4 G i ,2~16Di ,2
CP sinDmdDt true!

3e2G i ,2
CPuDt trueu ^ R~d t ;b̂i !, ~32!

B6,i ,peak
CP 5 1

4 G i ,peak~16Di ,peak
CP sinDmdDt true!

3e2Gpeak
CP uDt trueu ^ R~d t ;âi !,

corresponding to prompt andCP background components, a
well as a peaking contribution.

The likelihood fit includes as free parameters the relat
fractions of prompt versus nonprompt background, as wel
apparent lifetimes, mixing frequencies and dilutions, a
common effective resolution parametersb̂i that best describe
the events with high weights for being background in t
Bflav andBCP samples. Roughly,udscontinuum, short-lived
charm continuum, and short-livedBB̄ backgrounds fall into
the prompt category, while some fraction of long-live
charm andBB̄ are treated as nonprompt. The standard ver
algorithms are of course applied to all candidates in theBflav
andBCP samples. Thus, theBrec vertex fit must converge and
the usual procedure is applied to obtain a self-consistent
tex for the remaining tracks on the tag side of the eve
irrespective of whether the candidate event is eventu
classified as signal or background. To maintain a para
treatment with the signal PDF, an effective resolution fun
tion R(d t ;b̂i) is used to scale the result of the calculat
uncertainty onDz for background events. The actual choi
of background parameters is described in Sec. VI D bel
along with additional assumptions.
3-31
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2. Background formulation for B0\JÕcKL
0

The higher background level in theB0→J/cKL
0 channel

requires a more extensive treatment of its properties. As
cussed in Sec. III D, the data are used to determine the
tive fraction of signal, background fromB→J/cX events,
and events with a misreconstructedJ/c→ l l candidate.
Along with a Monte Carlo simulation of the channels th
contribute to theB→J/cX background, this information is
used to formulate the PDF model. In addition, some of
J/cX background modes, such asB0→J/cK* 0 and B0

→J/cKS
0, have a nonzeroCP asymmetry (hCP), as given

in Table VI. The value of the asymmetry inB0

→J/cK* 0(KL
0p0) is taken from the measurement ofR'

50.16060.03260.014 in Ref.@13#. The probability density
functionsF6 of Eq. ~11! are modified to include contribu
tions for each of theB→J/cX channelsa specified in Table
VI and the non-J/c background component. The comple
PDF is given by

F6,i5 f i ,k,sig~DE!F6~Dt;G,Dmd ,wi ,sin 2b,âi !

1 (
a5J/cX

f i ,k,a~DE!

3F6~Dt;G,Dmd ,hCP,a ,wi ,sin 2b,âi !

1 f i ,k,non2J/c~DE!B6
KL~Dt;b̂!. ~33!

Each event is classified according to its flavor tagging c
egory ~i!, flavor tag value~6!, and theKL

0 reconstruction
category~k!, which is either EMC or IFR. The signal fractio
f i ,k,sig and background fractionsf i ,k,a and f i ,k,non-J/c are de-
termined as a function ofDE and are the same for all taggin
categories. The shape of the signal and backgroundDE func-
tions are determined either from data~non-J/c contribution!
or from Monte Carlo samples~signal andJ/cX background!.
The normalizations*210 MeV

10 MeV f d(DE) are determined from
Tables VI and VII so that

E
210 MeV

10 MeV F f i ,k,sig~DE!1 f i ,k,non-J/c~DE!

1 (
J/cX

f i ,k,a~DE!Gd~DE!51. ~34!

The non-J/c background PDF is given by

B6
KL5Ft50B6,i ,1

CP 1~12Ft50!B6,i ,2
CP ~35!

where the dilutionsDi ,2
CP50 and the prompt fractionFt50 ,

effective decay widthG i ,2 , andDt resolutions parametersb̂
are fixed to values obtained from an external fit to them( l l )
sideband events as given in Table IX. The resolution funct
R(Dt;b̂) is defined in Eq.~23! with f 350.005 and with core
biasd1 equal for all tagging categories.

The J/cKL
0 sample has significant background, primar

from otherJ/c modes. The Monte Carlo simulation is use
to check the flavor tagging efficiency of the inclusiveJ/c
background relative to the signal for theKL

0 mode. The in-
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clusiveJ/c background fraction in the simulation is consi
tent across the flavor tagging categories to within a f
percent. The flavor tagging efficiency for the fake-J/c back-
ground, determined from theJ/c sideband, is also roughly
consistent with signal. The composition of theJ/cKL

0 sample
is determined from a fit of theDE spectrum before flavor
tagging. We assume the inclusiveJ/c and fake-J/c back-
ground fractions are independent of flavor tag in the nomi
fit and adjust the fractions as a function of tagging catego
based on the Monte Carlo simulation andJ/c sideband, in
order to determine systematic errors.

Some of the decay modes in the inclusiveJ/c back-
ground, such asJ/cK* 0 and J/cKS

0, have an expectedCP
asymmetry. The mistag fractions for allCP modes in the
inclusive J/c background are determined with the Mon
Carlo simulation and found to be consistent with the valu
for the signal. We assume that the signal mistag fracti
apply to theCP modes in the inclusiveJ/c background.

The Dt resolution for theB→J/cX background should
be very similar to the signal resolution. However, ex
tracks associated withB1→J/cX1 decay, such as the
chargedp from theK* 1 decay inB1→J/cK* 1, could bias
the measurement ofDt since they are not associated with th
BCP vertex and therefore can be used in theBtag vertex. In
the Monte Carlo simulation, we find that extra tracks in t
B→J/cX decay modes have a negligible effect on t
Dtresolution. Therefore, we assume that allB→J/cX back-
ground has the same resolution as the signal.

TheDt resolution of the non-J/c background is measure
with the J/c sideband sample. The non-J/c Dt resolution
parameters are varied by their statistical uncertainties to
timate the systematic uncertainty.

3. Background formulation for B0\JÕcK* 0
„KS

0p0
…

Monte Carlo simulation is used to construct the prob
bility density function for theB0→J/cK* 0(KS

0p0) chan-
nel. As shown in Table V, the background for th
channel is due to trueB→J/cX decays. Thus, we
assume that the background has the same resolu
function and tagging performance as the signal. The pr
ability density functionsF6 of Eq. ~11! are modified to in-
clude contributions for each of theB→J/cX channels
a specified in Table V. The complete PDF is given by

TABLE IX. Parameters of the probability distribution functio
for the non-J/c background contribution in theB0→J/cKL

0 chan-
nel.

Parameter Fit result

Ft50 0.1660.49
G i ,2 @ps21# 1.2560.45

S1 1.1260.26
b1 20.1160.20
S2 3.960.8
b2 21.261.0
f 2 0.2360.14
f 3 0.005~fixed!
3-32
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F6,i5 f sigF6~Dt;G,Dmd ,hCP,signal,wi ,sin 2b,âi !1 (
a5bkgd

f aF6~Dt;G,Dmd ,h f ,a ,wi ,sin 2b,âi !, ~36!

where each event is classified according to its flavor tagging category~i! and flavor tag value~6!. The signal and backgroun
fractions as well ashCP are taken from Table V.

C. Extensions for direct CP search

While the main likelihood fits are performed with the standard model expectation thatulu51, a search for the effects o
directCP violation is also made. Such a measurement is also particularly sensitive to possible differences in the fractioB0

or B̄0 meson that are tagged. Defininge tag andē tag as the tagging efficiencies forB0 andB̄0, ande r andē r as the reconstruction
efficiencies forB0 and B̄0 in the Bflav sample, it is useful to construct

m i5
e tag,i2 ē tag,i

e tag,i1 ē tag,i
, ^e tag& i5

e tag,i1 ē tag,i

2
~37!

n i5
e r ,i2 ē r ,i

e r ,i1 ē r ,i
, ^e r& i5

e r ,i1 ē r ,i

2
. ~38!

For theBCP sample, the time-dependent decay rate@Eq. ~10!# becomes

f 6,i~Dt !5
G

4
e2GuDtuF ~11ulu2!~16Xi !

11ulu21j i
1~m i6Xi8!S 2 Iml

11ulu21j i
sinDmdDt2

12ulu2

11ulu21j i
cosDmdDt D G ~39!
l

is
f-
ffi-
-

-
1

nt,
ate
where j i5m i(ulu221)/(11xd
2), Xi5m i^D& i1DDi /2, and

Xi85^D& i1m iDDi /2. Likewise, for theBflav sample the time-
dependent decay rate@Eq. ~4!# becomes

h~Dt !5
G

4
e2GuDtu 11s1n i

F12
m in i

11xd
2G @11s2Xi

2si~m i1s2Xi8!cosDmdDt# ~40!

where

s151~21! if the reconstructedB is a B0~B̄0!

s251~21! for a B0~B̄0! tag.

The parametersn i , ^e tag& i , andm i can be extracted from
time-integrated numbers of events in theBflav sample. Defin-
ing integrated samples of events by

Ni
tag5N~B0/B̄0 tag in i th category,Bflav5B0!

N̄i
tag5N~B0/B̄0 tag in i th category,Bflav5B̄0!

~41!

Ni
no tag5N~no tag in i th category,Bflav5B0!

N̄i
no tag5N~no tag in i th category,Bflav5B̄0!,

it can be shown that
03200
n i5
Ni

tag2N̄i
tag1Ni

no tag2N̄i
no tag

Ni
tag1N̄i

tag1Ni
no tag1N̄i

no tag

^e tag& i5
2Ni

tagN̄i
tag1N̄i

tagNi
no tag1Ni

tagN̄i
no tag

2~Ni
tag1Ni

no tag!~N̄i
tag1N̄i

no tag!
~42!

m i5
~11xd

2!~N̄i
tagNi

no tag2Ni
tagN̄i

no tag!

2Ni
tagN̄i

tag1N̄i
tagNi

no tag1Ni
tagN̄i

no tag

under the assumption that nearly allB mesons decay to fina
states that can be reached from eitherB0 or B̄0, but not both.
The results for^e tag& i and m i are shown in Table X. The
value of n i , averaged over all four tagging categories,
0.00460.012. While there is no statistically significant di
ference in the tagging efficiencies or the reconstruction e
ciencies given bym i and n i , we use the central values ob
tained from theBflav sample in performing the fit forulu.

D. Free parameters for the sin 2b and Dmd fits

The unbinned likelihood fit for sin 2b has a total of 45
free parameters:

~1! Value ofsin 2b
~2! Signal resolution function: Sixteen parametersâi to de-

scribe the resolution function for the signal. Due to im
provements in the reconstruction algorithms, the run
and run 2 resolution functions are found to be differe
as described in Sec. V F. Thus, we allow for separ
3-33
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resolution function parameters for these data samp
each with eight free parameters, being a scale factoS1

for the event-by-eventDz resolution errors of the core
Gaussian components, individual core bias scale fac
b1,i for the four tagging categories and a common t
biasb2 , and the tailf 2 and outlierf 3 fractions; the scale
factor of the tail component is fixed to 3.0 and the wid
of the outlier component is fixed to 8 ps with zero bia

~3! Signal dilutions: Eight parameters to describe the me
sured average dilutionŝD& i and dilution differences
DDi in each tagging category.

~4! Background resolution function: Six parameters are use
to describe a common resolution function for all no
peaking backgrounds. As with the signal resolution fun
tion, we include separate resolution function parame
for the run 1 and run 2 data samples. The resolut
function is taken as a single Gaussian distribution wit
scale factorS1 for the event-by-eventDz errors and a
common bias scale factorb1 , and an outlier fractionf 3 ;
the width of the outlier component is taken to be a fix
8 ps with zero bias.

~5! Bf lav background composition parameters: A total of 13
parameters describe theBflav background composition
We make several assumptions to simplify the parame
zation shown in Eq.~31!, such as removing the mixing
background contribution by settingf i ,3

flav50, and assign a
corresponding systematic uncertainty. The size of
peaking background is determined from Monte Ca
simulation to bedpeak

flav 5(1.560.5)% of the signal contri-
bution in each tagging category. This contribution is p
dominately from B1 events, soDmi ,peak50, G i ,peak

flav

5GB1 and Di ,peak
flav are taken from theB1 data sample

~Table XI!. The effective dilutions for the prompt~Di ,1
flav ,

4 parameters! and non-prompt~Di ,2
flav , 4 parameters! con-

tributions are allowed to vary. The relative amount
these two contributions is allowed to vary independen
in each tagging category~4 parameters!. For the non-
prompt contribution,G i ,2

flav is assumed to be the same f
all tagging categories, giving one free parameter.

~6! CP background composition parameters: One parameter
the fraction of prompt relative to nonprompt bac
ground, assumed to be the same for each tagging
egory, is allowed to float to describe theCP background
properties. The effective dilutions of the nonprompt a
peaking contribution are set to zero (Di ,2

CP5Di ,peak
CP 50),

corresponding to noCP asymmetry in the background

TABLE X. Values of ^e tag& i andm i for the four tagging catego
ries, as determined by counting numbers of tagged and unta
events in theBflav sample.

Tagging category ^e tag& i m i

Lepton 0.09560.002 0.06960.032
Kaon 0.35860.003 20.00560.014
NT1 0.08060.002 0.06160.035
NT2 0.13960.002 0.01760.026
03200
s,

rs
l

.
-

-
rs
n
a

i-

e

-

f
y

at-

The size and parameters of the peaking background
determined from Monte Carlo simulation. The fractio
of peaking background isdpeak

CP 5(161)% of the signal
contribution, independent of tagging category. This co
tribution is assumed to have lifetime parameters in co
mon with the signal. Finally, the lifetime of the non
prompt background is assumed to betB0 in all tagging
categories.

The unbinned likelihood fit forDmd has 44 free param
eters, removing sin 2b and the parameter for fraction o
prompt background in theCP sample and leavingDmd to
float.

E. Blind analysis

A blind analysis technique was adopted for the extract
of sin 2b andDmd in order to eliminate possible experimen
er’s bias. We used a method that hides not only the cen
value for these parameters from the unbinned maximu
likelihood fit, but also the visualCP asymmetry in theDt
distribution. The error on both the asymmetry andDmd is
not hidden.

The amplitude of the asymmetryACP(Dt) from the fit
was hidden by a one-time choice of sign flip and arbitra
offset based on a user-specified key word. The sign flip hi
whether a change in the analysis increases or decrease
resulting asymmetry. However, the magnitude of the cha
is not hidden. The visualCP asymmetry in theDt distribu-
tion is hidden by multiplyingDt by the sign of the tag and
adding an arbitrary offset.

With these techniques, systematic studies can be
formed while keeping the numerical value of sin 2b or Dmd
hidden. In particular, we can check that the hiddenDt distri-
butions are consistent forB0 andB̄0 tagged events. The sam
is true for all the other checks concerning tagging, ver
resolution and the correlations between them. For insta
fit results in the different tagging categories can be compa
to each other, since each fit is hidden in the same way.
analysis procedure for extracting sin 2b and Dmd were fro-
zen prior to unblinding.

VII. B0 FLAVOR OSCILLATIONS AND MISTAG RATES

A. Likelihood fit results for Dmd

We extractDmd , the dilution factorsDi , the Dt resolu-
tion parametersâi , and the backgroundDt parametrization

ed

TABLE XI. Average mistag fractionŝwi& and mistag differ-
encesDwi for each tagging categoryi from a maximum-likelihood
fit to the distribution for theB1 control sample.

Tagging category ^w& i @%# Dwi @%#

Lepton 4.660.6 1.161.2
Kaon 11.860.5 20.361.0
NT1 21.361.6 25.963.2
NT2 37.261.3 20.762.7
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FIG. 23. Distribution ofmES for mixing Bflav candidates in separate tagging categories~Lepton , Kaon, NT1 andNT2!, overlaid with
the result of a fit with a Gaussian distribution for the signal and an ARGUS function for the background.
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by fitting the Dt distributions of the flavor-eigenstateB0

sample withmES.5.2 GeV/c2 with the likelihood function
described in Sec. VI. The selection of theBflav data sample is
described in Sec. III C 1. We also demand a valid tag andDt
determination for the event, based on the algorithms
scribed in Secs. IV and V. The more restrictive requireme
uDtu,20 ps andsDt,1.4 ps are applied to the proper tim
difference measurement. In addition, identified kaons in
Btag decay are rejected in the reconstruction of the tagg
vertex. These requirements are intended to reduce system
errors on the precisionDmd measurement. The final samp
consists of 12310 fully reconstructed and taggedB0 candi-
dates withmES.5.2 GeV/c2, of which 7399 are in the signa
regionmES.5.27 GeV/c2.

The breakdown of this mixingBflav sample into individual
tagging categories is shown in Fig. 23 as a function ofmES.
Superimposed on the observed mass spectra are the resu
the fits with a Gaussian distribution for the signal and
ARGUS background function for the background. The ta
ging efficiency and signal purity for the individual taggin
categories in data are extracted from fits to themES distribu-
tions and are listed in Table XII. The efficiency for ea
tagging category is defined as the ratio of the number
signal events for each tag over the total number of sig
events after imposition of vertex cuts.

The results from the likelihood fit to the mixing samp
are summarized in Table XIII. The probability to obtain
likelihood smaller than the observed value, evaluated w
fast parametrized Monte Carlo simulation of a large num
of similar experiments, is (4461)%. TheDt distributions of
the signal (mES.5.27 GeV/c2) and background (mES
,5.27 GeV/c2) candidates, overlaid with the projection o
the likelihood fit, are shown in Fig. 24. In Fig. 25 the mixin
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asymmetry of Eq.~3! is plotted; the time dependence of th
mixing probability is clearly visible.

The tagging separationQ5e tag(122w)2 is calculated
from the efficiencies and the mistag rates quoted in Tab
XII and XIII respectively. Summing over all tagging categ
ries, we measure a combined effective tagging efficiencyQ
'27%.

Two small corrections, which are described in more de
in Secs. VII B 2 and VII B 4 together with their assigned sy
tematic errors, are applied to the output of the fit. The va
of Dmd obtained after applying these corrections is

Dmd50.51660.01660.010 ps21,

where the first error is statistical and the second systema
We have also examined the fitted value forDmd with

various subsamples of the full data set, including individu
B decay channels, separate tagging categories, the sta
the reconstructedBrec or tagging Btag, and different time

TABLE XII. Tagging efficiencies for hadronicB0 decays and
signal purities in data, shown separately for the four tagging c
egories. Signal purities are estimated formES.5.27 GeV/c2.

Tagging
category

Efficiency
@%# Signal

Purity
@%#

Lepton 11.860.3 1097634 96.060.7
Kaon 33.960.5 3156663 84.660.7
NT1 8.660.3 798631 88.961.2
NT2 13.960.4 1293643 79.461.3

Full sample 68.160.4 6347689 85.860.5
3-35
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TABLE XIII. Results from the likelihood fit to theDt distributions of the hadronicB0 decays. The value forDmd includes small
corrections as described in the text. The first major column contains the fit results, while the second major column contains the c
coefficients with respect toDmd for each fit parameter.

Parameter

Fit result Correlation

Run 1 Run 2 Run 1 Run 2

Dmd @ps21# 0.51660.016

Signal resolution function
S1 ~core! 1.3760.09 1.1860.11 0.25 0.16
b1(Dt) lepton ~core! 0.0660.13 20.0460.16 0.08 0.00
b1(Dt) kaon ~core! 20.2260.08 20.2560.09 0.03 0.00
b1(Dt) NT1 ~core! 20.0760.15 20.4560.21 20.00 0.00
b1(Dt) NT2 ~core! 20.4660.12 20.2060.16 0.01 0.03
b2(Dt) ~tail! 25.064.2 27.562.4 0.04 0.06
f 2(tail) 0.01460.020 0.01560.010 0.06 0.07
f 3(outlier) 0.00860.004 0.00060.014 20.09 0.01

Signal dilutions
^D&, lepton 0.84260.028 0.24
^D&, kaon 0.66960.023 0.30
^D&, NT1 0.56360.044 0.11
^D&, NT2 0.31360.041 0.11
DD, lepton 20.00660.045 0.02
DD, kaon 0.02460.033 0.01
DD, NT1 20.08660.068 0.00
DD, NT2 0.10060.060 0.00

Background properties
t, mixing bkgd@ps# 0.85360.036 20.01
f (t50), mixing bkgd,lepton 0.0560.10 0.01
f (t50), mixing bkgd,kaon 0.4260.05 0.01
f (t50), mixing bkgd,NT1 0.3360.08 0.01
f (t50), mixing bkgd,NT2 0.3260.08 0.01

Background resolution function
S1 ~core! 1.21160.043 1.13160.046 20.00 0.00
b1(Dt) ~core! 20.13560.031 20.01560.038 20.00 20.00
f 3 ~outlier! 0.02260.004 0.03660.007 20.01 0.02

Background dilutions
^D&, lepton , t50 0.062.9 20.02
^D&, kaon , t50 0.5260.08 20.03
^D&, NT1, t50 0.6760.27 20.01
^D&, NT2, t50 20.0560.13 20.00
^D&, lepton , t.0 0.3460.13 0.02
^D&, kaon , t.0 0.2660.06 0.04
^D&, NT1, t.0 20.1360.11 0.01
^D&, NT2, t.0 0.1260.031 0.01
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periods. As can be seen from Table XIV, the values obtai
from the subsample fits are all consistent with the glo
result forDmd .

B. Systematic error estimation

Systematic errors can be grouped into four categories:
nal properties and description, background properties and
scription, fixed external parameters and statistical limitatio
of Monte Carlo validation tests of the fitting procedure.
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summary of these sources for the hadronicB0 sample is
shown in Table XV. In the following, the individual contri
butions are referenced by the lettered lines in this table.

1. Signal properties and description

For the signal events, the use of a double Gaussian
outlier model for rescaling the event-by-eventDt errors as
part of the likelihood fit means that uncertainties in the v
tex resolution are incorporated into the statistical error
3-36
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FIG. 24. Distributions ofDt for unmixed~upper panel! and mixed~lower panel! events in the hadronicB sample, divided into a signa
region mES.5.27 GeV/c2 with a ~a! linear and~c! logarithmic scale, and a sideband regionmES,5.27 GeV/c2 with a ~b! linear and~d!
logarithmic scale. In all cases, the data points are overlaid with the result from the global unbinned likelihood fit, projected on the
the individual signal and background probabilities, and event-by-eventDt resolutions, for candidates in the respective samples. In~a! and~c!,
the Dt distributions obtained from the likelihood fit to the full sample are overlaid, along with the simultaneously determined back
distribution shown as the curve in~b! and ~d!.
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Dmd , including proper treatment of all correlations. Assu
ing that this model is sufficiently flexible to accommoda
the observed distribution in data, no additional system
error need be assigned. The contribution to the total stat
cal error due to the vertex resolution can be extracted
fitting the data twice: once holding all parameters exc
Dmd fixed, and once allowing the resolution function para
03200
-

ic
ti-
y
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eters to vary in addition toDmd . Subtracting in quadrature
the respective errors onDmd from the two fits shows tha
60.005 ps21 of the statistical error can be attributed to th
resolution parameters.

To determine the systematic error due to the assumed
rametrization of the resolution model, we apply a number
possible misalignment scenarios to a sample of simula
FIG. 25. Time-dependent asymmetryA(Dt) between unmixed and mixed events for hadronicB candidates withmES.5.27 GeV/c2; ~a!
as a function ofDt and ~b! folded as a function ofuDtu. The asymmetry in~a! is due to the fitted bias in theDt resolution function.
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events. By comparing the value ofDmd derived from these
misaligned samples to the case of perfect alignment, we
rive a systematic uncertainty of60.004 ps21 ~a!.

An additional systematic error is attributed to uncerta
ties in the treatment of the small fraction ofDt outliers that
are the result of misreconstructed vertices. The stability
the Dmd result is examined under variation of the width
the third Gaussian component in the resolution function
tween 6 and 18 ps, and through replacement of the t
Gaussian with a uniform distribution and varying the wid
between 8 and 40 ps. On this basis, we attribute a system
uncertainty of60.002 ps21 to the outlier treatment~b!.

As described in detail in Sec. V A, the beam spot posit
is an integral part of the determination ofDt. Increasing its
vertical size by up to 80mm, and systematically biasing it
vertical position by up to 80mm, results in a correspondin
variation ofDmd by less than 0.001 ps21 ~c!.

The requirement on the maximum allowed value ofsDt is
varied between 1 and 2.4 ps, and the observed variatio
0.003 ps21 in Dmd is assigned as a systematic uncertai
~d!. The observed dependence is mainly due to correlat
between tagging and vertexing, as described in Sec. VII

TABLE XIV. Result of fitting for Dmd in the entireBflav sample
and in various subsamples. The difference in the fitted value
Dmd versus the result from the fit to the fullBflav sample are re-
ported.

Sample Dmd2Dmd(all )

Decay mode
D* 2p1 20.02960.030
D* 2r1 10.01760.039
D* 2a1

1 10.06660.063
D2p1 10.02260.030
D2r1 20.03160.038
D2a1

1 20.03360.041
D* 2X 10.00060.025
D2X 20.00560.023

Tagging category
Lepton 10.00560.026
Kaon 10.00260.023
NT1 20.03260.044
NT2 10.1260.10

Brec state

Brec5B̄0 10.01560.023

Brec5B0 20.00360.023

Btag state

Btag5B̄0 10.01960.023

Btag5B0 20.00760.022

Data sample
Run 1 20.01260.022
Run 2 10.01960.025
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2. Background properties

A systematic uncertainty inDmd arises from our ability to
separate signal from background as a function ofmES. We
estimate this uncertainty by varying the width and height
the fitted Gaussian peak inmES, the slope parameter of th
ARGUS background shape, and the normalizations of
signal and backgrounds by one standard deviation aro
their central values, resulting in an uncertainty of60.002
ps21 in Dmd ~e!.

As discussed in Sec. VI B 1, theDt distribution of the
background is described by the combination of a prom
component and a lifetime component. To estimate the s
tematic uncertainty due to this choice, we add an additio
component, with its own separate lifetime, that is allowed
mix; the observed value ofDmd changes by 0.001 ps21 ~f!.
Similarly, adding an additional Gaussian distribution to t
Dt background resolution function changesDmd by no more
than 0.001 ps21 ~g!.

Finally, the composition of the background chang
slightly as a function ofmES, since the fraction of back-
ground due to continuum production slowly decreases

f
TABLE XV. Systematic uncertainties and contributions to s

tistical errors forDmd obtained with the likelihood fit to the had
ronic B0 sample.

Source
s(Dmd)
@ps21#

Signal properties
~a! SVT alignment 0.004
~b! Dt outlier description 0.002
~c! Beam spot position or size 0.001
~d! sDt requirement 0.003

Background properties
~e! Background fraction 0.002
~f! BackgroundDt structure 0.001
~g! BackgroundDt resolution 0.001
~h! Sideband extrapolation 0.002
~i! PeakingB1 background 0.002

External parameters
~j! z scale ,0.002
~k! z boost~parameters! 0.001
~l! z boost~method! 0.001
~m! B0 lifetime 0.006

Monte Carlo studies
~n! Signal MC statistics 0.003
~o! Tag-sideD composition and lifetime 0.001
~p! Right or wrong tag resolution differences 0.001

Total systematic error 0.010

Statistical error 0.016
Contribution due to resolution function 0.005
Contribution due to mistag rate 0.005

Total error 0.019
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wards theB mass. As a result, theDt structure of the back-
ground could change as well. To study this dependence
split themES sideband region into seven mutually exclusiv
10 MeV/c2-wide intervals, and repeat theDmd fit with each
of these slices in turn. The variation ofDmd is then extrapo-
lated as a function of the position of the sideband slice re
tive to theB mass. We correct the value ofDmd by 20.002
ps21 obtained from this extrapolation, and assign the sta
tical uncertainty of 0.002 ps21 of this procedure as a system
atic error onDmd ~h!.

A small fraction~about 1.5%! of the events attributed to
theB0 signal by the fit to themES distribution consists ofB1

events, mainly due to the swapping of a softp0 with a
charged pion as described in Sec. III C 1. The uncertainty
this peaking fraction is propagated toDmd , yielding a sys-
tematic error of 0.002 ps21 ~i!.

3. External parameters

An error in the boost of theY(4S) system~0.1%! or in
the knowledge of thez scale of the detector, as described
Sec. V A, could bias theDmd measurement because the
parameters are used to reconstruct the decay length d
enceDz and to convert it to the decay time differenceDt.
The uncertainties on these quantities are propagated toDmd
and lead to systematic uncertainties of 0.001 ps21 ~1! and
less than 0.002 ps21 ~j!, respectively. In addition to these, w
assign the difference of 0.001 ps21 ~k! in the value ofDmd
obtained by using theDz to Dt conversion described in Eq
~21! instead of Eq.~22! as a systematic error. Finally, in th
likelihood fit, we fix theB0 lifetime to the PDG value@11#.
The present uncertainty on this value of60.032 ps leads to a
systematic error of70.006 ps21 ~m!.

4. Monte Carlo validation of measurement technique

Candidate selection criteria, or the analysis and fitt
procedure, could potentially cause systematic biases in
measurement ofDmd . These potential biases are estimat
by repeating the analysis with a large sample of Monte Ca
events, which are generated with the fullGEANT3 @27# detec-
tor simulation. In the Monte Carlo sample, the fitted res
for Dmd is shifted by10.00760.003 ps21 from the input
value. A corresponding correction with this central value
applied to the fitted result with data, and the uncertainty
assigned as a systematic error~n!.

The main cause of this bias is a small correlation betw
the mistag rate and theDt resolution that is not modeled i
the likelihood function. This correlation is seen most read
in data for Kaon tags and is shown for simulation in Fig. 2
We find that both the mistag rate for kaon tags and the ev
by-event errorsDt depend inversely onA(pt

2, wherept is
the transverse momentum with respect to thez axis of tracks
from the Btag decay. Correcting for this dependence of t
mistag rate removes most of the correlation between
mistag rate andsDt , as can be seen in Fig. 26b. The mist
rate dependence originates from the kinematics of the p
ics sources for wrong-charge kaons. The three major sou
of mistags are wrong-signD0 mesons fromB decays to
double charm, wrong-sign kaons fromD1 decays, and kaon
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produced directly inB decays. All these sources produce
spectrum of charged tracks that have smallerA(pt

2 than B
decays that produce a correct tag. TheDt resolution depen-
dence originates from the 1/pt

2 dependence ofsz for the
individual contributing tracks.

Since the effect is small and well described by the Mo
Carlo simulation, we have chosen to treat the impact of t
correlation as a correction, rather than building the effect i
the likelihood function. We include additional systematic e
rors related to the tag-side properties that could affect
accuracy of the description of this correlation in the simu
tion. In particular, theD0, D1, and DS

1 meson branching
fractions, theD meson lifetimes, and the wrong-sign kao
production rates inB meson decays are all varied. The
studies lead to an assigned systematic error of60.001 ps21

~o!.
In addition, we consider the possibility that correctly a

incorrectly tagged events could have different resolut
functions. Based on Monte Carlo studies of the variation
the fitted value forDmd with and without allowing for inde-
pendent resolution functions for correctly and incorrec
tagged events, an uncertainty of60.001 ps21 is assigned to
this source~p!.

C. Validation studies and cross checks

1. Monte Carlo studies

A high-precision test of the fitting procedure was pe
formed with fast parametrized Monte Carlo simulation
where 2000 experiments were generated with sample
and composition corresponding to that obtained from the

FIG. 26. ~a! Correlation between the event-by-event error onDt
(sDt) and the mistag rate in the Kaon category from Monte Ca
simulation;~b! dependence of the mistag rate onsDt after scaling
the mistag rate byA(pt

2.
3-39
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tual data. The mistag rates andDt distributions were gener
ated according to the model used in the likelihood fit. T
full fit was then performed on each of these experiments.
resulting distribution of pulls~defined as the difference be
tween the fitted and generated value of a parameter div
by the statistical error as obtained from the likelihood!
has a mean20.03860.022 and standard deviation 1.01
60.023, consistent with no measurement bias in either
value ofDmd or its estimated error.

2. Simple counting experiment

If the mistag rate is known, the time-integrated fracti
xd5 1

2 xd /(11xd
2) of mixed events can be determined fro

theBflav sample by counting mixed and unmixed events. T
value forxd obtained by this means, after correcting for t
mistag rates obtained from the full time-dependent fit a
assuming the Particle Data Group~PDG! value for theB0

lifetime, leads to a value ofDmd5xd /tB0 that differs from
the likelihood-fit result by20.00360.013 ps21, where the
quoted error is the difference in quadrature of the statist
errors of both measurements.

Because of the choice for normalization of the likeliho
Lmix , the time-integrated ratio of the number of mixed
unmixed events contributes to our measurement ofDmd .
Alternatively, it is possible to normalize the likelihoods
mixed and unmixed events individually, in which caseDmd
is determined solely from the shape ofDt distributions. The
value ofDmd determined by theDt distributions alone dif-
fers from the full measurement by 0.00360.015 ps21, where
the quoted error is given by the difference in quadrature
the statistical errors of the two measurements.

3. Cross-check withtB0

If we allow the value oftB0 to float in theDmd fit the
value ofDmd increases by 0.00860.007 ps21, and the life-
time is found to be 1.5160.03 ps, consistent with our rece
measurement@17#. We have also performed a series of fi
with fixed values forDmd andtB0 in order to determine the
dependence ofDmd on tB0, which is found to be

Dmd5F0.51620.279S tB0

1.548 ps
21D Gps21. ~43!

VIII. CP VIOLATION IN NEUTRAL B DECAYS

A. Likelihood fit results for sin 2 b

The value of sin 2b, the dilution factorsDi , theDt reso-
lution parametersâi , and the background fractions and tim
distribution parameters are extracted with an unbinn
maximum-likelihood fit to the flavor-eigenstateBflav andBCP
samples as described in Sec. VI. We also demand a valid
andDt determination for the event, based on the algorith
described in Secs. IV and V. The looser requirementsuDtu
,20 ps andsDt,2.4 ps are applied to the proper time d
ference measurement. The fit results are summarized in T
XVI together with the correlation of the parameters w
sin 2b. The mistag fractions and vertex parameters are p
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dominantly determined by theBflav sample. TheCP asym-
metry and parameters describing the background for theCP
events are determined by theCP sample. The value of sin 2b
obtained from the combinedhCP521, hCP511, and
J/cK* 0 CP samples is

sin 2b50.5960.1460.05,

where the first error is statistical and the second systema
ThemES distribution for events inhCP521 modes, sepa-

rated into tagging categories, is shown in Fig. 27. The sig
probability f i ,sig

CP (mES) for the hCP521 sample is deter-
mined from these fits as described in Sec. VI B 1.

Table XVII summarizes the event yields and sin 2b values
determined for the fullCP sample and various subsample
Results are provided byCP channel, tagging category,B0

versusB̄0 tag, J/c decay mode and data-taking period. T
consistency between the sixCP modes is satisfactory, the
probability of finding a worse agreement being 8%. T
large observed asymmetry inB0→xc1KS

0 causes the likeli-
hood for this channel to become negative in certain regi
of Dt. The likelihood of each of the selected candidates is
course positive. Fast parametrized Monte Carlo studies s
that sin 2b is unbiased if the likelihood is not required to b
positive for all values ofDt and that the probability to mea
sure such a large asymmetry is about 1%. The obser
asymmetry in the number ofB0 ~160! and B̄0 ~113! tags in
theJ/cKL

0 sample has no impact on the sin 2b measurement.
The results obtained with the fullBCP samples for run 1 and
run 2 are consistent at the 1.8 sigma level. The yields
fitted values for sin 2b are also listed in Table XVII for the
high purity hCP521 sample alone, along with a simila
breakdown into subsamples; again, no significant variatio
seen.

The distribution of events as a function ofDt for B0 and
B̄0 tags is shown in Fig. 28a for the fullCP sample. For this
purpose, only those events withmES.5.27 GeV/c2 in the
hCP521 and J/cK* 0 samples orDE,10 MeV in the
hCP511 sample are included. Overlaid on the data are
projections of the signal and backgroundDt distributions
obtained from the fit, where the latter is normalized to t
projected background level. Figures 28b–28d show the
respondingDt distributions for thehCP521, hCP511
samples andB0→J/cK* 0 (K* 0→KS

0p0,KS
0→p1p2). The

superimposed likelihood curves show the quality of the
for each subsample. The value of sin 2b obtained by fixing
all other parameters to results obtained with the fullCP
sample and then fitting for sin 2b in bins of Dt is shown in
Fig. 29a. The values obtained for sin 2b are all consistent,
demonstrating that the oscillation as a function ofDt has the
expected behavior. The observed asymmetryA(Dt) is shown
in Figs. 29b and 29c for thehCP521 and hCP511
samples, respectively, along with the projections from the
results.

The average dilutions and dilution differences forB0 and
B̄0 tags obtained from the fit to theB0 flavor eigenstate and
full CP sample, and the corresponding tagging efficienc
are summarized in Table XVIII. We find a total tagging ef
3-40
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TABLE XVI. Parameters for the combined likelihood fit to theBCP andBflav samples. The first major column contains the fit resu
while the second major column contains the correlation coefficients with respect to sin 2b for each fit parameter.

Parameter

Fit result Correlation

Run 1 Run 2 Run 1 Run 2

sin 2b 0.5960.14

Signal resolution function
S1 ~core! 1.260.1 1.160.1 0.018 0.020
b1(Dt) lepton ~core! 0.0760.12 0.0460.16 0.008 0.045
b1(Dt) kaon ~core! 20.2660.08 20.1860.09 0.002 0.021
b1(Dt) NT1 ~core! 20.2160.15 20.3360.21 0.004 0.001
b1(Dt) NT2 ~core! 20.3160.11 20.1760.15 20.001 20.002
b2(Dt) ~tail! 21.761.5 23.362.8 0.001 0.006
f 2 (tail) 0.0860.06 0.0460.04 0.009 0.005
f 3 (outlier) 0.00560.003 0.00060.001 20.001 0.000

Signal dilutions
^D&, lepton 0.8260.03 20.042
^D&, kaon 0.6560.02 20.083
^D&, NT1 0.5660.04 20.015
^D&, NT2 0.3060.04 20.032
DD, lepton 20.0260.04 0.010
DD, kaon 0.0460.03 0.005
DD, NT1 20.1160.06 0.014
DD, NT2 0.1260.05 20.008

Background properties
t, mixing bkgd@ps# 1.360.1 20.001
f (t50), CP bkgd 0.6060.12 20.011
f (t50), mixing bkgd,lepton 0.3160.10 20.001
f (t50), mixing bkgd,kaon 0.6560.04 20.001
f (t50), mixing bkgd,NT1 0.6260.06 20.001
f (t50), mixing bkgd,NT2 0.6460.04 20.001

Background resolution function
S1 ~core! 1.560.1 1.360.1 0.004 20.003
b1(Dt) core @ps# 20.1660.03 0.0260.04 0.000 20.001
f 2(outlier) 0.01660.004 0.01760.005 20.001 0.000

Background dilutions
^D&, lepton , t50 0.3360.27 0.003
^D&, kaon , t50 0.4560.03 0.008
^D&, NT1, t50 0.2560.10 0.002
^D&, NT2, t50 0.1160.06 0.003
^D&, lepton , t.0 0.3360.14 0.000
^D&, kaon , t.0 0.2460.06 0.000
^D&, NT1, t.0 0.0560.14 20.001
^D&, NT2, t.0 0.0960.09 0.000
e
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ciency of (68.460.7)% ~statistical error only!. The lepton
categories have the lowest mistag fractions, but also low
ficiency. The Kaon category, despite having a larger mis
fraction ~17.6%!, has a higher effective tagging efficienc
one-third of events are assigned to this category. Altoget
03200
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lepton and kaon categories have an effective tagging e
ciency Q'22.4%. The neural network categories increa
the effective tagging efficiency by;4% to an overallQ
5(26.161.2)% ~statistical error only!. These mistag frac-
tions are very similar to the mistag fractions that are obtain
3-41
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FIG. 27. Distribution ofmES for hCP521 candidates in separate tagging categories~Lepton , Kaon, NT1 andNT2!, overlaid with the
result of a fit with a Gaussian distribution for the signal and an ARGUS function for the background.
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from theBflav sample alone~see Table XIII!. The small dif-
ferences are due to the correlation between the mistag
tions and theDt resolution function parameters.

Based on a large number of fast parametrized Mo
Carlo experiments with the same number of events as
full BCP andBflav data samples, we estimate a probability
27% for finding a value of the maximum likelihood lowe
than that observed. These same studies, based on sa
with the size and composition of the data, show that
expected statistical error is 0.132 with a spread of 0.005
very good agreement with the observed error of 0.137.

B. Systematic error estimation

Just as for theDmd measurement, systematic errors c
usefully be grouped into signal description, including det
tor reconstruction effects, background description, fixed
ternal parameters, and statistical limitations of Monte Ca
validation tests for the fitting procedure~discussed in Sec
VIII C 1 !. A summary of these sources of systematic erro
shown in Table XIX for the variousCP samples. In the fol-
lowing, the individual contributions are referenced by t
lettered lines in this table.

1. Signal properties and description

The parameters of theDt resolution function, the dilu-
tions and dilution differences are determined from the d
sample itself with the likelihood fit. Thus, they do not co
tribute to the systematic error, but rather are incorpora
into the statistical uncertainty at a level determined by
size of the data sample itself. Their overall contribution
the total error on sin 2b is 0.02, as determined from the di
03200
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ference in quadrature between the statistical error on sinb
from the full likelihood fit and from a fit with only sin 2b
allowed to vary.

While the bulk of the uncertainties from these sources
thus incorporated into the statistical error, we assign ad
tional systematic uncertainties due to the fixed form of
parametrization for theDt resolution function. This form
may not be flexible enough to account for all possible
fects. In addition, tests of the assumption that the resolu
function and dilution parameters are the same for theBflav

andBCP samples are limited in precision by the size of t
available Monte Carlo samples.

The resolution function, described in Sec. V D, is one
several possible functional forms. In order to test possi
biases induced by this particular choice, an alternative mo
has been considered where a Gaussian distribution is
volved with an exponential, with the effective lifetime in th
exponential depending on the tagging category. No diff
ence between the fit results with the two models is obser
in Monte Carlo simulation. We assign as a systematic un
tainty the difference in the fit results observed in the d
~Table XIX, line a!. The largest systematic uncertainties fro
theDt behavior arise from possible effects that our model
the resolution function cannot accommodate or comple
parametrize. These include residual uncertainties in the S
alignment~b! and possible differences in theDt determina-
tion for correctly and incorrectly tagged events~c!. An addi-
tional uncertainty is assigned due to the treatment of theDt
outliers~d!. Fits with Monte Carlo samples ofBflav andBCP
signal events show no significant difference between res
tion function parameters for the two samples. We assig
systematic uncertainty of60.003 due to the residual shift in
3-42
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TABLE XVII. Result of fitting for CP asymmetries in the entireCP sample and in various subsamples. The tagged number of eventsNtag

includes signal and background, while the purities are obtained from separate fits tomES or DE distributions.

Sample Ntag Purity ~%! sin 2b Im l/ulu ulu

CP sample 803 80 0.59Á0.14

Decay mode
J/cKS

0 (KS
0→p1p2) 316 98 0.4560.18 0.4560.18 0.9160.11

J/cKS
0 (KS

0→p0p0) 64 94 0.7060.50 0.7160.50 0.9560.27
c(2S)KS

0 (KS
0→p1p2) 67 98 0.4760.42 0.4860.45 1.2260.33

xc1KS
0 (KS

0→p1p2) 33 97 2.5960.67
0.55 2.6760.59 0.7160.23

J/cKL
0 273 51 0.7060.34

J/cK* 0 ~K* 0→KS
0p0, KS

0→p1p2! 50 74 0.8261.00

Tagging category
Lepton 130 82 0.5460.26
Kaon 438 79 0.5860.18
NT1 79 74 0.8960.30
NT2 156 80 0.4060.65

Btag state
B0 420 79 0.5460.19

B̄0 383 78 0.6460.20

J/c mode
J/c→e1e2 385 78 0.4560.18
J/c→m1m2 418 84 0.7060.18

Data sample
Run 1 533 80 0.4960.20
Run 2 270 84 0.8260.22

hCP521 sample 480 96 0.5660.15 0.5660.15 0.9360.09

Tagging category
Lepton 74 100 0.5460.29 0.5760.29 0.7760.14
Kaon 271 98 0.5960.20 0.5960.20 0.9860.12
NT1 46 97 0.6760.45 0.5760.46 0.7360.29
NT2 89 95 0.1060.74 0.2861.29 2.9563.83

Btag state
B0 234 98 0.5060.22

B̄0 246 97 0.6160.22

J/c mode
J/c→e1e2 219 94 0.5460.22 0.5260.22 1.0060.15
J/c→m1m2 261 98 0.6060.21 0.6360.21 0.8760.11

Data sample
Run 1 310 95 0.3760.20 0.3760.20 1.1660.15
Run 2 170 98 0.8660.24 0.9660.26 0.6610.12

20.11

Control samples

B0→D (* )2p1/r1/a1
1 7579 84 0.0060.04

B1→D̄ (* )0p1 6800 86 20.0260.04

B0→J/cK* 0 (K* 0→K1p2) 705 95 0.1260.12
B1→J/cK (* )1, c(2S)K1 2031 94 0.0760.07
032003-43
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FIG. 28. ~a! Distribution ofDt for tagged events in the fullCP sample. The upper~lower! panel is the sum ofB0 (B̄0)-tagged events in

thehCP521 andJ/cK* 0 samples, combined with theB̄0 (B0)-tagged events in theJ/cKL
0 sample. CorrespondingB0- ~lower panel! and

B̄0-tagged~upper panel! distributions for the~b! hCP521, ~c! J/cKL
0, and~d! J/cK* 0 samples are also shown. In all cases, the data po

are overlaid with the result from the global unbinned likelihood fit, projected on the basis of the individual signal and back
probabilities, and event-by-eventDt resolutions, for candidates in the respective samples. Therefore, the curves correspond tob
50.59, rather than the fitted value obtained with the individual subsample. The probability-weightedDt spectra of the background candidat
obtained from the fit are indicated by the shaded areas.
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sin 2b between the two sets of fittedDt resolution param-
eters~e!.

An underlying assumption of the global fit is that dilu
tions and dilution differences are the same for theBflav and
BCP samples. We assign the full difference as seen in Mo
Carlo simulation as systematic error,60.027 ~f!. Monte
Carlo studies of lepton-taggedJ/cKL

0 events show that the
resolution for the missing transverse momentum is bro
ened by the neutrino from the semileptonicBtag decays. This
leads to a small loss of efficiency but no significant bias
the mistag rates relative to theBflav sample. In addition, the
B6 data sample was used to study any possible depend
of the dilutions onDt. No significant effect was observed
However, a dependence of the dilutions onsDt has been
seen, both in data and the Monte Carlo simulation~see Sec.
VII B 4 !. Finally, it is possible that tagging efficiencies cou
be different forB0 and B̄0 mesons. A separate study of th
relative tagging efficiencies is described in Sec. VIII D, sin
03200
te
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ce

the relative efficiencies form an important part of the dire
CP violation search. The systematic error on sin 2b due to
this effect is estimated to be60.003~g!.

2. Background properties

The fraction of background events in thehCP521
sample is estimated from fits to themES distribution. Varying
this fraction within the stated errors and changing the sig
probability as a function ofmES results in a systematic erro
of 60.005 on sin 2b ~h!. The uncertainty on the fraction
of peaking background contributes a systematic error
60.003 ~i!. Varying the effective sin 2b assumed for the
ARGUS~A in Sec. VI B 1! and peaking~dpeakin Sec. VI B 1!
backgrounds in theCP sample from21 to 11 contributes a
systematic error of60.015~j! and60.004~k!, respectively.
In addition, the contributions due to the uncertainty of theDt
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resolution model~60.002!, and the effective lifetime~negli-
gible! of the CP background, have been evaluated~l,m!.

For the B0→J/cKL
0 channel, the signal and non-J/c

background fractions are varied within their statistical unc
tainties~61s! as obtained with the fit to theDE distribution
of the sample. This contributes a systematic error of60.075
to theB0→J/cKL

0 sin 2b result and60.01 to the final result
~n!. We also vary background parameters for theB0

→J/cKL
0 sample, including theJ/cX branching fractions

FIG. 29. ~a! Fitted value of sin 2b obtained in bins ofDt by
fixing all other parameters to the values obtained with the fullCP

sample; raw asymmetry in the number ofB0 and B̄0 tags in the
signal region, (NB02NB̄0)/(NB01NB̄0), with asymmetric binomial
errors, as a function ofDt for ~b! hCP521 and ~c! J/cKL

0

samples. The data points are overlaid with the separate fit result
the two samples.
03200
r-

according to Table VI, the assumedhCP , the mistag rates
and efficiencies, theDt resolution function, andDE shape
~o–r!. The total B0→J/cKL

0 background systematic erro
summing these contributions in quadrature, is60.09 for the
sin 2b fit to the B0→J/cKL

0 sample alone and60.013 for
the full sample.

For theB0→J/cK* 0 (KS
0p0) sample, the value ofR' as

well as the sample composition are varied~s,t! according to
Table V.

The effect of the uncertainty on background componen
the Bflav sample on sin 2b has also been evaluated. The on
significant sources of uncertainty are the fraction of ba
ground that mixes~v! and the signal probability distribution
as a function ofmES ~u,w!.

3. External parameters

The residual uncertainty on the physicalz scale~x! and
the boost parameters of theY(4S) center of mass~y! con-
tribute systematic uncertainties. We fix theB0 lifetime to the
current world average valuestB051.548 ps and Dmd
50.472 ps21 @11#. The errors on sin 2b due to uncertainties
in tB0 andDmd are60.009 and60.013, respectively~z–aa!.

4. Monte Carlo validation of measurement technique

The analysis method has been studied with a hi
statistics Monte Carlo sample. A fit result that is consist
with the generated value for sin 2b was found. We assign a
60.012 systematic error due to the statistical limitation
the Monte Carlo sample size~bb!. Section VIII C 1 describes
this study in more detail.

C. Validation studies and cross checks

We have used data and Monte Carlo samples to perf
validation studies of the analysis technique. These tests
clude studies with parameterized Monte Carlo samples,
GEANT3 @27# simulation samples, as well as data samp
where noCP asymmetry is expected.

1. Monte Carlo studies

The highest precision test of the fitting procedure w
performed with fast parametrized Monte Carlo simulatio

for
ed

e

TABLE XVIII. Average mistag fractionswi and mistag differencesDwi5wi(B
0)2c i(B̄

0) extracted for
each tagging categoryi from the maximum-likelihood fit to the time distribution for the fully reconstruct
B0 sample (Bflav1BCP). The figure of merit for tagging is the effective tagging efficiencyQi5« i(1
22wi)

2, where « i is the fraction of events with a reconstructed tag vertex that are assigned to thi th
category.« i is computed for thehCP561 samples as well as the combinedBCP andBflav samples. Uncer-
tainties are statistical only. The statistical error on sin 2b is proportional to 1/AQ, whereQ5(Qi .

Category
hCP521

« @%#
hCP511

« @%#

Bflav1BCP

« @%# w @%# Dw @%# Q @%#

Lepton 11.061.2 10.463.0 10.960.3 9.061.4 0.962.2 7.460.5
Kaon 38.961.9 28.364.5 35.861.0 17.661.0 21.961.5 15.060.9
NT1 6.960.9 4.862.3 7.860.3 22.062.1 5.663.2 2.560.4
NT2 13.060.4 13.963.3 13.860.3 35.161.9 25.962.7 1.260.3
All 69.862.7 57.466.7 68.460.7 26.161.2
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TABLE XIX. Summary of contributions to the systematic error on sin 2b, Im l/ulu andulu. Note that the last two measurements use o
the hCP521 sample.

Source

CP sample

hCP521 J/cKL
0 J/cK* 0 Full Im l/ulu ulu

Signal properties
~a! Dt signal resolution model 60.009 60.01 60.07 60.009 60.003 60.003
~b! SVT alignment 60.027 60.027 60.027 60.027 60.027 60.012
~c! Dt for right or wrong tagged events 60.012 60.012 60.012 60.012 60.011 60.003
~d! Dt signal resolution outliers 60.002 60.018 60.03 60.002 60.003 60.002
~e! Dt signal resolution 60.003 60.003 60.003 60.003 60.003 60.009
~f! Signal dilutions forCP vs Bflav 60.027 60.027 60.027 60.027 60.027 60.011
~g! Tagging efficiencies 60.003 60.003 60.003 60.003 60.004 60.012

Background properties:hCP521
~h! Background fraction 60.006 — — 60.005 60.006 60.004
~i! CP bkgd peaking component 60.004 — — 60.003 60.005 60.001
~j! CP bkgd CP content~ARGUS! 60.015 — — 60.015 60.015 60.001
~k! CP bkgd CP content~Peak! 60.004 — — 60.004 60.004 60.001
~l! CP bkgd effective lifetime 0 — — 0 0 0
~m! CP bkgd resolution 60.002 — — 60.002 60.002 60.001

Background properties:J/cKL
0

~n! Background fraction — 60.075 — 60.01 — —
~o! DE distribution — 60.04 — 60.007 — —
~p! Effective CP of backgrounds — 60.020 — 60.001 — —
~q! Background composition — 60.014 — 60.002 — —
~r! BackgroundDt and dilution — 60.023 — 60.003 — —

Background properties:J/cK* 0

~s! Sample composition — — 60.08 60.001 — —
~t! R' — — 60.08 60.001 — —

Background properties:Bflav

~u! Background fraction 60.001 60.008 60.003 60.002 60.002 60.001
~v! Bflav bkgd mixing contrib. 60.001 60.002 60.001 60.002 60.001 0
~w! Bflav bkgd peaking component 0 60.001 60.001 0 0 0

External parameters
~x! z scale and boost 60.003 60.003 60.003 60.003 60.003 60.001
~y! Beam spot 60.002 60.002 60.002 60.002 60.002 60.006
~z! B0 lifetime 60.008 60.011 60.022 60.009 60.009 60.012
~aa! Dmd 60.015 60.012 60.082 60.013 60.015 60.001

Monte Carlo studies
~bb! Monte Carlo statistics 60.012 60.012 60.012 60.012 60.012 60.007

Total systematic error 60.05 60.10 60.16 60.05 60.05 60.02

Statistical error 60.15 60.34 61.01 60.14 60.15 60.09
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where 1000 experiments were generated with sample s
corresponding to the observedBflav andBCP events in data,
including mistag rates,Dt resolutions, and background frac
tions and time dependence. The full fit is performed on e
of these experiments. The resulting pull distribution~defined
as the difference between the fitted and generated value
parameter divided by the statistical error as obtained fr
the likelihood fit! has a mean20.02960.032 and standard
03200
es

h

f a

deviation 1.00760.022, consistent with no measureme
bias in either the value of sin 2b or its estimated error.

In addition, large samples of signal and backgrou
Monte Carlo events generated with aGEANT3 @27# de-
tector simulation are used to validate the measurem
For these tests, we obtained the resolution function par
eters as well as the dilutions from a Monte Carlo sample
Bflav events. Using these parameters, we fit for sin 2b in
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Monte Carlo samples ofCP signal events that correspond
number to the reconstructed data sample. These Monte C
events are generated with various values of sin 2b ~0.1 to
0.9! and differentCP-eigenstate modes, corresponding
those used in the measurement with data. The mean
spread of the pull distribution for these Monte Carlo samp
can be used to check for any measurement bias and to
firm the validity of the reported error. We find that the me
pull is consistent with zero and the spread is consistent w
the reported error. A systematic error of60.012 is assigned
to sin 2b due to the limited Monte Carlo statistics for th
test.

The effect of background has been evaluated by addin
appropriate fraction of background events to our sig
Monte Carlo sample and performing the likelihood fit. T
background samples are obtained either from simulateB
→J/cX events orDE sidebands in data~uDEu,120 MeV
but outside the signal region!. We find no significant bias for
sin 2b with the addition of either source of background.

2. Cross checks withtB0 and Dmd

Table XX shows results for sin 2b if Dmd and tB0 are

FIG. 30. ~a! Distribution in Dt for B0- and B̄0-tagged samples
and ~b! observed asymmetry for events in the flavor-eigenstateB0

sample. The projections of the likelihood fit for theB0- and

B̄0-tagged samples are shown in~a! as the overlapping solid lines

TABLE XX. Results whenDmd and ~or! tB0 are floated in the
sin 2b fit to the full CP sample and thehCP521 subsample alone

Fit sin 2b Dmd ~ps21! tB0 ~ps!

All CP modes
Nominal fit 0.5960.14 0.472 1.548
Float Dmd 0.5560.13 0.53360.015 1.548
Float tB0 0.6060.14 0.472 1.5360.03
Float Dmd andtB0 0.5660.13 0.54260.016 1.5060.03

hCP521 modes
Nominal fit 0.5660.15 0.472 1.548
Float Dmd 0.5160.15 0.53160.015 1.548
Float tB0 0.5760.15 0.472 1.5360.03
Float Dmd andtB0 0.5260.15 0.54060.016 1.5060.03
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allowed to float in the combined fit to theCP and Bflav
samples. The fitted value ofDmd is somewhat larger than
that reported in Sec. VII. However, with no kaon veto a
plied to the tagging vertex, the correction for the bias int
duced by known correlations between mistag rates and
Dt resolution is also larger. Taking this into account, the t
results are consistent within the independent statistical
rors. Likewise the lifetime is found to be consistent with o
recent measurement@17#. We have also performed fits with
Dmd and tB0 fixed to a series of values around the wor
average in order to determine the dependence of sin 2b on
these two parameters, thereby finding that

sin 2b5F0.5920.35S Dmd

0.472 ps2121D
20.45S tB0

1.548 ps
21D G . ~44!

3. Asymmetries in data control samples

Control samples in data where the reconstructedB0 and
B1 meson decays to a flavor-eigenstate mode with aD (* ) or
charmonium meson in the final state can be used to valid
the sin 2b measurement, since the asymmetry is expecte
be zero in this case. For these samples, theDt resolution
function parameters and the dilutions are fixed to the val
obtained with theBflav sample. TheCP asymmetry and the
fraction of prompt background~identical for each tagging
category, as is the case for the fit to theCP data sample! are
allowed to float. The measured asymmetries are all con
tent with zero, as shown in Table XVII. The observedDt

distributions for theB0- and B̄0-tagged events in theBflav
sample is shown in Fig. 30a, where good agreemen
clearly visible. Figure 30b demonstrates that there is no
ible asymmetry as a function ofDt.

Control samples are also used to check the assump
that the Dt resolution function, which is primarily deter

FIG. 31. Comparison of the fittedDt resolution obtained with
the data control samplesB1→D (* )X andB1→cc̄X, showing the
fitted distribution for~a! d t5Dt2Dt true and~b! the normalized dif-
ferenced t /sDt . The one sigma error envelope from the fit to th
B1→cc̄X sample~shaded region!, overlaps the central value fo
the five times largerB1→D (* )X sample~dashed line!.
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TABLE XXI. Yields, efficiencies, mistag ratesw, and tagging separationQ5e tag(122w)2 as measured
by the single-bin method in the hadronicBflav event sample. A comparison of the mistag rates measured in
same sample with the single-bin method,wsb, and the likelihood fit,wlike ~Table XVIII!, are reported as the
differencesD like5wsb2wlike between the two extraction techniques, normalized to the uncorrelated stat
and systematic errors.

Category Yield
Efficiency

@%#
Mistag ratew

@%#
Q

@%#
D like

@s#

Lepton 1128 11.060.3 9.561.560.6 7.2 20.8
Kaon 3687 35.860.5 17.861.060.7 14.8 20.4
NT1 819 7.960.3 22.062.260.9 2.5 10.0
NT2 1428 13.960.3 34.361.961.1 1.4 10.8
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mined by theBflav sample, can be applied to the charmoniu
decay modes in theCP sample. Figure 31 graphically com
pares the fittedDt resolution function for theB1→D(* )X
control sample with that of theB1→cc̄X control sample. A
1s error envelope encompasses the fit to theB1→cc̄X
sample, which has five times fewer events. The level
agreement is acceptable. The same comparison betwee
B0→D(* )X andB0→cc̄X samples was inconclusive due
the low statistics of theB0→cc̄X sample.

4. Time-integrated measurement of mistag rates

As described in Sec. I, a time-integrated technique
also be used to measure the mistag fractions in data, the
providing a simple check of the likelihood fit method. Th
statistical precision of the time-integrated measuremen
enhanced by restricting the sample to events in a single
timizedDt interval. Taking into account detector vertex res
lution, the optimal interval is found to beuDtu,2.5 ps.
Events withuDtu.2.5 ps have, on average, equal numbers
mixed and unmixed events due to flavor oscillations, a
therefore contribute nothing to the determination of t
mistag rate. We refer to this time-integrated technique us
a single optimizedDt interval as the ‘‘single-bin’’ method
and apply it to both theBflav sample described in Sec. III C
and the semileptonicB0 sample described in Sec. III E.

To correct for the presence of backgrounds, a term
added to Eq.~15! to account for the contribution of eac
background source to the fraction of mixed events in
sample:
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xobs5 f sig„xd1~122xd!w…1(
b

f bxb , ~45!

where f sig and f b are the fraction of signal and backgroun
sourceb, respectively,xb is the fraction of mixed events in
each background source, andxobs is the observed fraction o
mixed events. In this expression,xd must also be modified
to represent the integrated mixing probability foruDtu
,2.5 ps. Using the world-average values forDmd and tB0

@11#, and taking into account theDt resolution function
R(Dt), we find

xd85 1
2 F12E e2uDtu/t cos~DmdDt !

^ R~Dt !d~Dt !Y E e2uDtu/t
^ R~Dt !d~Dt !G

50.079, ~46!

where the integral is performed over the rangeuDtu,2.5 ps
and R(Dt) is modeled by a double-Gaussian distributi
with five parameters~one fraction, two biases and tw
widths! determined directly from data using the hadron
sample. Solving Eq.~45! for w, and using the calculated
value forxd8 , the mistag rates are obtained:

w5
xobs2 f sigxd82(b f bxb

f sig~122xd8!
. ~47!
red
e
f

TABLE XXII. Yields, efficiencies, mistag ratew, and tagging separationQ5e tag(122w)2 as measured
by the single-bin method in the semileptonicB0 event sample. A comparison of the mistag rates measu
with the single-bin method are reported as the differencesDsample5wflav2wsl between the mistag rates in th
Bflav sample,wflav ~Table XXI!, and semileptonicB0 samples,wsl , normalized to the quadratic sum o
statistical and uncorrelated systematic errors.

Category Yield
Efficiency

@%#
Mistag ratew

@%#
Q

@%#
Dsample

@s#

Lepton 3046 11.960.4 8.760.961.4 8.1 10.4
Kaon 10270 36.261.9 19.560.761.2 13.5 21.1
NT1 2127 8.160.4 22.361.461.2 2.5 20.1
NT2 3967 13.560.9 36.061.261.3 1.1 20.7
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All tagged events in theBflav sample withuDtu,2.5 ps are
used for a single-bin study. The combinatorial backgrou
fraction in the signal sample is determined from a fit to t
mES distribution as described in Sec. VII. The signal regi
is defined as events withmES.5.27 GeV/c2. The B1 peak-
ing background in this signal is estimated to be (1
60.8)%. The fraction of mixed events in the combinator
background is determined by tagging category with the s
band control sample, 5.20,mES,5.27 GeV/c2, and the
mistag fraction associated with theB1 peaking background
has been measured directly in data. The number of tag
events in each category is summarized in Table XXI.

A separate single-bin analysis is also performed with
sample ofB0→D* 2l 1n̄ events described in Sec. III E. W
use tagged events withuDtu,2.5 ps and evaluate the bac
grounds for events in this time interval. The backgrounds
mixed-event fractions are evaluated separately for each
ging category. Backgrounds are larger for the semilepto
modes than for the hadronic modes and originate from
variety of sources. In the case of the combinatorial ba
ground, the estimate is obtained from them(D̄0p2)
2m(D̄0) sideband. For the continuum background, o
resonance data is used after correction for the combinat
component. The mixed-event fraction forBB̄ background is
estimated with genericBB̄ Monte Carlo simulation. The
mistag fraction of the last background component, the de
B1→D* Xl n̄, has been determined with data. The estima
of the contributions of the various backgrounds are descri
in Sec. III E. The number of tagged events in each categ
are summarized in Table XXII.

TABLE XXIII. Sources of systematic error for the mistag me
surement on theBflav sample in the single-bin method.

Type Variation Lepton Kaon NT1 NT2

t(B0), Dmd 61s 0.005 0.004 0.003 0.002
Resolution see text 0.002 0.002 0.001 0.0
Wrong-tag resolution see text 0.003 0.006 0.007 0.0
Combinatorial bkgd 61s 0.002 0.002 0.005 0.004
B6 peaking bkgd 61s 0.001 0.001 0.000 0.000
Total 0.006 0.007 0.009 0.011

TABLE XXIV. Sources of systematic error for the mistag me
surement from the semileptonicB0 sample in the single-bin
method.

Type Variation Lepton Kaon NT1 NT2

t(B0), Dmd 61s 0.006 0.004 0.004 0.002
Resolution see text 0.001 0.001 0.001 0.0
Wrong-tag resolution see text 0.003 0.006 0.007 0.0
Combinatorial bkgd 61s 0.001 0.006 0.004 0.004
Continuum bkgd 61s 0.001 0.003 0.006 0.007

BB̄ bkgd 61s 0.011 0.005 0.005 0.004

B1→D* Xl n̄ bkgd 61s 0.003 0.004 0.002 0.001
Total 0.014 0.012 0.012 0.013
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We use Eq.~47! to obtain the mistag rates in each taggi
category shown in Table XXI for theBflav sample and Table
XXII for the B0 semileptonic sample. The sources of syste
atic error on these results are summarized in Tables XX
and XXIV respectively.

Three sources of systematic uncertainties are commo
both the hadronic and semileptonic samples. The first is
uncertainty due to the errors on the world-average values
theB0 lifetime andDmd values. The second is due to theDt
resolution function, whose fit parameters in data are var
within errors. The third common uncertainty is related to t
possibility that wrong tags have worseDt resolution than
correct tags. This effect has been studied with Monte Ca
simulation, where we observe a slightly larger rms width
events with wrong-sign tags. From this study, scale fact
comparing the right and wrong-tag resolution functions ha
been extracted and then applied to the resolution function
wrong tags.

The systematic uncertainties unique to each sample
due to the background components. These are estimate
varying both the background fractionsf b and the fraction of
mixed events associated with each background source,xb ,
by one standard deviation in their uncertainty.

For the semileptonic sample, the systematic error due
backgrounds is the dominant source. The characterizatio
these various backgrounds is described in Sec. III E. For
combinatorial background fraction, a relative systema
uncertainty of 20% is added in quadrature to the statist
error to cover the range of results obtained with vario
m(D̄0p2)2m(D̄0) fitting functions.

The systematic error due to the continuum backgroun
determined by varying both the background level and
mixed fractions. TheBB̄ background fraction uncertainty i
obtained by combining the statistical uncertainty and the s
tematic error given in Sec. III E. The systematic errors int
duced by uncertainties on the background from the de
B1→D* Xl n̄ are obtained by varying the fraction describ
in Sec. III E as well as the mistag fraction ofB1 mesons
measured on data. Studies with Monte Carlo simulation h
been performed to verify that the mistag fractions are
affected by the presence of the extra pions in the decayB1

→D* Xl n̄. An additional uncertainty due to the statistic
precision of the Monte Carlo study has been added to
chargedB mistag fractions measured with data.

Table XXI shows the differenceD like5wsb2wlike between
the mistag rates measured with the single-bin method in
Bflav sample,wsb, and the likelihood fit result,wlike ~Table
XVIII !. The difference is reported in terms of the uncorr
lated statistical and systematic errors for the two metho
when applied to the same data sample. The componen
uncorrelated statistical error is estimated with a fast para
etrized Monte Carlo simulation. It varies with category d
to different event yields. The differencesDsample5wflav2wsl
in the mistag rates measured with the single-bin method
the Bflav sample,wflav , and in the semileptonicB0 sample,
wsl , are reported in Table XXII. The quadratic sum of th
statistical and uncorrelated systematic errors is used to
mate the consistency of the measurements.

9

9
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5. Vertexing algorithm checks

In order to verify that the results are stable under variat
of the vertexing algorithm that is used for the measurem
of Dt, several less powerful alternatives to the defa
method have been considered:

~1! Charmonium mass constraint for vertex fit: The mass
constraint on the charmonium daughter, used in the
lection of the events, is also applied in the determinat
of the vertex.

~2! No KS
0 mass constraint: The mass constraint on theKS

0

candidate is not applied during the vertex reconstructi
~3! No bremsstrahlung recovery: Only events without an as

sociated bremsstrahlung photon for theJ/c daughter
electrons are considered in the likelihood fit.

~4! Charmonium daughters only: The vertex of the fully re-
constructedB meson is reconstructed only with th
tracks from the charmonium daughter.

~5! No converted photon veto: Pairs of tracks from gamma
conversions are retained in the vertex fit.

~6! sDt requirement: Only events withsDt,1.4 ps are re-
tained, as is required in the mixing analysis.

~7! Boost approximation: The boost approximation@Eq.
~21!# is used to convert theDz measurement intoDt.

~8! Kaon veto: The more restrictive requirement from th
mixing analysis that no kaons participate in the tagg
vertex is applied.

~9! No Y(4S) constraint: The algorithm described in Sec
V A is simplified by dropping theY(4S) momentum
constraint.

~10! Dilution dependence onsDt : Dilutions for the kaon
category are parametrized as a function of the error
Dt.

FIG. 32. Results obtained with several alternative variations
the vertexing algorithm that impact theDt measurement. The
shaded band is the systematic error assigned to the parametriz
of the resolution function. The full range corresponds to one sta
tical standard deviation.
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A summary of the results obtained with these differe
configurations for theDt determination is provided in Fig
32. In all cases the variation of the measured asymmetr
consistent with the error assigned to the parametrization
the resolution function.

6. JÕcKL
0 background cross-checks

As a cross-check, a likelihood fit was performed toJ/cKL
0

candidates in aDE sideband region (20,DE,80 MeV)
treated entirely as signal events. This sample is actual
mixture of B decay modes with an expected averagehCP of
10.04. The true value for sin 2b in the Monte Carlo simula-
tion is 0.7 and consequently the expected result from
likelihood fit to theDt distribution of the control sample is
0.03. The actual fits to sideband regions in data and Mo
Carlo simulation find sin 2b50.1660.18 and20.0360.10
respectively, both of which are consistent with expectatio

As another cross-check, a sample ofJ/cKS
0 events was

selected in the data, where only theKS
0 direction information

was used, thereby emulating theKL
0 selection. The purity and

background composition of this control sample is very sim
lar to that of theJ/cKL

0 sample. However, in this case, th
subset of trueJ/cKS

0 events can be identified with the no
mal J/cKS

0 selection criteria. A fit to theDE distribution of
the full control sample finds (4963)% signal, which is in
good agreement with the fraction, 47%, observed for
cleanly identifiedJ/cKS

0 subset. Likewise, a likelihood fit to
theDt distribution of the full control sample agrees well wit
the value of sin 2b obtained with the trueJ/cKS

0 subsample.

7. Graphical display of the asymmetry

An elegant display of theCP asymmetry in the data ca
be obtained with the use of the so-calledKin variable, here-
after denoted asK. It is also possible to verify directly the
fitted value for sin 2b from the ratio of appropriate weighte
averages forK. In particular,K has a PDF with an asymme
try known to be linearly dependent with a slope given
sin 2b regardless of the details of the analysis.

Writing the PDFF1(F2) for events with aB0 (B̄0) tag in
terms of the general functionsF1(Dt) andF2(Dt)

F6~Dt !5F1~Dt !6sin 2b F2~Dt ! ~48!

n

tion
s-

FIG. 33. Observed asymmetryA~K! as a function ofuKu, with
an overlay of the expected linear dependence superimposed.
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allows us to introduce

K~Dt !56F2~Dt !/F1~Dt !, ~49!

where1 applies to events with aB0 tag and2 with a B̄0 tag.
Ignoring resolution effects, dilutions and background,
standard model expectation for theDt distribution of tagged
B0 decays into CP modes @Eq. ~10!# gives K(Dt)
52hCP sinDmdDt. When these effects are included, we c
still write

F6~Dt !5F1~Dt !„11K~Dt !sin 2b…, ~50!

althoughK will be a more complicated function ofDt and
could depend on kinematic variables as well.

The distribution of events as a function ofK is

dN

dK 5E dDtFF1dS K2
F2

F1
D1F2dS K1

F2

F1
D G

5~11K sin 2b!E dDt

3F1FdS K2
F2

F1
D1dS K1

F2

F1
D G

5~11K sin 2b!C~K!, ~51!

whereC~K! is an even function ofK. It follows that the ratio
of the odd to the even part of the distribution forK is a linear
function ofK with coefficient sin 2b. Thus the distribution of
K can be used to test for the effect of anCP violation simply
by examining the dependence of the asymmetry

A~K!5
dNK.0 /dK2dNK,0 /dK
dNK.0 /dK1dNK,0 /dK . ~52!

The observed asymmetry for theCP sample is shown in Fig
33 as a function ofK, along with an overlay of the expecte
linear dependence. The data agree with this hypothesis a
55% C.L.

From the expression in Eq.~51! we find

sin 2b5
( iKi

( iKi
2 6

1

A( iKi
2A12~sin 2b!2

( iKi
4

( iKi
2 . ~53!

FIG. 34. Distribution of the observableK for the individual
tagging categories.
03200
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In averagingK the even component of theC~K! cancels out,
while the odd component cancels in averagingK2. This of-
fers a method of measuring sin 2b that is mathematically
equivalent to the result with the global likelihood fit. How
ever, it can only be applied when sin 2b is the one remaining
free parameter. The moments ofK for the full CP sample
give results that are numerically identical to the likeliho
fit, thereby confirming the minimization procedure used
the fit.

The fact that the mean value ofK is proportional to sin 2b
also allows a visual representation of theCP asymmetry.
Figure 34 shows the distribution ofK in data, with events in
the individual tagging categories indicated as well. T
larger the value ofK for a given event, the larger the weigh
that this event carries in the measurement of sin 2b. Again,
theCP asymmetry in the data is clearly evident in the dist
bution of K.

D. Fits results without assumingzlzÄ1

A more general description of the time evolution of ne
tral B decays toCP eigenstates contains a term proportion
to cosDmdDt @Eq. ~8!#. The coefficient of the cosine term i
expected to be negligible in the standard model, whereulu
51. In order to search for a non-standard model effect, we
thehCP521 sample forulu and Iml/ulu. The latter is equal
to sin 2b if ulu51. ThehCP521 sample has the advantag
of having very little background, while the otherCP modes
have backgrounds that are both significantly larger and do
nated by otherB decay modes with possible directCP con-
tributions.

The fitted values forulu and Iml/ulu with the CP521
sample and various subsamples are listed in Table XVII. T
two CP parameters are almost uncorrelated, with the coe
cient between Iml/ulu and ulu of 21.7%. The same system
atic error studies as described in detail in Sec. VIII B we
repeated for the fit to thehCP521 sample for Iml/ulu and
ulu. The estimated uncertainties from these sources are li
in Table XIX.

We have also performed detailed cross-checks, simila
those described in Sec. VIII C. In particular, large samp
of parametrized simulation, as well as full Monte Car
samples, have been used to verify the fitting procedure.
Bflav sample has also been used to demonstrate that no b
introduced in the measurement. The relative normalization
the tagged events in the two flavors is in fact sensitive to
coefficient of the cosine term in Eq.~8!, and thereforeulu.
The systematic error introduced by the uncertainty on
parameterŝe tag& i andm i listed in Table X are uncorrelate
between tagging categories. Therefore, they are adde
quadrature to obtain the systematic error contribution lis
in Table XIX~g!.

The final result of the fit with thehCP521 sample is

ulu50.9360.0960.02,

Im l/ulu50.5660.1560.05. ~54!

Thus, we find no evidence for directCP violation in the
3-51
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hCP521 sample and the value of Iml/ulu is consistent with
the result from the nominalCP fit with ulu51.

IX. CONCLUSIONS AND PROSPECTS

In 29.7 fb21 of e1e2 annihilation data collected near th
Y(4S) resonance, we have obtained a new measureme
the time-dependentB0-B̄0 oscillation frequency with a
sample of 6350 tagged flavor-eigenstateB0 meson decays
that are fully reconstructed in hadronic final states:

Dmd50.51660.016~stat!60.010~syst! ps21.

This result is at a level of precision comparable to the m
recent world average forDmd and lies about 1.7s above the
combined value of 0.47260.017 ps21 @11#. It is also quite
compatible with our own recent measurement@28# with a
dilepton sample. TheDmd study reported here confirms ou
understanding ofB reconstruction, flavor tagging, andDt
resolution in our data sample. Our measurement contrib
significantly to the precision of the determined value
Dmd , one of the fundamental parameters constraining
knowledge of the CKM matrix, and remains dominated
statistical errors that will improve with more data.

We have presented a measurement of theCP-violating
asymmetry parameter sin 2b in the neutralB meson system

sin 2b50.5960.14~stat!60.05~syst!, ~55!

which establishesCP violation in theB0 system at the 4.1s
level. This significance is computed from the sum in quad
ture of the statistical and additive systematic errors. T
probability of obtaining the observed value or higher in t
absence ofCP violation is less than 331025. The corre-
sponding probability for thehCP521 sample alone is 2
31024. Our measurement is consistent at the 1.9s level
with the recently reported result from Belle of sin 2b50.99
60.14(stat)60.06(syst) @29#, and with previous measure
ments@30–33#. The observed value for sin 2b is currently
limited by the size of theCP sample, allowing for substantia
improvement as more data are recorded in the next
years.

We have also used thehCP521 sample to search fo
possible directCP violation through interference of deca
amplitudes. The directCP parameterl is found to be

ulu50.9360.09~stat!60.02~syst!.

This result is consistent with the standard model expectat
where ulu51 and no significant directCP violation should
exist in charmonium decays.

As already noted in Sec. I, measurements ofCP asymme-
tries in B decays to charmonium can be used to constr
with little theoretical ambiguity, the parameters of the CK
matrix. In the standard model with three families, the CK
matrix V @3# incorporates three real parameters and o
phased generatingCP violation if dÞ0 or p. The Wolfen-
stein parametrization@14# of V takes advantage of the ob
served hierarchy in the matrix elements in terms of the
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pansion parameterlCKM5uVusu. The remaining parameter
in this representation are denotedA, r, and h, where CP
violation requireshÞ0.

The parameterlCKM is determined from semileptoni
kaon decays and nuclearb decays. SemileptonicB meson
decays to charm are used to determine the parameterA. Con-
straints onr andh are obtained fromCP violation in mixing
in the kaon sectorueKu, the ratiouVub /Vcbu, and the oscilla-
tion frequencyDmd for B0-B̄0 mixing. The oscillation fre-
quencyDms has not been measured, sinceBS

02B̄S
0 mixing

has not been observed yet. However, the observed ampli
spectrumA(Dms) improves the constraints onr andh. To-
gether, these measurements provide indirect constraint
sin 2b.

Our overall knowledge of the CKM parameters is limite
by the relatively large uncertainties in some of the theoret
quantities, mainly due to nonperturbative QCD effects.
particular, the constraints onr andh suffer from theoretical
and systematic uncertainties in the determination
uVub /Vcbu and from theoretical uncertainties in QCD param
eters entering the prediction ofueKu, Dmd , andDms . Recent
analyses constraining the CKM matrix have been perform
with different statistical approaches@34–40#. They mainly
differ in the treatment of theoretical uncertainties and also
the choice of the input values and their errors.

Due to the fourfold ambiguity in the value ofb obtained
from the sin 2b measurement, there are four allowed regio
in the r-h plane. One of these regions is found to be
agreement with the allowedr-h region obtained from CKM

FIG. 35. Present indirect constraints on the position of the a
of the unitarity triangle in the (r̄,h̄) plane, not including our mea
surement of sin 2b. The fitting procedure is described in Ref.@34#.
Our result sin 2b50.5960.14(stat)60.05(syst) is represented b
diagonally hatched regions, corresponding to one and two statis
standard deviations. The individual indirect constraints lie betw
the pairs of solid lines that are connected by the double-ended
rows with labels.
3-52
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fits within the standard model. Figure 35, taken from R
@34#, shows our direct measurement and the indirect c
straints in ther̄2h̄ plane in terms of the renormalize
parameters r̄5r(12lCKM

2 /2) and h̄5h(12lCKM
2 /2).

The contributions of the individual measurementsueKu,
uVub /Vcbu, Dmd , andDms @34# are indicated, as well as th
allowed region if all the constraints are considered simu
neously. Overlaid as the diagonally-hatched area are the
gions corresponding to one and two times the one-stand
deviation experimental uncertainty on our sin 2b measure-
ment.

It should be emphasized that, beyond being a direct c
straint onb, the measurement of sin 2b differs qualitatively
in its interpretation from the indirect constraints onb ob-
tained fromueKu, uVub /Vcbu, Dmd , and eventuallyDms . For
sin 2b, the size of the allowed domain is determined by we
defined experimental uncertainties that are predomina
statistical in origin, while in contrast the region allowed b
the indirect measurements is mostly defined by theoret
uncertainties, which makes a statistical interpretation d
cult.

The current experimental uncertainty on sin 2b has now
reached a level of precision that offers significant constra
on the standard model. Over the next few years there
continue to be substantial improvements in precision of
sin 2b determination, including measurements for other fi
states in whichCP-violating asymmetries are proportional
sin 2b. Beyond this, studies of time-dependent asymmet
in modes involvingb→u transitions have already begun@41#
n
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and may provide additional constraints, although here
interpretation in terms of sin 2a from the unitarity triangle is
likely to be made difficult due to significant penguin cont
butions. Nevertheless, these measurements will be abl
directly test the validity of the CKM picture as the origin fo
the observedCP violation in neutralB decays.
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