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I. INTRODUCTION

The standardSU(3)3SU(2)3U(1) model of the strong
and electroweak interactions has proved to be remark
successful in describing current experimental results, w
only the evidence for neutrino oscillations@1# and the recent
measurement of the muon anomalous magnetic momen@2#
falling outside its expectations. The standard model is no
theless believed to be an effective low-energy approxima
of a more fundamental theory as it contains many free
rameters and unexplained symmetries. Many extension
the standard model have been proposed. Often these are
tivated by attempts to justify features, like parity violation
lepton-family-number conservation, which are put in ‘‘b
hand’’ to explain experimental data.

Essentially every extension of the standard model
cludes new heavy particles that mediate rare decays tha
otherwise forbidden. The most sensitive decay mode va
by model, so it is important to study a range of rare decay
the search for new physics. The rare decaym→eg is the
classic example of a reaction that would be allowed exc
for the separate conservation of muon and electron num
within the standard model; in fact,m→eg is predicted to
occur in most proposed extensions. For example, it has b
shown that a broad range of grand unified supersymme
theories predict thatm→eg should occur with a branching
ratio in the range 10210–10214 @3#, and the current world
limits on m→eg and other lepton-family-number violatin
decays — includingm→egg, m→eee and m→e conver-
sion in a muonic atom — have been used to set limits
many proposed extensions to the standard model. Refer
@4# provides a recent review.

The MEGA Collaboration was formed to search for t
decay m→eg at the Los Alamos Meson Physics Facili
~LAMPF!. The most sensitive previous limit,B(m1→e1g)
,4.9310211 ~90% C.L.!, was obtained with the Crystal Bo
detector@5#. The MEGA experiment produced a new upp
limit on the branching ratio,B(m1→e1g),1.2310211

~90% C.L.!, as discussed briefly in Ref.@6#. This paper pre-
sents a more complete description of the experiment an
results.

II. EXPERIMENTAL DESIGN PHILOSOPHY

The MEGA experiment was designed to find the dec
m1→e1g in a background-free environment if its branchin
ratio was greater than 10213. The decay was to be isolate
from all backgrounds by its unique kinematic signature
muon at rest decaying into a time and spatially coincid
photon and positron with equal and opposite momenta
52.8 MeV/c. The identification of them→eg signal relied
on precise and accurate measurements of the vector mom
of the photon and the positron at the muon decay point
their relative times.

Accordingly, a high precision magnetic spectrometer s
tem was constructed with two distinct and separated pa
~a! a low-mass system of multiple-wire proportional cha
bers ~MWPCs! to track the positron orbits plus a series
plastic scintillators to determine the end time of the posit
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orbit and ~b! pair spectrometers to detect the photons a
determine their energy, propagation direction, convers
time and location. To extract the vector momentum of t
photon, the intersection of the positron with the target w
assumed to be the origin of the photon. The replacemen
the total absorption calorimeter used in previous experime
by pair spectrometers was a trade-off of detection efficie
for resolution, solid angle, and temporal stability. To ma
mize the solid angle acceptance, the photon system ne
surrounded the positron detection system. The magnetic
was produced by a superconducting solenoid, and the s
trometer system was cylindrical in shape, with the cylind
axis parallel to the solenoid field.

The positron MWPCs were constructed with as little ma
as possible to minimizedE/dx energy loss, annihilation in
flight, and multiple scattering. Otherwise the positron ene
and position resolutions would be degraded and the pho
backgrounds would be worse. This requirement implied t
no support structures for the MWPCs could be located in
positron orbit region. The positron spectrometer was s
mented in a way that minimized the occupancy in a high r
environment, especially in the presence of magnetica
trapped positrons. The muon decay target had to have s
cient mass to stop the muon, but conversely had to imp
minimum mass through which the positron would pa
which dictated a passive target. These conditions were
by a target that was highly inclined with respect to the bea
This solution had the added feature of spreading the stop
distribution along the beam direction, which allowed f
background suppression by requiring the photon and posi
to originate from the same point in the target.

To achieve a sensitivity of 10213 in a reasonable time, the
muon decay rate was set as high as possible consistent
minimum confusion in positron tracking and acceptably lo
dead times. The experiment was positioned in the LAM
stopped-muon channel and set to accept the full muon be
The anticipated muon decay rate constrained the posi
detector MWPC cell size to achieve acceptable occupanc

The dominantm→eg background comes from photon
near 52.8 MeV in accidental time and spatial coinciden
with a random positron emanating from another muon
caying in the target. Because the mass of the posit
MWPCs was very low, the most likely source of these ph
tons was from the internal bremsstrahlung~IB! processm

→egnn̄. Also high energy photons could be generated
positron annihilation along its orbit. The IB process has
very low probability of producing photons with energie
close to 52.8 MeV, so good photon energy resolution p
vided a particularly important background rejection fact
Furthermore, because the magnetic field confined cha
particles to the central region, the photon detector was
pected to be very ‘‘quiet’’ in the presence of a high mu
decay rate. This naturally led to an event trigger that requi
a single high energy photon.

Nonetheless, the trigger rate in the photon detector w
expected to be;2 kHz, which would be too high to allow
all of these events to be written to tape. Therefore an ad
tional software filter was needed to ascertain whether th
was sufficient information in the photon spectrometer a
2-2
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SEARCH FOR THE LEPTON-FAMILY-NUMBER . . . PHYSICAL REVIEW D 65 112002
then the positron spectrometer to support a possiblem→eg
hypothesis. This on-line filter ran in a system of comput
that were programmed with fast, reliable code intended
make decisions either to keep or discard triggers. The
quirement on processing speed was driven by the nee
analyze all triggers from a LAMPF pulse and write the s
lected candidate events to tape in the;8 ms period between
pulses. The requirement of high reliability mandated ext
sive testing of the on-line code with a well-developed Mon
Carlo ~MC! simulation package prior to its implementatio
in the experiment.

The on-line filter was designed not to reject manym
→eg signal candidates, and therefore, the data written
tape would likely include large numbers of events that w
not consistent with am→eg hypothesis. Off line, the data
were to be studied with a series of increasingly more rig
ous, and more time-consuming, analyses, each reducing
volume of data, and finally retaining only those events t
were highly probablem→eg candidates.

The accuracy of the experiment depended on regular
extensive temporal and spatial calibrations to assure tha
test of time coincidence and the requirement for precise s
tial tracking were not systematically compromised. The te
poral and spatial accuracy was affected by a wide rang
environmental parameters and apparatus characteris
which needed to be monitored in coordination with the ev
information saved to tape. Moreover, these calibration d
required substantial subsequent analyses to assure the
racy and reliability of them→eg search.

III. EXPERIMENTAL DETAILS

A. Overview

Figure 1 shows a schematic view of the MEGA detect
Both the positron and the photon spectrometer systems w
contained within the 1.5 T magnetic field produced by a
perconducting solenoid magnet. A surface-muon beam f
the LAMPF stopped-muon channel entered the dete
along the axis of the superconducting solenoid. The be
stopped in the elliptical target foil located at the center of
detector.

FIG. 1. A schematic view of the MEGA detector.
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Positrons from muon decay followed helical trajectori
in the magnetic field. They were observed by an array
eight cylindrical, high-rate MWPCs that surrounded the sto
ping target. The MWPCs measured the crossing of posit
tracks in all three dimensions, which allowed for the det
mination of the muon decay point and the positron mom
tum. Two annular arrays of plastic scintillators, located n
the ends of the positron wire chambers, provided timing
formation. After passing through the scintillators, the po
trons entered thick lead-Hevimet annuli, where they stop
while producing a minimum of high-energy gamma rad
tion. Cylindrical plastic scintillators that were located insid
the upstream and downstream positron scintillator arrays
beyond the lead-Hevimet annuli, ‘‘ring counters,’’ provide
timing calibrations. The positron spectrometer had an ou
radius of 30 cm, large enough to contain all the positrons t
were produced by muons decaying in the stopping targe

Photons from muon decay were observed in a set of th
concentric, cylindrical pair spectrometers that surrounded
positron spectrometer. Each pair spectrometer utilized
lead foils to convert high-energy photons intoe1/e2 pairs.
The electrons and positrons were then tracked through a
of drift chambers to determine the energy and propaga
direction of the original photons. An MWPC located betwe
the two convertor foils determined where a given phot
converted, and an array of plastic scintillators determined
conversion time.

The hardware trigger for the experiment was designed
identify high-energy photons in the pair spectromete
Events that passed the hardware first- and second-stage
gers were read into a workstation where a partial analysi
each photon shower was performed, and then the hits in
positron spectrometer were examined to determine if
minimum number necessary to support am→eg hypothesis
were present. If so, the event was written to tape for sub
quent off-line analysis.

B. Beam

The LAMPF accelerator had a macrostructure of betwe
6% and 9% and a repetition rate between 60 and 120
These conditions were set by the accelerator-operations s
and the MEGA experimenters adjusted the aperture of
channel~see below! to keep the instantaneous rate a const
to about 3%. The microstructure in the beam of 5 ns w
irrelevant because it was short compared to the muon
time.

The stopped-muon channel at LAMPF@7# provided the
muons for the MEGA experiment using a surface-mu
beam@8# tune. The characteristics of the beam were a flux
23108/s, 4% muons above the kinematic end point fro
stopped-pion decay (29.8 MeV/c) in the production target,
and a ratio of positrons to muons of 10:1. To reduce
positron flux by a factor of 100, a 20.3-cm gap by 127 c
long, crossed electric and magnetic field separator, oper
at a total voltage of 200 kV, was employed upstream of
last focusing quadrupole. The beam was tuned in the last
to enter the solenoid with as little loss as possible; the s
noid also had a strong focusing effect on the beam. In or
2-3
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to produce an extended longitudinal beam spot on the sla
target, the spot was purposefully defocused to have a
width at half maximum~FWHM! of 3.5 cm ~normal to the
beam direction! with the solenoid at nominal current. Whe
all beam tailoring with slits was completed, the maximu
stopping rate available was 43107 s21 for 1 mA of protons
incident on a 6-cm graphite production target.

The central momentum of the tune was 28.3 MeV/c with
a 10% acceptance. A very small fraction of the muo
stopped in the vacuum window between the beamline
the solenoid, and their decays were used for calibrating
timing of the upstream scintillators. Following the vacuu
window, a degrader foil was placed inside the heavy le
shielding upstream of the target. The degrader thickness
chosen so that 75% of the muons stopped in the sla
target. The balance propagated to a foil that was inside
downstream shielding. Essentially all of the remaini
muons stopped there, and their decays were used for cali
ing the timing of the downstream scintillators. At this m
mentum, the estimatedp/m ratio at the detector~or separa-
tor! was 331029, and residual positrons that passed t
separator were focused by the solenoid and went harmle
through the apparatus.

The procedure for calibrating the number of muon sto
involved several steps. Initially, with the magnetic field off
beam of muons and positrons was brought into the cente
the magnet. The particles passed through a thin ion cham
a 0.16-cm-thick scintillator 10 cm downstream, and a 1
cm-thick scintillator another 10 cm downstream. The sepa
tion between these elements helped to keep the solid a
for detecting muon decay products low. With low intens
beam, the number of muons were counted in the first scin
lator where they stopped, and the positrons were counte
the thicker scintillator. The sum of the energy depositi
from both species was measured in the ion chamber.
contribution of the muons to the ion chamber response
then deduced by placing a degrader upstream of the
chamber to remove the muons. Next, the field was turned
with the ion chamber~electric field parallel to the magneti
field! upstream of a surface barrier Si detector, and the r
of muons to positrons was measured with the field on bu
low rate. Finally, with the field on, the ion chamber w
placed substantially upstream of a target that stopped al
muons in the beam. The count rate of several of the upstr
positron timing scintillators, which detected muon-dec
products, was compared to the ion chamber charge. The
tios were observed to track linearly. Thus a calibration of
upstream positron scintillators to the muon-stop rate w
made. A comparison of the acceptance of these scintilla
to a MC simulation agreed to 5% under the assumption
97% muon polarization at the time of their decay. The in
grated counts in the positron scintillators were then mo
tored throughout the data acquisition to extract the total nu
ber of stopped muons. The stability of muon counts in th
scintillators was about 1% over the lifetime of the expe
ment.

C. Magnet

The MEGA detectors were located inside a large-bore
perconducting solenoid magnet. This magnet was origin
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used in the Large Aperture Solenoidal Spectrometer at SL
@9#. For MEGA, only 3 of the original 4 superconductin
coils were used and the large opening in the downstream
pole piece was filled with iron except for a small hole alo
the axis. The solenoid had a clear bore diameter of 1.85
and a clear bore length of 2.89 m. The superconduc
Cu-Nb coils were immersed in a 4000 liter liquid heliu
bath during operation; they carried 1178 A with a curre
density of;4000 A/cm2, which produced a 1.5 T centra
field.

Prior to inserting the spectrometers, the magnetic fi
was measured on a 5.1 cm grid using Hall probes, wh
were calibrated in a uniform field measured with an NM
probe. The principle component of the cylindrical magne
field was along the incoming beam direction, and varied
,3% within 1 m of themagnet center along the central ax
with larger variations at increasing distances off axis. Dur
data acquisition, the current in the magnet was held cons
to ,0.1%. The detailed field map was tabulated for use
data analysis.

D. Target

The muon stopping target@10# consisted of a planar shee
of 0.1 mm thick Mylar oriented such that the normal to t
target plane was inclined at 83° with respect to the incid
muon beam. This Mylar target was supported in space
rigid attachment to the inside walls of a 13mm thick Mylar
cylinder, 7.6 cm in diameter, giving the target a planar ell
tical shape. The length of the target along its major axis w
approximately 50 cm. The supporting cylinder was fille
with helium gas and was maintained in its rigid shape b
20 torr differential helium gas pressure. In this inflated for
the target was measured to be flat, with deviations from fl
ness less than61 mm.

The inclined thickness of the target as seen by the inco
ing beam was sufficient to stop 75% of the muons, pass
only those that underwent significant multiple scattering.
contrast, the thickness presented to outgoing positrons o
terest was small, thereby introducing minimum energy lo
multiple scattering and annihilation. The target inclinati
also spread the muon stopping distribution over a bro
range inz, enhancing the ability to distinguish between t
separate origins of photons that were produced in rand
coincidence with positrons.

Because the target was passive, the first point where
trajectory of a positron was measured was typically seve
centimeters away from the muon-decay point. Therefore,
vector momentum of the positron at the muon decay w
determined from the intersection of its observed helical tra
with the target plane. This made precise knowledge of
target location critical. The position of the target whe
mounted in the spectrometer was determined by direct vis
measurements, based on a grid penned on the target su
Approximately 100 points on the target were measured in
three coordinates using survey instruments. Their locati
formed a plane with a fittedx2 of 1.1 for errors of 1 mm on
the space points. The absolute location of the target was m
2-4
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sured with the same precision when the target was in p
for data acquisition.

E. Positron spectrometer

The positron spectrometer@11# consisted of a large centra
cylindrical MWPC ~called Snow White! and seven smalle
cylindrical MWPCs~called dwarfs! as shown in Fig. 2. The
size, position, and internal design of these chambers w
chosen on the basis of MC studies to keep the occupanc
the individual elements to;25% with particle fluences o
43104 mm22s21, so as not to confuse the pattern recog
tion. ~An original design of 3 concentric cylindrical MWPC
failed the occupancy requirements.! The overall diameter~60
cm! of the positron spectrometer was large enough to k
all orbiting positrons from entering the photon spectrome
due to the 1.5 T solenoidal magnetic field. The length of
chambers was chosen as 126 cm to match the solid a
acceptance for them→eg signal within the photon spec
trometer.

To minimize multiple scattering and to reduce the prod
tion of high-energy photons, the chambers were built with
effective thickness of 331024 radiation lengths, including
the thickness of the cathode foils, the gas in the chamb
and the wires. The design avoided structural supports in
MWPCs anywhere in the detector volume where positr
might pass. Accordingly, the wire tension was maintained
a cylindrical support, the ‘‘tension shell,’’ external to the po
itron orbit, and the cylindrical shapes of the thin catho
foils were maintained by differential gas pressure. The cha
ber anode wires were too long to be electro-mechanic
stable under high voltage, so low-mass garland supp
were required to mechanically divide the wires into shor
regions.

The basic layout of a dwarf chamber is shown in Fig.
and the chamber parameters are listed in Table I. The or
tation of the anode wires parallel to the magnetic field mi
mized the number of anode cells activated by a helical p
itron path since the same cells would be struck multi
times in the orbit. The spacing between anodes and the s
ration between the anode high voltage plane and the cath

FIG. 2. An axial view of the positron spectrometer showing~1!
the lead and Hevimet terminus for the positrons,~2! the Snow
White MWPC,~3! the dwarf MWPCs, and~4! the positron scintil-
lators. The outer circle represents the tension shell.
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ground plane were chosen to achieve the design resolut
at the decay point~2 mm in space and 0.5% in momentum!
and to have acceptable occupancy rates.

A longitudinal position resolution of 4 mm for a trac
crossing was required to obtain better than 0.5% momen
resolution. To achieve this goal, the copper coating on
cathode foils was segmented into electrically separated,
lical shaped stripes, each of which had an individual read
To reduce occupancy rates, the stripes were separated
upstream and downstream channels by a division at the
dian plane. The copper coating on the Snow White catho
was divided into stripes only over the scintillator regio
leaving the copper coating in the central region unbrok
except for the division at the median plane. This preven
the high occupancy rate in the central region of Snow Wh
from obscuring the resolution required adjacent to the sc
tillators.

A sophisticated gas system was built to mix the cham
gases and to maintain the 20 torr differential gas press
that was required to support the chamber cathode shape
addition, the gas system was used to inflate the muon s
ping target support cylinder. The high occupancy rate in
spectrometer dictated that a fast chamber gas be use
freon/isobutane mixture of 80% CF4 and 20% isobutane
achieved this goal with an ion collection time of;15 ns
@12#. Water vapor (0.2%) was added to the gas mixture
suppress continuous discharges. Also the inner and outer
umes that surrounded the MWPCs were filled with helium

FIG. 3. A partial cut-away view of a dwarf chamber showing t
anode wires between the two cathodes with counter-directed he
stripes.

TABLE I. Parameters of the MEGA positron spectromet
MWPCs.

Chamber length 126 cm
Chamber radius 11.138 cm~Snow White!

5.982 cm~Dwarfs!
Wire spacing 1.3 mm
Wire type 15mm Au-W
Wire tension 25 g
Half gap 1.778 mm
Cathode foil Cu~200 nm! on Kapton (25mm)
Cathode stripe width 2.7 mm~Snow White!

2.8 mm~Dwarfs!
Cathode stereo angle 29.05°~Snow White!

16.61° ~Dwarfs!
Chamber gas CF4(80%)1C4H10(20%)
2-5
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reduce positron interactions as they passed through the s
trometer.

A LeCroy 1445 high voltage supply@13# provided the
high voltage for the MWPCs. It was linked via a serial co
nection to a computer running the LabView@14# instrument
control program. The LeCroy 1445 was chosen becaus
provided an exceptionally fast trip response, which was c
cal for these chambers, while allowing computer-linked co
trol and monitoring. The LabView controlling program wa
written to allow simultaneous independent control of each
the 13 different high voltage supplies used.

The positron chamber read-out system@11# was con-
strained by several requirements. First, the high insta
neous rate per wire~10–20 MHz! required a wide bandwidth
(;100 MHz) in order to resolve the chamber hits clean
Second, the high flux through the chambers made it ne
sary to run the MWPCs at relatively low gas gain (;5
3104), thus requiring highly sensitive electronics with e
tremely low noise levels. Finally, the limited real esta
available for the chamber-mounted preamplifiers and
large number of channels restricted the design to a bare m
mum of components. Preamplifier outputs were sent to ra
mounted amplifier-discriminator cards within the experime
tal cave. Discriminator outputs were routed to Phillips 10
@15# FASTBUS latches for read out.

Positron timing information was obtained from the 1
plastic scintillator strips that formed two cylindrical barre
Each scintillator was a 30-cm-long rod with a trapezoid
cross section~see Fig. 4!. This shape was chosen to minimiz
the number of scintillators crossed by a single spiraling p
itron. Each scintillator was individually wrapped in alum
nized Mylar foil for optical isolation. The end opposite th
light guide connection was blackened to prevent multi
reflections. The scintillators were closely packed into a ba
on the outside of the lead-Hevimet absorber. One scintilla
was missing to allow space for a tube to supply gas to
space between the target and Snow White. Each scintill
was connected to a phototube with a 1.8-m-long optical fi
light guide so the phototubes could be located in a shiel
enclosure outside the magnet. Signals from the phototu
went to FASTBUS analog to digital converters~ADCs! and
to discriminators, which fed FASTBUS time to digital con
verters~TDCs! @15# and a logicOR for trigger purposes.

An unexpected property of the detector, combined w
the response of the electronics, limited the rate capability
the experiment. As noted above, anode cells oriented par
to the magnetic field could be crossed multiple times b
helical positron track. The cathodes also could experie

FIG. 4. Cross-sectional view of a positron scintillator.
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multiple crossing of the track when the positron helical or
intersects the same helical cathode cell on a later crossin
the same read-out channel was hit repeatedly within the
solving time of the electronics~20 ns!, as happened routinely
for the anodes when positrons spiraled nearly perpendic
to the magnetic field, the pulses piled up. This pile-up grea
increased the dynamic range requirement on the electron
The channel-to-channel cross-talk isolation of the pream
lifier cards was measured to be 30 dB. However, if a gr
deal of energy was deposited near the same wire by sev
crossings of a positron, a very large pulse occurred that
duced cross talk on neighboring wires. Such an event ha
small probability, but at high muon stopping rate, this sm
probability was multiplied by the large number of channe
in the entire system so that there was cross talk in ne
every trigger. To reduce the effect of the cross talk, both
muon stopping rate and the gain of the chambers were
duced below design values. The result was a limit on
instantaneous muon stop rate of 2.53108 Hz, and average
anode and cathode efficiencies of 95% and 85%, resp
tively.

F. Photon spectrometer

The photon detector@16–19# consisted of three indepen
dent, concentric, cylindrical pair spectrometers, which s
rounded the positron spectrometer. Pair spectrometers w
chosen for detection of the decay photons because they
vided some directional information, and comparatively, t
best possible combination of energy, timing, and spatial re
lutions for the 52.8 MeV photons of interest. Increased c
version efficiency, while maintaining good energy resolutio
was achieved by using a system of multiple spectromet
The detector had fine granularity, which allowed high da
rates with low event pile-up.

A cross sectional view of a pair spectrometer sector
shown in Fig. 5, and Table II gives radial dimensions of t
components. Each pair spectrometer was about 175 cm
axial length. It contained two cylindrical, lead convertor fo

FIG. 5. A cross section of a pair spectrometer layer, showing
aluminum support cylinder for an inner layer, and the timing sc
tillators, conversion cylinders, MWPC and drift detectors for t
next outer layer. A typical conversion in the first conversion cyl
der is shown.
2-6
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between which was a MWPC. Just outside the converter
inders was a set of cylindrical drift chambers to track t
conversion pairs. A scintillation barrel, placed inside the c
version layers, timed the traversal of the then back-trave
lepton pairs, and also measured their trajectory diame
which were proportional to their transverse momenta. T
information was used in the trigger to select only the conv
sion of high-energy photons. The scintillators were also u
to determine the time of conversion and to establish the t
reference for the drift chamber TDCs.

The tension of the chamber wires in each layer was b
anced by the compressional resistance of a rolled and we
aluminum cylinder, 2 mm in thickness, which was plac
beyond the maximum turning radius of reconstructablee1e2

tracks. This cylinder also acted as the outer gas barrier
the drift chambers.

Each of the three spectrometer layers contained 3 con
tional, cylindrical drift chambers with individual drift cells
approximately 1 cm long and 0.8 cm high. A fourth set
drift chambers was added to the outer layer. These c
except for the inner drift chamber of each layer, were defin
by sense wires at the center of the cell, and field wires p
tioned at the corners and between each sense wire. In
case of the inner drift chamber, the outer surface of the c
version cylinder formed an equipotential on which a de
line @19# was positioned under each sense wire.

A typical event had a pair conversion in either the inner
outer lead conversion foil, each being 0.045 radiat
lengths. If the conversion occurred on the inner foil, the p
traversed the MWPC and the outer foil layer before enter
the drift chamber region. Thus, a signal in the MWPC at
vertex of ane1e2 pair identified these specific events. Th
e1e2 pair curled in opposite directions through the dr

TABLE II. Components of the photon pair spectrometers.
radii are in cm.

COMPONENT Layer 1 Layer 2 Layer 3

Scintillator
Number of scintillators 40 60 80
Radius 32.0 47.9 63.4

Lead conversion cylinder
Radius of 1st 33.6 49.5 64.9
Radius of 2nd 34.5 50.4 65.8

MWPC
Number of wires 416 640 832
Radius 34.2 50.1 65.5

Drift chambers
Number of wires 208 320 416
DC1 radius 35.3 51.3 66.7
DC2 radius 36.1 52.1 67.5
DC3 radius 36.9 52.9 68.3
DC4 radius 71.1

Aluminum support cylinder
Radius 47.6 62.8 88.3
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chamber region; their trajectories were used to determine
transverse component of their momenta. After making cir
lar arcs through the drift chamber region, the pairs th
passed back through the conversion cylinders, the MW
and the scintillator. Depending on energy loss and multi
scattering in the scintillators and the aluminum support c
inder, the pairs could continue to spiral in the magnetic fie
although with smaller radii, so that in cross section the t
jectories did not overlap. Tracking information was utilize
only from the first pass of the leptons through the drift cha
bers, although multiple scintillator hits were used to impro
event timing.

The z location of the pair vertex and the position whe
each lepton spiraled back through the conversion cylin
were measured with the delay lines. These points determ
the polar~dip! angle of the photon with respect to the cylin
der axis. The dip angle was combined with the measurem
of radius of curvature of the leptons in the magnetic field
compute the full energy of the photon and its propagat
direction. The position of a drift-cell crossing was dete
mined with a precision of about 200mm in the direction
transverse to the magnetic field and about 1 cm in thz
direction. The time of the photon conversion was obtained
correcting the time appearance of the scintillator signals
the flight time of the leptons.

The delay lines were composed of an etched laminate
34 mm thick copper sandwiching a 75mm thick polyamide
foil. The signals were read differentially at each end by
voltage preamplifier feeding a constant fraction discrimin
tor, and the resulting signals were then gated into
FASTBUS TDC to record the timing information from eac
delay line. Each line was thus equivalent to a distribu
parameter transmission line, and because the resistance
not negligible compared to the characteristic impedance
the line, the signal rise time degraded and the pulse am
tude decreased as a function of distance along the line.
though constant fraction discriminators were used to red
the effect of the time walk of the signal, this effect wa
nonetheless, a significant problem, and limited the spa
resolution to aboutdL/L50.5% for the approximately 175
cm long lines.

G. Internal bremsstrahlung veto

The dominant source of photon background was the
process. High energy photons emitted in IB have a h
probability to be accompanied by a low energy positron.
contrast the probability of low energy positrons from norm
muon decay is small. The IB positrons were easily a
cleanly detected in coincidence with high energy photons
the Crystal Box detector@5#. The MEGA detector was instru
mented with internal bremsstrahlung veto scintillato
~IBVs! mounted on the surface of the pole tip penetratio
whose purpose was to veto low-energy positrons emitted
the IB process. In the 1.5-T magnetic field, 0- to 5-Me
positrons were constrained to follow the field lines and th
hit the 30-cm-radius penetrations in the magnet iron s
rounding the beam. The time of arrival of these positro
ranged from 20 to 80 ns after the muon decay, as determ

l
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by the initial dip angle. During the development of the bea
for the experiment, it was discovered that beam halo p
vented IBV counters from being effective upstream. Con
quently four counters were mounted in the top, bottom, l
and right positions, which were only used to monitor t
beam position. As no muon beam reached the downstr
IBV location, it was lined with 18 counters, arranged a
muthally, to intersect all positrons in this energy range ori
nating in the target with a positive value ofpz .

H. Trigger and data acquisition

The first-stage trigger@18# used the fact that the sum o
the diameters of the circular trajectories of the convers
pair measured the transverse component of the photon
mentum. MC studies of photon yields were used to selec
patterns in the MWPCs and scintillators of the photon sp
trometers for coding into the first-stage trigger electroni
Each photon pair spectrometer operated independently,
ducing its own first-stage trigger. The trigger required tha
least two scintillators were hit in spatial coincidence w
three groups of MWPC cells, corresponding to a minimu
width consistent with a;37 MeV/c transverse photon mo
mentum (pT). Thus, the trigger cutoff was determined bypT
and not total photon energy. However,pT was strongly cor-
related with total photon energy because of the geometr
the detector.

The purpose of the second-stage trigger was to re
events that satisfied the first-stage trigger, but did not p
duce tracks in the drift chambers, or did not have the su
cient number and pattern of hits in the drift chambers
reconstruct a photon event. It imposed additional constra
on a candidate photon event based on hit requirements in
drift chambers, to reduce substantially first-stage trigg
caused by accidental coincidences between two lower-en
photons, or true high-energy photons produced by con
sions in either the photon scintillators or the aluminum c
inders. Each photon spectrometer layer had its own sec
stage trigger module. Table III compares various trigger ra
at full beam intensity.

An electronic controller, the ‘‘routing box,’’ was used t
coordinate the triggers from all three layers with the de
time of the data acquisition system, and was the central c
trol module for the trigger system. It combined the first-sta
trigger results with selected additional signals to form a
sired set of triggers, then routed the gate outputs to the gr
of FASTBUS modules that were required to read out

TABLE III. A comparison of MEGA trigger rates at full beam
intensity ~in Hz!.

Item Perm stop Instantaneous Average

m stop 1. 2.63108 1.33107

First-stage trigger 1.231024 3.13104 1.63103

Second-stage trigger 6.431025 1.73104 8.33102

Photons.47 MeV a 8.531026 2.23103 1.13102

aReconstructed in off-line analysis from data with the on-line fil
for the positron spectrometer temporarily disabled.
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event. It also kept track of the FASTBUS-module busy s
nals, sent start signals to the second-stage trigger, monit
the result of the second-stage trigger decision, and sent o
fast clear or transfer-to-memory signal~i.e., keep the even
for subsequent read out! to the appropriate FASTBUS mod
ules following the second-stage trigger decision. All of the
tasks were accomplished under computer control.

Each pair spectrometer had dedicated FASTBUS TD
ADCs, and latches@15# that could be read out independent
to minimize the dead time. However, the positron spectro
eter needed to be read out for every event, regardles
which photon layer generated the trigger. To facilitate th
the TDCs and ADCs for each positron scintillator were re
by alternating between a pair of modules, designated ‘‘ev
and ‘‘odd.’’ This allowed the data acquisition system to a
cept, for example, a trigger in layer 1 while a previous tr
ger from layer 2 was still being digitized. In contrast, th
transfer-to-memory cycle of the FASTBUS latches was s
ficiently fast that only a single set of read-out modules w
needed for the positron spectrometer MWPCs. The typ
data acquisition system dead time was;6%.

Since the event rate in the photon pair spectrometers
low, the number of FASTBUS interface modules was
duced by multiplexing the photon chamber signals. A sche
gating a block of these signals in the azimuthal location
the first-stage trigger minimized accidental overlap for t
wire chamber signals@18#.

The first-stage trigger rate as filtered by the second-st
trigger was still too high to commit all event data to perm
nent storage. Therefore events were entered into an e
computer DECStation 5200 workstation farm that further
tered their number via preliminary physics analysis. Ea
event that contained a candidate photon with an energyEg
.42 MeV passed the on-line photon spectrometer requ
ment. Typically 27% of the triggered events passed the p
ton on-line pattern recognition requirements, and th
events were then analyzed by the positron spectrometer
line codeARC described in Sec. VII A. If the event also sa
isfied theARC criteria, it was written to tape for subseque
off-line filtering. Typically, 15% of the events that passed t
photon on-line requirements also passedARC. In addition, a
small sample (0.5%) of events that failed the on-line ev
filter was written to tape in order to provide a continuo
monitor of the performance of the on-line filter codes.

I. Data taking procedures

Data for this experiment were accumulated during cal
dar years 1993-1995. Approximately every 8 h, the scinti
tor timing and electronic pedestal calibrations were check
Otherwise, data were collected at the full operating rate
cept for the brief interruptions required for the suppleme
tary measurements described in Secs. V and VIII.

During routine data collection, the performance of the d
tector was monitored in a number of ways to ensure
quality of the data. Approximately 80 separate measu
ments, such as room temperature, wire chamber voltages
currents, solenoid field setting, cryogenic instrumentat
readouts, etc., were recorded roughly once per minute b

r
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dedicated computer interfaced by GPIB bus to sens
Quantities outside preset limits caused an alarm to sou
Another system monitored quantities that were scaled
translated into quantities such as dead time, pass-thro
rates in the software filters, detector rates, etc. In the cas
changes in accelerator parameters, the experimenters
justed the average stopping rate by changing the channel
to keep the instantaneous rate at 250 MHz. In addition
graphical single event display~SED! was available for view-
ing the patterns of hits in the detector elements on an ev
by-event basis.

Deciding that an instantaneous stop rate of 250 MHz w
optimal proved to be quite challenging. This decision w
made after visually studying thousands of events from
SED. As the final positron spectrometer reconstruction p
gram was not available at the time the data were taken,
complexity of events that could be properly analyzed had
be judgeda priori.

IV. MONTE CARLO

The MC simulation of the MEGA apparatus was based
theEGS4@20# package, with several modifications to meet t
requirements of this experiment. The geometries of the p
itron and photon spectrometers were coded into the sim
tion according to their actual construction. The detector w
subdivided into single-medium regions that were bounded
up to seven surfaces~planes, cylinders, or cones!. Checking
geometric limits is recognized to be one of the most tim
consuming tasks in any particle physics simulation, a
much effort was expended to optimize this task. For
ample, separate sections of the code were exercised to
the intersection~s! of either a straight line segment or an a
of a helix for each type of surface. As a result the perf
mance of the simulation was about 4 times faster than wo
have been achieved with aGEANT-based@21# simulation.
Other special features of the simulation are presented be

A. Event generation

Events were generated within the simulation program
ing one of the following processes:~1! unpolarizedm1

→e1g, ~2! polarized m1→e1nn̄, ~3! unpolarized m1

→e1gnn̄, ~4! p0→gg ~where the p0 originated from
p2p→p0n), ~5! p2p→gn, ~6! e1 with uniformly distrib-
uted momentum and direction,~7! m6 with a cosmic ray
energy and direction spectrum.

For the first three processes, the muon was assumed
at rest in the thin, planar, Mylar target. For the fourth a
fifth processes, thep2p reaction was assumed to occur wi
the p2 at rest within a thick cylindrical polyethylene targe
Finally, the simulated cosmic ray spectrum had a 1/E2 en-
ergy dependence and a cos2z, zenith angle dependence.

For the muon decay modes, an option was provided
simulate the high-rate backgrounds. In the positron sp
trometer, this could be done by superimposing hits from
ther MC simulated muon-decay positrons or real events o
the high-rate data. In the photon spectrometer, the ove
was done by including additional random hits according
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the relative frequencies that various patterns were obse
during background studies. These options permitted a r
able determination of the detection efficiency as a function
beam rate.

B. Extensions toEGS4 physics

A routine extracted fromGEANT was added to theEGS4

package to permit the tracking of muons, including be
muons and energetic cosmic rays, within the apparatus.~Cos-
mic rays were used in detector alignment and position re
lution studies, for example.! Muons were treated as long
lived ionizing particles; neither decays nor nucle
interactions were considered.

In addition to the limitations on the step size of charg
particles imposed byEGS4 and the geometry of the MEGA
apparatus, the ionization energy loss per step was no
lowed to exceed 5% in the positron spectrometer or 2%
the photon spectrometer.

For the traversal of charged particles through thin me
— gases or very thin solids — the mean number of ela
scatteringsN often falls below the value of 20. Thus th
Molière parametrization of the scattering angle is no lon
valid. To account properly for single and plural scattering
such cases, the Molie`re parametrization was replaced with
new algorithm, if the mean number of scatterings was be
25. In this new algorithm, the number of scatterings in o
step was sampled from a Poisson distribution with meanN.
Then this number of single scatterings were sampled fro
screened Rutherford scattering distribution and convolved
give the overall scattering angle. The resulting distributi
merged smoothly into the Molie`re approximation forN
>25.

Theaveragerestricted energy loss by charged particles
EGS4 was replaced with a new algorithm that incorporat
fluctuations. This was required to model accurately the
ergy resolution of the spiraling positrons in the positr
spectrometer and the fluctuations in pulse height detecte
the MWPCs. If the Molie`re number of scatterings in one ste
was smaller than 25 or if the charged particle was pass
through the chamber gas of an MWPC, the restricted ene
loss was calculated using the method of Talman@22# to
sample the energy loss due to resonant as well as n
resonant ionization of electrons from the various atom
shells of the element~s! of the media.~Resonant ionization
results in an electron-ion pair where the liberated atom
electron has no kinetic energy; non-resonant ionization
sults in an electron-ion pair where the liberated electron
kinetic energy below theEGS4discrete-tracking cutoff of 25
keV.! As a side benefit, the individual sampled ionizatio
within an MWPC cell were used to generate the detec
pulse — including fluctuations in pulse height and arriv
time at the anode. If the Molie`re number of scatterings ex
ceeded 25 — i.e., when traversing thick media — the
stricted energy loss was sampled from a set of eight tab
tions of the Vavilov distribution. These tabulations were us
to simulate energy loss in the photon spectrometers, inde
dent of the thickness of the media.
2-9



n
ct
dd
al
n

ti
an
er
er
hi
ig
y

tro
ir
u

al
th
he
r a
w
m
s
y
o
e
d
th
te
m
ha
th
bo
.
p
re

la
a
te
th
ne
ne
bo
so
rs
se
e
n

av
ag

e
nd
r-
7°.

a
on

een
ss,
n-

ited

etry
the
of
e

e
rs.

he
s,

so-
the

ys
um-
ber

93,
n-
par-
its

fter
no

r

M. AHMED et al. PHYSICAL REVIEW D 65 112002
C. Signal generation

Signals from energy deposited in the detector eleme
were recorded in simulated ADCs, TDCs and latches exa
matched to the data format of the actual apparatus. A
tional simulation-specific information keyed to these sign
was written to help identify in detail the history of each eve
and debug the reconstruction and analysis programs.

The signal from energy deposited in each positron scin
lator was propagated, with a time delay, to the phototube
then recorded in an ADC and TDC. TDC dead times w
simulated by imposing a time window from a previous ov
threshold hit so that the second of two close-together
was lost. Each TDC had a programmable pulse-he
threshold that was tuned to match the detection efficienc
the actual scintillator. Each ADC had a threshold~for zero
suppression! to match the behavior of the real ADCs.

Electrons released by energy deposition in each posi
spectrometer MWPC cell were propagated to the anode w
The cell boundaries were tilted from radial by about 17° d
to the LorentzE3B effect on the drifting charge in the
chamber gas. The arrival time of the avalanche — usu
but not always from the point of closest approach of
trajectory to the anode — determined the initial time of t
anode and cathode signals. The pulse on the nearby inne
outer cathodes was the spatial image of the anode pulse
a Gaussian shape and an rms size determined by the cha
half-gap and the cathode stereo angle. These initial pulse
the anode and cathodes were then propagated with dela
the readout end of each element and turned into an electr
pulse shape with a base width of about 25 ns. For each ev
the electronic pulses on all channels were superimpose
account for possible pulse pile-up due to recurring hits on
same channel from multiple loops, as well as uncorrela
hits at high beam rates. The resulting signal was discri
nated using a threshold that was matched channel by c
nel, then checked to see that it was within the time gate
had been started by the event trigger. Signals that were a
threshold and in time were recorded in simulated latches

In the photon spectrometer, the signal from energy de
sition in a scintillator was propagated to each end and
corded in simulated TDCs and ADCs. Drift chamber, de
line and MWPC hits were simulated by determining the e
liest arrival of an electron cluster at the preamplifier moun
on the end of a sense wire or delay line. At the end of
event, the outputs of the ADC for each scintillation chan
and the TDC for each scintillation or wire chamber chan
that was above threshold were smeared to account for
pulse-height independent and pulse-height dependent re
tion effects. Background noise hits in the scintillato
MWPCs, delay lines, and drift chambers were superimpo
on the event. The event was then examined to determin
the hits were sufficient to pass the hardware first- a
second-stage trigger requirements. If so, the event was s
after adjusting all TDC times so that the hardware first-st
trigger defined the effective zero time.~During the simula-
tion, t50 was given by the muon decay time.!
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V. DETECTOR CALIBRATIONS

A. Photon detector drift times

The magnetic field significantly influenced the drift tim
in the wire chambers. Given the approximate electric a
magnetic fields and the equilibrium drift velocity, the Lo
entz angle for the drifting electrons was approximately 3
This large drift angle increased the drift time by about
factor of 2, and reduced the ionization charge collected
the wires. In addition, some of this charge leaked betw
adjacent drift cells for certain track geometries. Neverthele
MC simulations demonstrated that the equal-time drift co
tours were approximately circular, although charge depos
in drift-cell corners remained trapped for long periods@16#.
These simulations also indicated a slight angular asymm
of the contours. This effect was ignored in the analysis of
drift-distance vs drift-time data for all three wire chambers
all three layers. The drift time distributions were fit by on
quadratic function:

d5v0T1a0T2. ~1!

The parameters of the fit,v050.0049 cm/ns anda0529
31026 cm/ns2, were very close to those obtained from th
MC simulation, averaged over all wire chambers and laye
By this procedure the distance from the drift wire to t
tangent of the track position was located within 0.2 mm rm
which was more than sufficient for the experiment, as re
lutions were dominated entirely by the axial, rather than
azimuthal, position measurement.

B. Photon wire chamber and scintillator efficiencies

Representative wire chamber efficiencies~magnetic field
on! are given in Table IV, as measured by cosmic ra
tracked through the system. The uncertainties in these n
bers are about 1%. The table shows that the wire cham
efficiencies were relatively stable from the beginning, 19
until the end, 1995, of the experiment. Scintillator efficie
cies were somewhat lower than expected, and layer 3 in
ticular developed several dead channels, resulting in
lower efficiency. Layer 3 was added to the experiment a
the cosmic ray data were taken in 1993, so there were
1993 data for comparison.

TABLE IV. Wire chamber and scintillator efficiencies by laye
and by year.

Wire chamber Efficiencies
Layer 1 Layer 2 Layer 3

Year 1995 1993 1995 1993 1995

MWPC 98.9 99.1 100. 99.1 97.5
DC1 97.1 96.8 97.0 97.6 96.4
DC2 97.5 98.8 99.5 95.9 95.6
DC3 97.2 98.5 96.2 95.9 96.1
Scintillators 95.1 96.5 96.8 97.5 87.6
2-10
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C. Spectrometer alignment

It was necessary to determine the location of the posit
spectrometer elements relative to the established MEGA
ordinate system in order to reconstruct the positron tra
precisely. The spectrometer coordinate system was define
have its z axis aligned with the cylindrical axis of Snow
White. The positive direction pointed downstream along
muon beam. Thex axis was defined to lie along the cente
of Snow White and the MWPC, dwarf No. 1, which wa
approximately horizontal. They axis was directed upward
completing a right-handed coordinate system. The axis
Snow White was assumed to lie along the axis of the s
noidal magnetic field, and no evidence of misalignment w
found. The~0,0,0! location was defined to be on the Sno
White axis at the center of the symmetric upstrea
downstream helical cathodes.

The spatial alignment of the spectrometer compone
was accomplished using cosmic ray tracks, with and with
the magnetic field, and positron helical tracks from mu
decays in the target@11#. The various relative orientation
parameters were adjusted to optimize thex2 fit to a large
ensemble of such tracks. The process was sequential,
began with an alignment of the axial anode wires in
seven dwarf MWPCs relative to the anode wires in Sn
White. This alignment required only fits to the cosmic r
tracks as viewed along thez axis, and resulted in thex-y
position of the centers of each of the dwarf chambers. It a
determined the azimuthal rotation angle of the anode w
around the cylinder axis for each dwarf chamber. Once
full set of 21 parameters was determined, the axial~z! align-
ment was begun. A track crossing the MWPC produced
anode cluster and an inner and an outer cathode cluste
rotating the inner and/or outer cathode cylinder, the inters
tion in z along the two cathodes was brought into agreem
This determined the relative alignment of the cathodes in
eight MWPCs. The inter-cathode alignment between
dwarf chambers and Snow White was established by ‘‘s
ing’’ each dwarf cathode inner and outer pair along thez axis
to optimize the track fits.

In all, 36 alignment parameters were determined for
positron spectrometer. It was initially assumed that the an
wire spacing around the cylinder axes was sufficiently re
lar that wire-by-wire adjustments would not be require
During the alignment process, however, it was discove
that, while the spacing between neighboring wires was
ways well within the 75mm chamber winding tolerance
there were regions where many sequential wire spac
were systematically large or small. The cumulative irreg
larities led to misalignments of some MWPC wires by
significant fraction of a cell. Therefore, wire-by-wire az
muthal position tables were constructed for the anode w
@11# and employed to position the wires properly in the po
itron spectrometer MWPCs.

The alignment of the photon spectrometer relative to
positron spectrometer was determined using helical cos
ray tracks. Photon scintillators were used as a trigger
coincident wire chamber information in the photon and p
itron spectrometers was read. For the azimuthal alignm
circle segments, seen when viewed along thez axis, were
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reconstructed using wire chamber hits from the positron
the photon spectrometers. The track fits were optimized
varying azimuthal rotation offsets and the (x,y) location of
the cylinder axes for the wire chambers in each of the th
layers of the photon spectrometer. The rotational correcti
for the three photon spectrometer layers were found to
,15 mr and in good agreement with optical survey resu
In addition, a test was made for misalignment of the cylind
axis of the photon spectrometer layers with respect to thz
axis of the coordinate system; the corrections were found
be negligible. All of the alignment parameters were includ
in the detector database and employed in the track rec
struction programs.

D. Delay line calibrations

Delay lines were used to determine the axial position
events in the pair spectrometers. Since the relation betw
position along the lines and propagation time was obser
to be very linear, the axial position was determined by
propagation velocity of the signal, ‘‘slope,’’ and the time
zero offset, ‘‘intercept,’’ for each line. These constants we
extracted by analysis of cosmic tracks through the comp
MEGA detector. With the field on, cosmic rays pass
through the pair spectrometers and positron chambers,
3-dimensional event positions extracted from the posit
chambers were used to project the trajectory arcs through
pair spectrometers. As the position in each pair spectrom
was determined from the innermost layer outward, the c
bration constants for each delay line and drift chamber w
obtained.

It was possible for ionization along a chamber track
cross cell boundaries and produce signals on adjacent d
lines, but events were also observed that appeared to b
duced on adjacent lines by electronic cross talk. These ev
were removed for the calibration analysis. The propagat
velocity along the line was 0.654 cm/ns for single-line s
nals and 0.634 cm/ns for double-line signals@19#.

E. Positron spectrometer MWPC efficiencies

A measurement of the positron spectrometer MWPC p
formance was obtained using cosmic ray trajectories@11#.
The trajectories were reconstructed from the photon sp
trometer wire chamber hits and then projected through
positron MWPCs. These tracks were used to measure
individual efficiency of every anode and cathode in each
the eight MWPCs. Plots of these efficiencies were used
reveal inoperative electronics channels, misaligned conn
tors, and overall MWPC performance. For data analy
these efficiencies were superseded by high statistics
ciency studies carried out with positron tracks from low ra
stopped muon decays in the target, as described in
VIII A.

From the individual anode and cathode efficiencies,
average anode and cathode efficiency in each MWPC
computed at various anode high voltage settings. Plots
these average efficiencies were used to establish the optim
operating voltages and demonstrate that the MWPCs wer
plateau. A further detailed examination of the individu
2-11
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channel efficiencies as a function of high voltage gave e
dence for non-uniformities in the shape of two of t
MWPCs. These difficulties were addressed by using mult
high voltages applied to different regions of these t
MWPCs.

The average anode and cathode efficiencies for e
MWPC were measured as a function of the delay betw
the photon spectrometer trigger and the gate applied to
positron MWPCs, thus establishing the correct gate timing
the trigger. In addition, average anode and cathode effic
cies were employed to set the optimum value for the thre
olds on the amplifier-discriminator cards for the MWPCs.

F. On-line timing

The positron-photon time difference,teg , was calculated
in terms of time intervals that were measured by the app
tus, so that a value of zero corresponded to coincident e
sion from the target. Part of this calculation involved t
subtraction of the invariant time intervals due to fixed ele
tronic delays or signal propagation in detector elements
cables. These equal-time offsets were measured in sp
timing calibration runs that determined the offset for ea
scintillation channel, and monitored its drift as the local e
vironment changed. Separate equal-time offsets were
corded for the even and the odd read-out TDCs on e
positron scintillator.

The on-line time calibration used a pair of dedicated rin
shaped scintillators located at the far ends of the upstr
and downstream beam pipes and inside the positron sc
lator barrels~see Fig. 6!. Each counter was instrumented
record the hit times at both azimuthal ends of the ring~‘‘high
f ’’ and ‘‘low f ’’ !. A small slot in the lead beam pipe pe
mitted some positrons produced in muon decays on
vacuum window to hit the ring counter. Some of these p
itrons then radiated a photon; the bremsstrahlung probab
was enhanced by wrapping the outside of each ring cou
with lead tape. The positron nearly always hit a positr
scintillator, while the radiated photon entered the MEGA d

FIG. 6. The location of the downstream ring counter.
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tector roughly along the slot, then converted into ane1/e2

pair or Compton scattered in the photon spectrometer.
The scintillator timing calibration events were triggere

by the coincidence of a ring counter and any photon scin
lator. In this restricted geometry, the typical flight paths
the photon and positron were fixed on average so that
centroids of the time distributions were constants for
struck scintillators. Offsets were determined channel
channel relative to the ring counters. Global offsets betw
the upstream and downstream ring counters and between
even and odd positron scintillator TDCs were determin
from averages over the photon scintillators.

Timing calibration runs were taken once every 8 h during
the course of the data runs, and new timing constants der
from these runs were loaded into the on-line event filter p
grams once per day. This ensured that the timing constan
use by the on-line filter at any given time were accurate
&1 ns.

VI. PHOTON EVENT ANALYSIS

A. Event reconstruction

The photon spectrometer reconstruction algorith
needed to finde1e2 pairs resulting from the conversion of
photon, and to determine the photon energy, propagation
rection, conversion point, and conversion time from t
tracks produced by the pair. When viewed along the m
netic field direction, thee1 ande2 traveled in circular orbits,
activating drift cells along their paths. As the pair pass
through detector material and lost energy, the radii of
orbits decreased. These characteristics defined the patter
cells that were hit in a typical photon conversion. The tra
verse momenta of the electron and positron were determ
by fitting the hit drift cells to circular paths, and the longitu
dinal momenta of the particles were calculated from thz
values at the vertex and edges of the event as measure
the delay lines. The time of the photon conversion was
termined from the times of scintillators that were hit in ea
circular orbit of the particles.

Pattern recognition was an important consideration dur
the design of the photon spectrometer hardware, so par
eters such as MWPC wire spacing and drift cell sizes w
determined from consideration of mechanical and phys
tolerances, ability to reconstruct events and system c
Consequently, many photon events were straightforward
analyze. The tracks from thee1e2 pair formed clean circles
of decreasing radii in a view of the detector perpendicula
the drift wires. The occupancy rate in the drift chambe
coupled with the active gating scheme mentioned in S
III H, produced relatively clean events. The challenge was
develop reconstruction algorithms to automate what the
could see, in spite of the wide statistical variations fro
event to event.

The reconstruction process passed through several st
of computer code. Initially candidate events were found
looking for patterns of hit cell coordinates that were simi
to typical event patterns found in MC simulations. The ce
corresponding to the best guess for those hit during the in
arcs of the conversion pair were then tagged. Since e
2-12
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member of the pair passed through a substantial amoun
material, subsequent arcs were only useful for helping
improve the timing resolution for the photon conversio
Equal time contours were found for each hit cell as descri
in Sec. V A. The drift time information for these cells wa
then used in a non-linear least-squares fitting routine to
termine the best circle fit for each member of the pair. C
straints on the circles were included to ensure that the
originated at a common location. By incorporating thez in-
formation for the tracks, the location, (Rg ,fg ,zg), and time,
Tg , of the photon conversion and the vector momentum
the photon were determined. Appendix A gives a descript
of the analysis routines.

B. Background

Background events arose from a number of sources
cluding reconstruction errors, two low energy photons t
converted close together in space and time and Com
scattering of a photon. The pattern recognition algorith
eliminated most ('90%) of the Compton events. Most o
the events where two lower energy photons converted
were reconstructed as a single high energy candidate w
eliminated by additional checks on the number of cells t
were hit outside of the reconstructed photon shower. Ho
ever, some candidate events survived due to these b
ground sources, which produced a high energy tail on
reconstructed photon energy spectrum. The final step in
reconstruction process was a visual examination~‘‘hand
scanning’’! of candidate events. The sample chosen for h
scanning included all events that passed the initialm→eg
cuts imposed in the off-line filter. Interspersed with th
sample were MC events, which were used to determine
efficiency of the hand scanning process. Most backgro
events that survived the filter cuts were removed from
final event sample during the hand scanning process.

C. Performance

The overall efficiency of the photon spectrometer to d
tect 52.8 MeV gamma rays was 2.4%. This number was
tained by estimating the efficiency with a high-statistics M
simulation, then correcting that estimate for event losses
ing hand scanning and effects that were not simulated in
MC. The hand-scanning efficiency was measured to be 0
as described in Sec. IX A. The primary effects that were
simulated properly by the MC were electronic cross talk a
charge migration from one drift cell to its neighbors. In
tially, the correction for MC deficiencies was estimated to
0.85 from a study of many real and MC events with t
single-event display. Subsequently, this correction was m
sured to be 0.84 during thep0-decay studies~Sec. VIII E!.

The overall efficiency of the photon spectrometer may
understood as follows. The ideal upper limit for the ef
ciency was 5.5%. This was determined by simulating 5
MeV photons fromm→eg decays with the MC assuming a
detector channels were perfectly efficient, selecting th
events that passed the hardware first- and second-stage
gers, then analyzing them using the actual space points f
the e1 ande2 trajectories recorded in the MC history file
11200
of
o
.
d

e-
-
ir

f
n

n-
t

on
s

d
re
t
-

ck-
e

he

d

e
d
e

-
b-

r-
e
1,
t

d

e

a-

e

8

e
rig-
m

This estimate neglected event losses due to finite dete
efficiencies and realistic pattern recognition, in addition
those mentioned above. The correction for finite detector
ficiency was 0.91. It included comparable contributions d
to the scintillators and the delay-line drift chambers, a
smaller contributions due to the MWPCs and the other d
chambers.

The expected correction for pattern recognition losses
estimated to be 0.70. Here 25% of the events contained
ditional hits in the vicinity of the vertex or an edge from
subsequente1 or e2 loops that made it impossible to iden
tify the initial e1 and e2 tracks uniquely. In practice, ap
proximately half of these events reconstructed prope
nonetheless. However, the remaining events often had fi
energies well above the true photon energies. Therefore
such events were rejected to obtain a significant reductio
background at the expense of a modest loss of efficien
Here 7% of the events consisted ofe1e2 pairs with highly
asymmetric energy sharing that could be reconstructed u
the MC space points, but not from the drift chamber info
mation alone. For these events, the track of the low ene
particle included four space points in the MC history file, b
one or two of the corresponding drift distance measureme
were obscured by hits from the high energy particle on
same cell. Combining these effects, the expected efficie
of the photon spectrometer was 2.7%. The 10% devia
from the true efficiency was caused by the remaining in
equacies in the pattern recognition and reconstruction co

VII. POSITRON EVENT RECONSTRUCTION

A. On-line pattern recognition

An analytic reconstruction code~ARC! was used in the
on-line filter to determine the search region in the positr
MWPCs and scintillators for hits that supported am→eg
hypothesis. The code used the coordinates (Rg ,fg ,zg) and
time, Tg , from the on-line photon pattern recognition cod
to examine a limited range of positron scintillators. The
scintillator ranges were established by systematic MC stu
of m→eg candidate events and set to include all positr
candidates for a given (Rg ,fg ,zg). If no hit positron scin-
tillators were found within 32 ns following the photon trig
ger, the event was abandoned. Adjacent positron scintilla
within the range with TDC times within 2 ns were assum
to be associated with the same positron.

For a selected hit scintillator in the range, a triple coin
dence in Snow White, consisting of a hit anode and an ov
lapping pair of stereo cathodes, was demanded within
azimuthal window adjacent to the hit scintillator. This trip
coincidence indicated the passage of a positron thro
Snow White into the scintillator. If no triple coincidence wa
present, the scintillator was not used and the next scintilla
in the range was examined. If a triple coincidence was fou
it was assumed to provide a space point (xsw ,ysw ,zsw) along
the m→eg positron orbit, and the scintillator provided th
orbit end time,Te , from calibrated TDC information.~The
time Te was corrected for light propagation along the sc
tillator.!
2-13
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The photon and positron information were used to obt
an analytical estimate of the path of am→eg positron
through the positron spectrometer.~The details of this orbit
calculation can be found in Appendix B.! In the calculation,
the positron wasassumedto originate from am→eg decay
at rest in the slanted target. The positron emerged wit
momentumpe(52.8 MeV/c) directed opposite to the mo
mentum of the trigger photonpg(52.8 MeV/c). The esti-
mated positron helical track was then projected through
intersections with the positron MWPCs where anode-cath
triple coincidences were expected. Using MC generatedm
→eg decays, windows were established around the ca
lated positron trajectory. The size of these windows w
tuned to optimize the acceptance for them→eg signal while
rejecting photon triggers with nom→eg positron present
~background!.

If the number of missing triple coincidences in the wi
dows along the positron track did not exceed an establis
maximum, the event was written to tape as am→eg candi-
date. If, however, the number of missed triple coinciden
exceeded this limit, the hit scintillator was not used and
process was repeated for the next hit scintillator in the p
sible range. If the event was not kept after all hit scintillato
in the range were examined, the entire process was repe
with the value ofTe adjusted by62 ns to allow for possible
on-line timing misalignments. During the 1994 and 1995 r
periods, the value ofTe was also adjusted by64 ns if nec-
essary, and the event checks repeated. The increased s
provided a better measure of the background time spect
in the vicinity of them→eg signal region.

The performance of theARC filter was benchmarked on
MC signal events, generated assuming design chamber
ciencies, overlaid either on real data or on simulated ba
grounds. With this overlay, the success rate could be m
sured at the full intensity of the beam. The filter found 89
of the m→eg events within the nominal geometric acce
tance, while passing no more than 0.1% of the backgrou
The selection reduced the number of taped events by
proximately two orders of magnitude. This pass rate w
much less than the 15% quoted in Sec. III H because
stringent criteria~e.g., broader windows, fewer hits! were
ultimately required to define an event as acceptable in
on-line filter. The 11% loss in signal acceptance was due
large part to losses associated with anode and cathode
ficiencies. An additional small loss was attributed to failur
in the iterative calculation of the orbit in cases where
positron orbit was nearly parallel to the planar target at
muon decay point.

B. Off-line event reconstruction

Two closely related reconstruction codes were emplo
in the off-line analysis of the positron data@23#. The first
applied when the rates were low, and attempted to find
tracks in the event. This approach was not feasible in
high rate environment during data acquisition. Thus the s
ond algorithm was confined to a search in the phase sp
where a candidate track had some reasonable probabili
being am→eg event. The two programs had many featur
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in common, but the special treatment of high rates is no
below. Unlike the photon reconstruction program, this co
was challenged to find real events that at high rates were
easily visualized.

The logic of the reconstruction was to define the clust
of electronically struck wires induced by the positrons
they crossed the chambers, and these clusters were gro
into potential space points. Disregarding the no
uniformities in the magnetic field, a good track swept ou
helix as the positron propagated from its decay point to
scintillators. The space points defined above projected
circle when observed in an end view, and formed a strai
line when unrolled in a coordinate system consisting of
longitudinal position and the turning angle measured fr
the decay point. Hence, the algorithm looked for circ
amongst the candidate space points, and used these circ
search for the full three-dimensional track. At high rate
tracks made from uncorrelated hits, ‘‘ghost’’ tracks, were re
sonably probable, so that stringent quality criteria were
quired to ensure, with good probability, that tracks were re
A summary of the techniques used to construct the sp
points and, ultimately, the tracks is given in Appendix C.

The track reconstruction algorithm described in Appen
C ignored the impact of energy loss and multiple scatter
in the fitting process. Hence, the resolution was not optim
and the computed energy was the average of the pos
energy at the two ends of the track. A final least-squares
was done to include these effects. Hits from a track were
to calculated trajectories propagated through the dete
system. Good tracks were required to have ax2 per degree of
freedom below 3.0. The parameters were the position
momentum components of the positron at the first cham
crossing after leaving the target. Later, the final fit track w
stepped back to the target to get the properties of the de
During propagation, the mean energy loss in each mate
was subtracted from the energy of the particle. Hence, at
decay point, the fit was a good approximation to the de
energy. Multiple scattering was taken into account in t
design matrix@24# ~the inverse of the weight matrix!. Con-
tributions to the position resolution of the predicted hits we
found numerically and added in quadrature with the intrin
resolution of the chamber hits. As a given anode wire co
be hit several times by a positron, the resolution of the
wires was summed over all the loops. Thus a single an
wire was fit only once and had a single weight for all loop

C. Performance

The best measure of the performance of the track rec
struction and fitting algorithms is the positron energy sp
trum described in Sec. VIII A. The three features to note
the absolute energy of the kinematic threshold, the width
the edge, and the existence of unphysical events above
cutoff. A typical low-rate muon-decay spectrum is shown
Fig. 7. The central energy of the edge is 52.21 MeV,
resolution is 188 keV rms, and there is very little high-ener
tail. The value of the central energy is about 0.6 MeV bel
mm/2 because the fit momenta were not corrected for ene
loss. The resolution is much closer to the MC simulatio
2-14



u
h

an

dis
o
a

C

it
nd
ov
tio
e

re
a
a
th
i

A
ck
l i

y
as
ro

and
ing
ergy
-
on-
d

er-
ted
r to
si-
C

ari-
d
to

nd

ing
es
the
ata
tor

the
fit

The
ents
that
g a
di-
de
rf

size
e of

ged
lly

a

ap

ruc-
f
the

SEARCH FOR THE LEPTON-FAMILY-NUMBER . . . PHYSICAL REVIEW D 65 112002
which predicts 161 keV rms, than the high-rate data beca
the space points are less confused with the overlapping
in the chambers; the residual difference between MC
data is due to cross talk in the electronics.

The positron energy spectrum observed at full rate is
played in Fig. 8. The absolute energy is within 10 keV
mm/2, indicating that the mean energy loss was properly c
culated in the final fit. The energy resolution is 230 keVs
at 52.83 MeV. The resolution must be compared to the M
simulation of the positron line shape from them→eg pro-
cess. For low rate data this value is 180 keV for events w
the same ‘‘topology,’’ i.e. the same number of loops a
chambers traversed. When these simulated events were
layed onto a background of high rate events, the resolu
degraded to 210 keV. This value is in reasonable agreem
with data, given the inadequacies of the simulation with
spect to noise in the detector. About 3% of the events
above the kinematic cutoff. These events are unphysical,
are composed of fragments of different tracks that fooled
reconstruction algorithm. They cause a minor reduction
the efficiency for detectingm→eg.

The efficiency of the track finder was rate dependent.
discussed in Sec. VIII A, the low-rate efficiency of the tra
finder was 65%. As the rate increased to the operationa
tensity of 250 MHz~instantaneous!, another 23.5% of the
events were lost. The linear dependence of the efficienc
the track finder on rate is illustrated in Fig. 9. This plot w
created by taking a set of reconstructed positron tracks f

FIG. 7. TheEe spectrum fromm1→e1nn̄ extracted from low-
rate data. The solid curve is the fit used to extract the energy
resolution of the edge.

FIG. 8. TheEe spectrum fromm1→e1nn̄ extracted from full
rate data. The solid curve is the fit used to extract the line sh
~dashed curve!.
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normal muon decay, selecting those above 50 MeV,
overlaying them onto real background events of vary
rates. If the same events were found with the same en
and position properties to within 2s, the events were consid
ered to be properly reconstructed in the high rate envir
ment. A similar result was found by overlaying simulate
events on the real background.

VIII. SUPPLEMENTARY MEASUREMENTS

A number of supplementary measurements were p
formed during the experiment. Several utilized dedica
data sets that were taken under special conditions in orde
test the energy, timing and tracking resolutions of the po
tron and photon spectrometers, and the ability of the M
codes to simulate these resolutions reliably. In addition, v
ous subsets of them→eg production data events were use
to improve the time resolution of the spectrometers and
optimize the global timing offsets between the positron a
photon spectrometers.

A. Normal muon-decay studies

Data were taken at a low instantaneous muon stopp
rate (;500 kHz) using a positron scintillator as a singl
trigger to calibrate the channel-by-channel efficiency and
energy response in the positron MC code. Additional d
were taken to validate the MC simulation of the detec
acceptance, as described below.

To determine the channel-by-channel efficiencies,
low-rate version of the reconstruction code was used to
tracks to all available hits except at the crossing studied.
anode wire efficiencies were measured using 0-loop ev
~the loop number denotes the number of complete circles
a positron made through the spectrometer before hittin
scintillator!, because multiple-loop events generated ad
tional ionization, which increased the efficiency. The catho
efficiencies were determined from 1-loop, multiple-dwa
events, which were the least contaminated. The optimum
of the window, which was used to determine the presenc
a hit, was 7~5! anodes~cathode strips! wide.

The measured efficiency of a given channel was avera
over the length of an anode wire or a cathode strip. Typica

nd

e

FIG. 9. The rate dependence of the efficiency of the reconst
tion code. The relative efficiency,h rate, is defined to have a value o
1 at low muon-stopping rates. The relative rate is defined as
ratio of the instantaneous beam intensity,I, to an instantaneous
intensity of 250 MHz,I 250.
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there were significant variations along the length of a wire
strip. For example, the efficiency was very low in the vici
ity of the garlands. Each anode wire that was not connec
to the high voltage created a ‘‘dead spot’’ on each cathod
crossed. Also, non-uniform gaps~due to deformed cathod
foils @11#! created different gains in some parts of the cha
bers. These factors made the measured efficiency sensiti
the population of tracks along the wire or strip.

These measured efficiencies were used to generate a
tial set of channel-by-channel effective thresholds, that w
then read into the MC code. Using these effective thresho
a set of MC events was generated and analyzed to deter
the channel-by-channel efficiencies. When these efficien
from the MC code were compared to those from the da
there were significant differences due primarily to diffe
ences in the populations of events. However, from the dif
ences, a correction to the thresholds could be calculated
a new set of MC events was generated. The modified thr
olds altered the population of events to bring them in
closer agreement with events reconstructed from the d
After a few iterations~usually three! the agreement betwee
data and MC simulation was better than 1% for most regi
of the chambers. The effective thresholds used in the
simulation allowed the modeling of single track efficienci
on an individual channel-by-channel basis. These efficien
were in good agreement with measured data.

Several other comparisons between the low-rate data
MC simulation confirmed that the MC code correctly sim
lated the geometric and kinematic acceptance of the dete
These included matching the energy distribution of positr
for 0, 1, 2, and 3 loop events, and the loop-number distri
tions for all events and for events with positron energ
above 45 MeV.

Data taken at low rates with a 0.25 mm thick vertic
target were used to calibrate the absolute energy scale
positrons. This was accomplished by fitting the edge of
muon-decay spectrum separately for groups of events
made 0, 1, or 2 loops and were traveling either upstream
downstream. The six values for the edge energy were c
pared to values from the MC code, including the effects
energy loss in the target and detectors. Then a scale fact
1.0096 was applied to the magnetic field map to match
data to the MC simulation; this achieved a precision of
keV in the absolute energy scale.

B. ‘‘Hole target’’ data

A good test of the positron pattern-recognition algorith
was the analysis of data taken at low stopping rate wit
‘‘hole target.’’ An elliptical target with a 2 cm310 cm rect-
angular hole replaced the normal target positioned at the
ter of the MEGA detector. Reconstructed muon-decay p
tron tracks measured the known edges of the hole
determined the fraction of~incorrectly! reconstructed tracks
that appeared inside the target hole.

Figure 10 shows a comparison of the observed inters
tions of data and MC positron helices with the target plane
a reference frame aligned with the plane of the target. T
edges of the hole are clearly evident in the projection and
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agreement between data and MC simulation confirms
the position resolution is properly simulated. The differenc
in the overall shape of the projections are due to the use
Gaussian shaped beam for the MC simulation that did
match the shape of the actual beam.

Many of the events that reconstructed within the tar
hole intersected the target at a very shallow angle and
had poor position resolution in the plane of the target. Al
some events intersected the target at two points during t
first loop. For these events, both intersections were kept e
if one fell in the hole. The total fraction of events lyin
inside the hole was 4.9% in the data and and 3.3% in the
simulation. The difference resulted mostly from MC ina
equacies in modeling the positron chamber efficiencies
detector noise. The discrepancy was larger for multi-lo
events, which had a higher probability of passing near a g
land. Likewise, detector noise produced extra chamber
that degraded the spatial resolution and caused patt
recognition failures.

The resolution of the positron-target intersection, as w
as the resolution of the positron’s initial direction and ener
were degraded somewhat at higher stopping rates. Th
rate-dependent effects were modeled reasonably well
overlaying simulated high energy positron tracks on ba
ground events of real data taken at high rates, as describ
Sec. VII C.

C. Off-line e-g timing

1. Timing within the photon spectrometer

The photon scintillators served the dual purpose of p
viding fast timing information to the trigger and photon tim
ing relative to the positron. Dual-threshold discriminator c
cuits were used, instead of constant fraction discriminat
since the scintillators were subject to multiple hits from co
version pairs. The discriminators produced timing sign
that had a pulse-height dependent slewing; to obtain the
timum timing resolution, it was necessary to correct for th

On-line calibration of the photon scintillators relative
the ring counters was discussed in Sec. V F. Calibration c
stants were updated continuously during the data acquisit
However, on-line calibration did not include any correctio

FIG. 10. Target intersection coordinates of low-rate muon-de
events when the coordinate in the perpendicular direction fell in
range of the hole in the target. The points represent meas
events, and the curve represents an MC simulation.
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for pulse height. Also, background in the histograms
graded the resolution. As part of the off-line analysis, co
were developed to correct for pulse-height slewing and
improve the time resolution using MEGA data. In Sec. V
the photon reconstruction algorithms were discussed. Tim
corrections were performed using scintillator information o
tained from the first-pass scintillators for events where b
members of the conversion pair had well isolated ‘‘3-sid
edges~see Appendix A!. During the filter process, timing
information for reconstructed photons satisfying this cri
rion was written to an output data stream and then proce
with a separate timing analysis code.

The first-crossing arrival time of thee1 and e2 at their
scintillators should be the same when corrected for the fl
time from the vertex. This flight time was calculated in t
off-line filter code as part of the information determine
from the circle fits. This time difference was not the same
pulse-height slewing caused a shift in one or both outputs
if timing jitter appeared due to background problems. D
from successive calibration runs were used to obtain cor
tion factors for these two effects.

The procedure used to obtain the timing correction fact
began by determining the apparent time difference betw
the two edges of the events. Fits to the time difference sp
tra were used to produce anNscint3Nscint matrix of time
differences for each layer. In order to determine the coe
cients needed to minimize the time jitter, the matrix w
inverted subject to the constraint that the off-line timing c
rection factors averaged to zero within each photon la
Using these corrections, the data were replayed to ob
event by event, the time at each end of a scintillator a
correcting for the time of flight along the scintillator. A fi
was made to this arrival time versus pulse height for e
photomultiplier tube to obtain a pulse-height slewing corr
tion. A final pass through the data allowed the pulse-hei
correction constants to be applied to the time differences,
then the time offset corrections were recalculated. Follow
this procedure the photon scintillator timing was improv
by a factor of;1.8 relative to the on-line timing resolution
These pulse-height slewing and alignment timing consta
were then used in the final event analysis.

2. Timing within the positron spectrometer

The positron spectrometer scintillators also needed to
timed with respect to each other and corrected for pu
height dependent slewing. As with the photon spectrome
the scintillators in the positron spectrometer were timed w
respect to each other by calculating time differences betw
scintillators that should be in time, plotting these time diffe
ences versus the pulse height in the scintillator, and forc
the average time difference to be zero. The same mathem
cal methods were used in both spectrometers, but the
selection was somewhat different. In the positron spectro
eter, data from positron scintillator clusters were collect
and the time differences between adjacent scintillators,
charges on the scintillators, thez position of the hit on the
scintillator, and the information of whether the cluster ca
from an even or odd event were stored. Thez positions of the
scintillator hits were used to correct the scintillator times
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the transit time in the scintillator. Slewing corrections a
time offsets were then calculated for all upstream and do
stream phototubes, for both even and odd events.

3. Timing between the photon and positron detectors

Section V F describes the routine timing calibrations th
were performed over the course of the experiment, and
previous subsections describe the improvements to these
ing constants that were obtained during the off-line d
analysis. However, while the off-line timing constants s
nificantly improved the overall time resolution, they we
derived ‘‘locally,’’ within a given photon layer or group o
positron scintillators, so they did not ensure that the tim
offsets were optimized between the two spectrometers. T
match was achieved by studying production data events
contained coincident hits in a ring counter and a posit
scintillator, together with a high-energy photon shower.

During the off-line event filtering~see Sec. IX A!, those
events that contained a fully reconstructed high-energy p
ton and a ring counter hit were selected for further analysi
the photon propagation direction projected back to the vic
ity of the ring counter and the time difference between
high-energy photon and the ring counter hit satisfied a lo
coincidence constraint.

These events were then subjected to several additi
cuts to isolate those with coincidences between a posi
scintillator cluster~one or more contiguous positron scinti
lators in time coincidence with each other! and the high-
energy photon shower. These cuts included the following:~1!
the z location of the photon conversion must be consist
with the ring counter and photon layer that were hit,~2! the
positron scintillator cluster must be in time coincidence w
the ring counter, and~3! the f coordinate of the positron
scintillator cluster must be consistent with both thef loca-
tion of the high-energy photon shower and thef location of
the ring counter hit. Also there must be no more than o
additional positron scintillator cluster within a615 ns time
window and a61 rad angular window inf about the time
and location of the high-energy photon shower on the sa
end of the positron spectrometer as the hit in the r
counter. Furthermore, if a second positron scintillator clus
was present, it must be out of time with respect to the r
counter hit.

For each event that passed all these cuts, the differe
between the time of the positron scintillator cluster hit a
the high-energy photon shower, corrected for the differ
propagation distances of the positron and the photon,
calculated. Time differences were saved in 12 histogram
keyed by photon spectrometer layer 1, 2, or 3, positron sp
trometer upstream or downstream, and positron scintilla
even or odd read out—for contiguous groups of data r
that were taken under similar conditions. Figure 11 sho
time difference spectra for coincidences between the do
stream, even positron scintillator TDCs and photon sp
trometer layer 2 for two different groups ofm→eg data runs
that were taken during 1994. The two groups have very
ferent statistics because code was installed in the on-line
ter to enrich the data sample of ring counter, high-ene
photon coincidence events during the middle of the 19
2-17
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data acquisition. This code saved all high-energy pho
events to tape that appeared to originate in the vicinity o
struck ring counter when propagated back to thez axis. This
was independent of whether or not the events also passe
on-line m→eg event filter requirements.

The 12 histograms for each group of runs determined
12 global timing offsets needed to align measurements in
positron and photon spectrometers. All of the final offs
corrections were found to be less than 1.2 ns, which imp
that the timing calibration constants used during the on-
and preliminary off-line filtering were sufficient to ensu
good efficiency for acceptance of any truem→eg events.
The measured offsets were also quite stable over the dura
of each run period. In principle, the 12 global timing offse
could be reduced to 6 linearly independent time differenc
Attempts to do so, however, found non-statistical effects
the level of;0.1 ns that were attributed to small electron
propagation time differences through~nominally identical!
parallel circuit paths within the routing box and data acq
sition gating circuitry. Therefore, the 12 separate offsets w
used without modification during the final stages of off-li
analysis.

D. µ\egnn̄ studies

Observation of the IB processm→egnn̄ demonstrates
that the apparatus could detect coincidente2g events. At
nominal beam intensity, this process was completely
gulfed by random coincidences. Figure 12 shows theteg
spectrum for IB events using the standard first- and seco
stage hardware triggers, but with the beam intensity redu
by a factor of 60, the magnetic field lowered by 25%, and
m→eg on-line filter suppressed. The peak shown is for
energies of the detected decay products. The area of the
is very sensitive to the exact acceptances of the detector
thresholds, and was calculated by MC simulation to be
than a factor of 2. If the data and the simulation are restric
to Eg.46 MeV,Ee.40 MeV, andueg.120°, the branch-

FIG. 11. Time difference spectra between positron scintilla
clusters from downstream, even TDCs and high-energy pho
showers in layer 2 for events that contained coincident ring cou
hits. The open circles show the distribution for a group of 204 ru
that were taken early in 1994, before the on-line filter code w
modified to enrich the sample of ring counter, high-energy pho
events. The solid circles show the distribution for a group of 2
runs that were taken later in 1994, after the on-line filter code
been modified.
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ing ratio is reproduced within 20%. The uncertainties in t
IB normalization do not affect the precision of them→eg
acceptance, however, because the IB preferentially oc
near the energy-cut boundaries while them→eg process oc-
curs well above these cuts.

The shape of the timing peak is characterized by a Ga
ian with 0.77 ns rms. The dominant contributor to the wid
is the photon timing, as measured in a stopping-pion exp
ment, which must be scaled down from about 70 to 40 M
for comparison. At 52.8 MeV, the MC simulation indicate
that the photon-positron resolution was 0.68 ns rms.

In the IB andm→eg processes, the origin of the photo
is defined to be the intersection of the positron track with
target. The photon trace-back angle,Duz , specifies the dif-
ference between the polar angles of the photon as determ
from the lines connecting the decay point to the photon c
version point and the direction of the reconstructede1e2

pair. The resolution ofDuz is dominated by multiple scatter
ing of the pair in the lead converters. The observed respo
for inner and outer conversion layers of the IB process is
excellent agreement with the MC simulation, as seen in F
13. The trace-back resolutions appropriate for them→eg
analysis are 0.067 and 0.116 rad rms for conversions in
outer and the inner lead layers, respectively.

E. p0 decay studies

The energy resolution of the photon spectrometer w
measured by observing the reactionp2p→p0n,p0→gg.
When thep2 is captured at rest and the two photons fro
the p0 decay are back to back, the energies of the phot
are 54.92 and 82.96 MeV. Since the 54.92 MeV photon
very close in energy to the 52.8 MeV photon fromm→eg
decay, it was used to determine the energy resolution of
spectrometer at 52.8 MeV. At full intensity, the stoppingp2

rate was approximately a factor of 40 smaller than the st
ping m rate in normal data taking. However, thep2 trigger
rates~see Table III!, which directly depend on the number o
g ’s observed in the photon detector, were a factor o
higher. Nonetheless, the total rate in the photon detector
small due to the magnetic shielding, and it is expected t
the photon energy response function, as fit to this calibrat
can be applied without change in the likelihood analysis
scribed in a later section.
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d

FIG. 12. Values forteg from the processm1→e1gnn̄ under the
conditions of reduced rate and magnetic field.
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The p2 were stopped in a CH2 target and events with a
potentialp0→gg pair in the spectrometer were collected
triggering on events that had approximately back-to-b
high-energy photon first-level triggers in two different spe
trometer layers. These events were then analyzed by a
that did a quick reconstruction of events and kept only th
that had at least one photon that reconstructed with an en
between 76 and 96 MeV. These events were then analyze
the full reconstruction code and the opening angle of the
photons and the reconstructed energies recorded. The
pected energies of the two photons were also calculated f
the opening angle of the photons and those energies
corded. The energy resolution was determined by plotting
difference between the measured energy and the calcu
energy based on the opening angle, after an opening a
cut was placed on the events. For inner conversion la
events, the cut wasugg.171°, and for outer conversio
layer events, it wasugg.173.5°. The cuts were selected
minimize resolution degradation due to uncertainties in
opening angle, but still retain enough events to determine
response functions accurately. For each set of events,
error in the calculated energy that came from the finite op
ing angle resolution was small compared to the resolution
the measured photon energy.

The energy resolutions that were obtained, for inner a
outer conversion layer events, are shown in Figs. 14 and
respectively, where the measured energies have been sh
down by 2.1 MeV so the peaks may be compared to
simulatedm→eg decay signal. As can be seen, the ene
resolution for inner conversion layer events is significan
worse than the resolution for outer conversion events. D
radation occurs because thee1e2 pairs from inner conver-

FIG. 13. The upper~lower! panel is the photon traceback res
lution Duz for the inner ~outer! conversions obtained from IB
events where both the muon decay and photon conversion p
were known. Accidental coincidences have been subtracted.
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sion layer events suffered significant multiple scattering a
energy loss in the outer lead conversion layer before t
were tracked by the drift chambers. The central energy
width of the distributions were well reproduced by the M
code. The differences in the low-energy tails were due
charge exchange of in-flight pions from carbon in the C2
target. The additional high-energy tails in the data were
sociated with contributions from other opening angles, due
special difficulties identifying the conversion point for th
83.0 MeV photon. The energy resolutions were 5.7% a
3.3%~FWHM! at 52.8 MeV for conversions in the inner an
outer lead layers, respectively.

The timing resolution of the photon spectrometer was
termined by looking at the time difference between the t
photons in pion events. The resolution from the time diff
ence of the two photons was divided byA2 and resulted in a
timing resolution of 0.57 ns rms for single photons.

Finally, reconstruction inefficiencies caused by electro
problems that were not modeled in the MC simulation we
studied with the pion data. Data events were selected
included a reconstructed high-energy~82.96 MeV! photon,
and had an angular difference of.150° between the high
energy photon and the center of the shower of the sec
photon that triggered the event. MC pion events were ge
ated and passed through the pion trigger software with

ts

FIG. 14. The energy resolution of reconstructed photons fr
pion decay for events that converted in the inner conversion la
The points come from data and the solid line shows reconstru
MC events.

FIG. 15. The energy resolution of reconstructed photons fr
pion decay for events that converted in the outer conversion la
The points come from data and the solid line shows reconstru
MC events.
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M. AHMED et al. PHYSICAL REVIEW D 65 112002
same analysis cuts applied. The number of events tha
cluded a second reconstructed photon in the data set
compared to the number of photons reconstructed in the
code, yielding a correction factor of 0.84, which was appl
to calculated MC reconstruction efficiencies.

IX. DATA ANALYSIS

A. Event selection

The data recorded on line, 4.53108 stored events, were
passed through a set of computer programs that re
structed all events that the pattern recognition algorith
could interpret. The analysis began by matching a run
constants that had been collected in run-number-keyed d
base files. These files included pedestals and timing cali
tion constants created during the data acquisition. The c
stants were used to convert raw information from t
electronics into physical quantities. A separate set of fi
contained the geometry of the apparatus. Analysis of a su
of the data was used to produce a list of dead wires in
positron chambers.

The next step was to carry out the photon reconstruct
because this program was much faster than the positron
construction. Roughly 8% of the original sample passed
ergy and quality cuts in this part of the code. Next the po
trons were analyzed. About 30% of the events that passed
photon cuts could be reconstructed. Very loose kinem
cuts were placed on these events. This left 0.15% (
3105) of the original events that were output to data su
mary tapes.

The above process took roughly one year of computing
a farm ~20 processors! of UNIX workstations. These work-
stations were controlled by cshell scripts whose purpose
to find a run of data that had not been analyzed and make
run available to the processor. The scripts reduced the
cessing to keeping the disks filled with unprocessed data
checking the quality of the results. Pass rates and histogr
corresponding to 40 different data distributions were mo
tored once per tape.

In the final analysis of the remaining events, the track
code stepped the positrons through the magnetic field to
the best position and momentum vector at the target.
proved timing constants described in Sec. VIII C were a
incorporated at this time. The results were added to the
stream and new data summary tapes were produced. A
tionally, PAW ntuples @25# for 60 variables were retained
These ntuples were useful for obtaining high statistics dis
butions of random, uncorrelated backgrounds that w
needed for the likelihood analysis.

With the final kinematics calculated for each event, t
data set was further reduced to 5.53103 events that were
fully reconstructed and of continued interest. These eve
were required to have good-quality positron reconstructio
to satisfy separatexn

2 cuts on the positron and photon fit
and to pass loose cuts on the signal kinematics@Ee.50
MeV, Eg.46 MeV, utegu,4 ns, cos(ueg) ,20.9962, and
uDuzu,0.5 rad]. Events in which the positron momentu
vector at the decay point appeared to lie within 5° of t
plane of the target were discarded.
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To remove incorrectly reconstructed photon events,
images of the showers in the pair spectrometers were m
ally scanned. During the hand-scanning process, events
checked for clean edges and an unambiguous vertex,
those that showed clear contamination due to extraneous
were rejected. Also events were rejected if the reconstruc
of the first pass circle through the drift chambers was a
biguous or judged to be wrong. The efficiency for real ph
tons was monitored by mixing about 500 MC 52.8 Me
photon events into the sample in a non-identifiable way a
finding that 91% of the MC events passed, whereas o
73% of the data events were selected. Most of the rejec
data consisted of two overlapping low-energy photon sho
ers that had been reconstructed by the analysis program
single high-energy shower. A small fraction of the reject
data had either edge or vertex contamination due to rand
background hits, primarily in the delay lines. Since rando
backgrounds, consistent with the measured rate at full be
intensity, were included in the MC generated events, som
the 9% that were rejected were due to edge and/or ve
contamination. The remaining MC events which were
jected were judged to have an incorrect reconstruct
through the drift chambers. Note that no manual scanning
positron spectrometer events was performed. The remai
sample of 3971 data and 450 MC events was stored in
ntuple as the input to the likelihood analysis~Sec. IX D!.
This sample was large enough to allow a study of the ba
ground.

B. Normalization

Two quantities that are very important for the calculati
of the m→eg branching ratio are the acceptance of the d
tector and the number of muons stopped in the target.
number of stopped muons was determined by counting
number of decay positrons striking one of the scintillators
the upstream array of the positron scintillator detectors,
described in Sec. III B. The acceptance of the appara
which includes geometrical, trigger, and pattern recognit
constraints, was obtained by simulating 1.23107 unpolarized
m1→e1g decays for a 1993 data set that was then used
the standard run. Of the thrown MC events, 5.23104 sur-
vived processing by the same codes used for the data an
sis. Thus the probability for detection of am→eg decay was
4.331023. This value included a 9% reduction for the ine
ficiency of manual scanning of the photon reconstructions
described in the previous section. An additional 20%64%
reduction was made to account for inadequacies in the
simulation that over-estimated the acceptance. The majo
of this effect arose in the photon spectrometer, where b
electronic cross talk and charge drift between neighbor
drift chamber cells reduced the true detector accepta
relative to that predicted by the MC simulation, as describ
in Sec. VI C. In addition to degrading the energy resoluti
as discussed in Sec. VII C, inter-channel cross talk in
positron spectrometer led to a small acceptance loss, w
was estimated by comparing the images of many data
MC events.
2-20
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Since the data were taken over a span of 3 years,
efficiencies of the detector underwent a number of chan
To account for this, run-by-run corrections were made to
stopped muon rate relative to the standard run. The ne
4000 data runs were divided into several groups that
flected major changes in the detector performance such a
inoperative photon layer, an inoperative positron chambe
change in the instantaneous beam rate, or a change in
noise level of the photon spectrometers. The largest cha
up to 40%, occurred when a photon layer was inoperat
For the 1994 and 1995 data there was an additional 10
15% loss in performance due to a reduced acceptance in
first drift chamber, DC1. This reduction occurred because
drift chamber threshold was lowered and led to increa
inter-channel cross talk, which contaminated the vertex
edge of some events. The rate dependence of the pos
reconstruction algorithm also led to a change in efficien
when the instantaneous beam rate changed. The majori
the data were taken at a beam rate within612% of the
nominal 250 MHz. Fluctuations in the instantaneous be
rate resulted in a correction of approximately 2%–3%. T
variation in the muon stopping rate had less than a 1% ef
on the photon reconstruction efficiency and no correcti
were made for it. The high instantaneous beam rate was
responsible for increased dead time in the detector and
sulted in a loss of about 10% of the effective number
muons stopped in the target.

In addition to the corrections noted above, there w
other run-by-run corrections of order 5% or less for chan
such as modifications to the software used in data acquis
and analysis. After all of the above corrections were ma
the estimated total number of muons stopped in the ta
during the 3 calendar years of data taking (83106 s of live
time! wasNs51.231014. After convolutingNs with the ac-
ceptance, the single event sensitivity for the experiment
2.360.231021251/Nm , whereNm was the number of use
ful stopped muons.

C. Cut analysis

Before embarking on the complexities of a likelihoo
analysis, the result of a so-called blind box analysis is p
sented. In this method, cuts are placed around the si
region based on the width of the response functions.
width of the window was taken to be62s in each of the five
parameters,Eg ,Ee ,teg ,ueg and Duz . As there were many
subsets of the data for different types of events, it is imp
cise to combine all the data together. Nevertheless, the
sults are plotted in Fig. 16 with theEg and Ee variables
shown explicitly for inner and outer conversions. The box
each panel is where the signal would be found in the abse
of background. Three events fall inside the boxes, but t
appear consistent with the background. If one takes the t
events inside the boxes as background, then the branc
ratio limit is about 20% greater than the one obtained by
likelihood analysis below. The primary difference arises b
cause each of the events is near the edge of the boxes a
improbable as real signal.
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D. Likelihood analysis

Each event has its own characteristics, e.g. inner or o
photon conversion and positron resolution group, with diff
ent resolutions in the five parameter space of kinematic
rameters. The likelihood analysis provides a natural way
combine the data of different types of events by assigning
proper probabilities for signal and backgrounds. The like
hood analysis also uses all information known, either fro
the data, auxiliary measurements, or Monte Carlo simu
tions, to separate signal from background in a sound m
ematical way. It determines whether events found in a giv
kinematic region should be interpreted as signal or ba
ground.

The five kinematic properties, in conjunction with the d
tector response, determined the likelihood that am1→e1g
signal was detected. The determination of the detector ac
tance and response functions relied on MC simulation
extrapolate from experimental input for measured respon
to the kinematic region of them→eg signal. The determina-
tion of the number ofm→eg events in the sample wa
evaluated using the likelihood method described in
analysis of previous experiments@26#. The formula for the
normalized likelihood is

L~Neg ,NIB!5S 12
Neg

N
2

NIB

N D N2m

)
i 51

m FNeg

N S P

R
21D

1
NIB

N S Q

R
21D11G , ~2!

FIG. 16. A box analysis of the data. The upper~lower! panel
shows the events from inner~outer! conversions plotted as a func
tion of the photon and positron energies. The large rectangle in b
panels is them→eg signal area for62s in the parameters shown
2-21
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whereN53971,Neg is the number of signal events,NIB is
the number of IB events, andP,Q, andR are the probability
density functions~PDF! for signal, IB, and randoms of eac
of the five parameters describing the event. The values
P,Q, andR depend on the type of event, and the likeliho
analysis provides a natural mechanism for handling the in
pendent topology of each event. The value ofm<N was
chosen to speed the calculation and leave the value of
likelihood unchanged ifP/R!0.01 andQ/R!0.01 for all
events left out of the product. The value ofm was 3832 for
this experiment. The events fell into the following categ
ries: positron topology, photon conversion plane, target in
section angle, and data collection period. As a result, PD
were extracted for each class of events and applied accor
to the classification of individual events.

The PDFsP andR are the products of statistically inde
pendent PDFs for the five parameters, each normalize
unit probability over the full range of the variable for th
sample. The signal distributions for the photon depended
whether the photon converted in the inner or outer lead c
vertor in each pair spectrometer. The distributions forEg
shown in Figs. 14 and 15 were derived from MC simulatio
that had the same input as those compared to the pion da
Sec. VIII E. The energy resolutions were 3.3% and 5.
~FWHM! for conversions in the outer and inner lead laye
respectively. Likewise, the distributions forDuz were de-
rived from a MC simulation that had the same input as th
compared to the IB data in Sec. VIII D. They are plotted
Fig. 17. The trace-back angular resolutions were 0.067
0.116 rad rms. These distributions were somewhat narro
than those measured from the IB in Fig. 13 because the p
ton energy is higher in them→eg process than in the IB
The distribution forteg was also based on the IB data a
had a resolution of 0.68 ns rms as shown in Fig. 18. Th
was no way to measure the response function for cos(ueg).

FIG. 17. The signal PDF forDuz for inner~outer! conversions is
shown in the upper~lower! panel, as generated by MC simulatio
11200
of

e-

he

-
r-
s

ing

to

n
n-

s
in

,

e

d
er
o-

re

Thus the MC simulation was relied upon to produce t
distribution and gave the average FWHM for cos(ueg) as
1.2131023 at 180°. Given helical tracks, the location of th
target was critical to obtaining the correct absolute value
cos(ueg). The mechanical survey provided the most accur
measurement for the analysis. The resolution also depen
on the angle the track made with the target, and some re
sentative distributions are plotted as a function of tar
angle in Fig. 19. All of the above distributions were us
directly in the likelihood analysis and came from hig
statistics MC simulations.

Three types of positron topologies~i.e., number of dwarfs
encountered and number of loops! were determined empiri-

FIG. 18. The PDF for the timing variable associated with t
m→eg signal. This PDF was generated with MC that reproduc
the experimental IB relative-time distribution, and had a slight d
pendence on the photon energy.

FIG. 19. The PDF function for the cosine of the angle betwe
the positron and the gamma ray, as generated by MC simulation
them→eg signal. The panels are labeled by the angle between
target normal and the positron momentum unit vector at the tar
which can range from 0 to 180°. The PDFs are slightly asymme
about 90° because the target faced a dwarf on one side and f
the gap between dwarfs on the other side, which induced a s
change in the precision of measuring the positron trajectory.
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cally from the 1993 data to obtain three statistically equi
lent size samples. When extended to all the data, the gro
maintained their resolution characteristics. For the th
types of positron topologies, the signal was extracted by
ting the positron edge in the following way. The function

F~E!55
CL

~E02E!2.05
if E,E02A2.05s,

ae2„(E2E0)/A2s…2 if E02A2.05s<E

<E01A3s,

CU

~E2E0!3
if E01A3s,E,

~3!

represented the positron monoenergetic line shape. The
stantsCL ,a, andCU were related by the continuity conditio
at the region boundaries. The asymmetry in the n
Gaussian tails reflected the straggling present in the en
loss of the positrons. The functionF(E) was convoluted
with the function

G~Ee2E0!5H 11b~Ee2E0! if Ee<E0 ,

c1d~Ee2E0! if E0,Ee ,
~4!

and then fit to the spectrum. The terms involvingb–d were
needed to accommodate the change in acceptance as a
tion of energy belowE0 and ghost events aboveE0. The
parameters of the fit werea–d, E0, ands. The values of the
fit parameters were used in the likelihood analysis for eve
by topology group and run period. The results were qu
stable as a function of run period. Some representative
sults for E0 and s for 1995 are shown in Table V. All the
central energies agreed within errors tomm/2. The patterns of
resolutions between MC simulations and data agreed, bu
data resolution was clearly degraded by problems with e
tronic noise in the detector that smeared the location of
space points. This was not modeled in the MC simulati
The experimental values fors were used for the signal dis
tributions in the likelihood analysis. The fits are displayed
Fig. 20, where the solid curves are the fits to the points
the dashed line is the parametrized line shape used for
m→eg signal PDF. Figure 8 is a similar plot for groupB
data for all years.

The background PDFs were extracted from the spec
shapes of a much larger sample of events, where the o
statistically independent parameters remained loosely c

TABLE V. Representative fitting parameters for topology grou
A andC for the last third of the 1995 data, one of the periods trea
separately in the likelihood analysis.

E0 (MeV) s(MeV)

GroupA 52.835~0.019! 0.218~0.009!
GroupC 52.814~0.030! 0.391~0.018!
GroupA MC 52.834~0.002! 0.161~0.001!
GroupC MC 52.826~0.003! 0.270~0.003!
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strained. The PDFs for the outer and inner photon conv
sions are shown in Fig. 21, where the shape was modifie
account for the efficiency of the hand scanning. The corr
tion functions used were

0.77 if Eg<51 MeV,

0.7720.064~Eg251! if 51 MeV,Eg<56 MeV,

0.45 if 56 MeV,Eg ,

~5!

and

0.71 if Eg<51 MeV,

0.7120.086~Eg251! if 51 MeV,Eg<56 MeV,

0.28 if 56 MeV,Eg ,

d

FIG. 20. Unnormalized PDFs for the positron energy distrib
tions in correspondence to the cases described in Table V. The
two panels illustrate the data for the last part of 1995 for groupA
and C. The solid lines are fits that are normalized to become
background PDFs. The dashed lines are the monoenergetic
shapes produced with the same parameters as the fit, and the
normalized to become the signal PDFs. The data points in the lo
two panels are generated with MC simulations. The solid curves
fits to these line shapes used to extract the centroids and resolu
for the table. The dashed lines are the line shapes produced from
fits in the upper two panels; they illustrate the energy resolut
degradation described in the text.
~6!
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for outer and inner photon conversions, respectively. The
ror in Eqs. ~5! and ~6! was limited by the statistics of th
sample of events that were manually scanned. Empirica
the likelihood function seemed moderately insensitive to
coefficients in these equations. A representative PDF forDuz
is shown in Fig. 22. The distribution was not very depend
on whether the conversion was from the inner or outer l
converters, but did have a mild dependence on the pho
energy. This shape was largely determined by the beam s
ping distribution. Although this distribution is peaked
Duz50, it is still significantly broader than those in Fig. 1
and gave some useful discrimination between prompt
accidental processes. The PDFs forteg are shown in Fig. 23.
They are not quite flat because of the time-dependent p
erties of the on-line filter. For the data taken in 1993,
filter was set for three timing loops in the ARC algorith
~see Sec. VII A! and caused a loss of efficiency beginni
near12 ns. This effect was noticeably reduced for the b
ance of the data. The background PDF for cos(ueg) was a

FIG. 21. The upper~lower! panel shows the energy PDF of th
background gamma rays for the inner~outer! gamma ray conver-
sions.

FIG. 22. A representative background PDF forDuz generated by
examining events out of time coincidence.
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constant for all target intersection angles. The PDFs forEe
were obtained by normalizing the fits to the muon-dec
spectrum, examples of which are shown in Figs. 8 and 2

In Eq. ~2!, Q was taken from MC simulation of the IB an
had correlations among the variablesEg , Ee , andueg . The
PDFs for teg and Duz were statistically independent an
were obtained in an analogous way toP, except that the
response was for a lower mean energy photon. The co
lated matrix element varied by more than three orders
magnitude over the range of the likelihood function. If ca
culated by randomly sampling events over the entire rang
the likelihood function, there would have been no statistics
the highest energies. Hence, it was calculated by convolu
the MC simulation of the IB process with the detector acc
tance in small regions of the parameter space and weigh
the passing events by the integrated IB matrix element
that region. The regions and branching ratios are given
Table VI. The overall PDF was normalized to unity.

The likelihood function evaluated the statistical separat
between signal, IB, and background. Figure 24 shows
value ofP/R for the data sample and for a set of MC even
The data largely had values below one but had a tail t
extended out to around 300. The signal was peaked near
but had most of its area at values greater than 300.
values ran up to near 12,000 but are plotted only to 50
The interpretation of the overlap of the two plots is that t
measurement is not free of background.

To observe the impact of quality constraints in the patt

FIG. 23. The accidental-background PDF for the relative ti
between the positron and photon for 1993~1994–1995! is shown in
the upper~lower! panel. The smooth curve through the data w
used in the likelihood analysis.
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recognition, they were relaxed to produce a sample 3 tim
larger. One event emerged with a large value ofP/R that was
significantly separated from the distribution. The value
P/R for this event was 3888, which made it resemble sign
Its kinematic properties were Eg552.58 MeV,Ee
553.37 MeV, teg50.028 ns,Duz50.068 rad, and
cos(ueg)520.99988. In addition, it was within 19° of bein
perpendicular to the target and had 11 of 19 possible trip
plus the outgoing Snow White anode as part of the posit
track. The positron energy was located in the region of
spectrum that was particularly sensitive to the signal beca
the PDF for signal fell more slowly than the one for bac
ground. However, this event had a large positr
xn

254.90/~degree of freedom!, indicative of a ghost track
Therefore, the event was considered either unphysical or
tistically insignificant, though if it were real, it would corre
spond to a branching ratio at the single event sensitivity
the experiment, (2.360.2)310212. The adopted constraint
produced a sample with considerably less background.
result presented below was stable against changes in the
straints; e.g., the higher value ofNeg was compensated by
corresponding increase in acceptance.

A plot of the two dimensional likelihood function i
shown in Fig. 25. The contours of constant likelihood ha
their extrema along theNeg andNIB axes, demonstrating th

TABLE VI. The branching ratios for the bins of the simulatio
of the correlated IB matrix element. All kinematically allowedueg

are encompassed. The energies are in MeV.

Ee

49-50 50-51 51-52 52-53
53.0

u 2.84211 1.22211 3.58212 3.36213

50.5
u 1.76210 8.02211 2.49211 2.44212

Eg 48.0
u 4.74210 2.21210 7.07211 7.01212

45.5
u 9.65210 4.53210 1.46210 1.46211

43.0

FIG. 24. TheP/R distributions for the data~solid line! from this
experiment and for the MC predicted signal~dashed line! for this
experiment. The two hatched events were added to the data sa
when the cuts were relaxed as discussed in the text.
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statistical independence of the separation between these
processes. The peak of the likelihood function was atNeg
50 andNIB53068615. The systematic error assigned
NIB was due to the uncertainty in the shape of the ba
ground time spectrum when the events were filtered by
on-line program. The expected number of IB events was
63610, where the systematic error was due to finite re
lution effects across the cut boundaries. The 90% confide
limit is the value for Neg where 90% of the area of th
likelihood curve lies belowNeg and NIB is maximal. This
value wasNeg,5.1. Therefore, the limit on the branchin
ratio is

G~m1→e1g!

G~m1→e1nn̄!
<

5.1

Nm
51.2310211~90% C.L.!. ~7!

X. GOALS VS ACHIEVEMENTS

The 90%-confidence sensitivity form1→e1g for this ex-
periment analyzed with the likelihood method is given by

S5
Neg

S V

4p D eeegNs

, ~8!

where the terms in the denominator are the fractional s
angle, the detection efficiency for each particle, and the t
number of muon decays. The product of the first three te
in the denominator, neglecting correlations, is roughly
acceptance of the apparatus. These factors identify the m
contributions to the acceptance and are given in the sec
column of Table VII. The product has the value 3.931023

and can be compared to the 0.834.33102353.431023

given in Sec. IX B.
The sensitivity at which one event of background@27#

should be seen is

B5S Rm

d
Dt D S DEe

mm/2D S DEg

15mm/2D
2S Du

2 D 2

f ~ug!h IBV . ~9!

The terms are the muon stop rate divided by the beam d
factor multiplied by the detector time resolution, the positr
ple

FIG. 25. A contour plot of the two-dimensional likelihood func
tion as a function of the numbers of prompt events of IB andm
→eg.
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energy resolution in reduced units, the photon energy re
lution in reduced units, the angular resolution, and the ba
ground reduction factors from photon angle traceback
inner bremsstrahlung veto. All resolutions are FWHM. T
quadratic dependence of the photon energy term is relate
the bremsstrahlung nature of the energy spectrum, while
of the angular resolution arises from phase space cons
ations.

The proposal for the MEGA experiment@28# predicted a
90%-confidence sensitivity form→eg as 9310214. Later
engineering considerations reduced this to 4310213, prima-
rily because~1! the solenoid could accommodate only thr
photon spectrometers instead of five,~2! each photon spec
trometer had only two rather than three lead converter sh
~photon conversions in the innermost third sheet rec
structed poorly!, and ~3! the achievable overall solid angl
was 30% smaller than proposed. Operation of the appar
revealed a dramatically lower positron reconstruction e
ciency and a somewhat lower photon reconstruction e
ciency than expected. These were attributed to electro
cross talk among the anode and cathode readout channe
the positron spectrometer and among the photon spect
eter delay line cathodes.

The proposed sensitivity was essentially free of ba
ground. However, MC simulations performed after the det
tor was constructed showed degradations in the resolut
to a background free sensitivity of 1.6310212. These losses
were largely due to inadequacies of the early-stage sim
tions, where measurements of the responses of prototype
tectors were not available. In particular, the scintillator tim
resolution was affected by the small number of photoel
trons emitted from the cathodes of the photomultiplier tub
the photon energy resolution was affected by the use of d
lines rather than stereo cathodes, and the positron mome
resolution was degraded by changes in the geometry
wire configuration of the positron spectrometer. The sin
largest loss of background rejection capability came from
failure of the IBV detectors to perform as expected. As no
in Sec. III G, the IBV scintillators that were to line the up
stream pole tip penetration were never installed. Howe
the downstream IBV detectors alone were expected to v
40% of the photons above 51 MeV originating fromm
→egnn̄. But analysis of the IBV data demonstrated th
only 3.5% of the high energy photons detected by the p

TABLE VII. The contributions to the signal sensitivity of th
MEGA experiment at the design stage and after a complete ana
of the data.

Degradation
Quantity Designed Achieved factor

Neg ~90% C.L.! <2.3 <5.1 2.2
V/4p 0.42 0.31 1.4
ee 0.95 0.53 1.8
eg 0.051 0.024 2.1
Ns 3.631014 1.231014 3.0

Total factor 34.9
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spectrometers were associated with IBV hits, including 2
real and 1.5% random coincidences. This rate was essen
independent of photon energy forEg.42 MeV, rather than
increasing with increasingEg . For these reasons, the inn
bremsstrahlung veto was not used in the final analysis.

The changes in sensitivity and resolution between des
and final data analysis are given in Tables VII and VI
respectively. In Table VIII, the degradation factor includ
the appropriate power from Eq.~9!. The photon energy reso
lution degradation factor is weighted by the fraction
events where the photon converted in the inner or outer l
sheet. In both tables, the total factor is the product of
individual factors.

The degradation factors in Tables VII and VIII arose pri
cipally from three phenomena: First, electronic cross talk
the positron spectrometer limited the muon stop rate, redu
the reconstruction efficiency, and degraded the energy
angular resolutions of the reconstructed tracks. Second, c
talk in the photon spectrometer delay line cathodes redu
the photon reconstruction efficiency and degraded the en
and conversion point resolutions. Finally, an accident
1993, where the photon spectrometer was dropped fro
crane at a height of about 30 cm, led to eventual crazing
the scintillators and a subsequent reduction of light outp
this loss of light reduced the scintillator efficiency and wo
ened the positron-photon timing resolution.

XI. CONCLUSION

A high-precision search for the rare muon decay mo
m1→e1g has been performed with the MEGA detector.
maximum-likelihood analysis of the data established a n
upper limit for the branching ratio ofB(m1→e1g),1.2
310211 with 90% confidence. This upper limit constrain
the existence of physics outside the standardSU(3)
3SU(2)3U(1) model of the strong and electroweak inte
actions, sincem→eg is predicted to occur in virtually all
extensions that have been proposed. For example, in g
unified supersymmetric theories@3#, this upper limit in-
creases the lower limit on the masses of the mediating
ticles by 40%, relative to the lower limit that existed befo
the results of this experiment were first announced. Simila

sis
TABLE VIII. The contributions to the background sensitivity o

the MEGA experiment at the design stage and after a comp
analysis of the data.

Degradation
Quantity Designed Achieved factor

Rm ~MHz! 30.0 15.0 0.5
teg ~ns! 0.8 1.6 2.0
Ee ~MeV! 0.25 0.54 1.5
Eg ~MeV! 1.7 1.7,3.0 1.6
ueg ~deg! 1.0 1.9 3.6
ug ~deg! 10.0 10.0 1.0
h IBV 0.2 1.0 5.0

Total factor 43.3
2-26
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if the recently reported, apparent deviation of the mu
anomalous magnetic moment from the standard model
diction @2# is due to supersymmetry, this upper limit on th
branching ratio form→eg sets stringent limits on the flavor
violating masses that occur in the minimal supersymme
standard model@29#.
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APPENDIX A: PHOTON PATTERN RECOGNITION

The photon pattern recognition algorithms were optimiz
to find pair conversions due to high energy photons. Initia
active adjacent cells within the same drift chamber cylin
were combined into clusters of hits. If delay line informatio
was available, contiguous drift chamber hits that hadz values
differing by more than 4 cm were assigned to separate c
ters. Pattern recognition then began by classifying the ed
of the events. To be considered as a candidate event, at
one member of the conversion pair had to pass through
three photon drift chambers in a pair spectrometer during
initial arc. Shower edges that appeared consistent with
hypothesis were identified as ‘‘3-side’’ edges. The oth
member of the pair was required to pass through at leas
innermost and middle drift chambers, but not necessarily
outermost. Shower edges that appeared to arise from tr
that passed through only the inner two drift chambers o
pair spectrometer were identified as ‘‘2-side’’ edges. Typi
events with 3-side and 2-side edges are shown in Fig.
The 3-side edges were allowed to have a maximum clu
width of two drift chamber cells in the first and second dr
chambers to minimize ambiguities due to multiple pass
These constraints eliminated some high energy photon
versions, but they reduced background and improved res
tion without significantly reducing the reconstruction ef
ciency. Events with satisfactory edges were then checked
possible vertices. For events with a 2-side edge, the ve
location was found by starting from the 2-side edge and
cating the first set of hits in the outermost drift chamb
Connecting this with hits in the inner two drift chambe
defined the candidate vertex location. Both minimum a
maximum width constraints were imposed on the dista
between the 2-side edge and the vertex. If the width c
straints were not satisfied, the cells on the 2-side were c
sidered to be noise hits and an attempt was made to re
sify the edge of the event as a 3-side edge.

The on-line pattern recognition algorithm allowed f
multiple vertex candidates for events that were tagged
having 3-sides on both edges. Candidate vertex location
quired more than one hit in the outermost drift chamber. T
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constraint eliminated most high energy Compton scatte
photons with very little loss of efficiency for 52.8 MeV pair
~This constraint was relaxed during thep0→gg studies de-
scribed in Sec. VIII E for certain classes of electromagne
showers induced by the higher energy photon.! A maximum
of two contiguous cells was allowed in the innermost dr
chamber for a vertex candidate associated with two 3-s
edges. MC simulation was used to set additional restricti
for vertex candidates that involved non-contiguous cells
the middle and/or the outermost drift chambers.

The pair recognition algorithm was performed in the o
line analysis and then repeated during off-line processing
the on-line code, a crude determination of the energy w
made by estimating the transverse momentum from
width of the event and the longitudinal momentum using
difference in the vertex and edgez locations, coupled with
the vertex to edge transverse distances. The photon con
sion location, (Rg ,fg ,zg), was obtained from the vertex lo
cation and the time of conversion,Tg , was obtained from
scintillators that were hit below the edge cells.

In the off-line code, events were further processed by
gorithms that determined those cells that were most lik
associated with the initial arc of the conversion pair. T
tagging process was repeated for each vertex candidate
event. Tagged cells formed the set of drift chamber hits u
in the circle fits for the events. A non-linear least-squa
fitting routine was used to obtain the best circle fits for t
conversion pair. Thex2 that was minimized summed
(dmeas2dcalc)

2/sd
2 over the tagged cells as well as (ve1

2ve2)2/sv
2 , whered was the drift distance of each hit ce

FIG. 26. End view of two typical photon spectrometer even
The detector elements, from inner to outer radius, are plastic s
tillators, lead, MWPC, lead and three layers of drift chamber. H
in plastic scintillator and MWPC cells are shown with an ‘‘3 ’’ and
hits in drift chamber cells are shown as solid circles. In the
event, both edges are classified as 3-side. The bottom even
edge corresponds to a 3-side and the right edge is a 2-side.
circles shown in the figures were fits from the photon spectrom
analysis code.
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and ve1 (ve2) was the intersection point of the positro
~electron! circle and a lead conversion layer. The choice to
drift distances, rather than space points, eliminated the n
to resolve left-right ambiguities in the drift chambers e
plicitly, at the expense of introducing additional loc
minima into thex2 space. These local minima were a
dressed in part by using the results of circle fits to thee1 and
e2 trajectories, which utilized the left-right information, a
starting points for the final non-linear fit. The vertex co
straint in the non-linear fit helped improve the momentu
resolution of the particles and rejected solutions that w
not consistent with a pair originating from a common orig
in a lead foil. When the pattern recognition indicated th
both thee2 and thee1 passed through the same drift cham
ber cell near the event vertex, thex2 fit was modified to
require one member of the pair to have the observed d
distance, while the other member of the pair was require
pass through the cell at some larger drift distance. The c
determined if the conversion occurred in the inner or ou
lead layer by examining the occupancy of MWPC cells b
low the vertex region. For example, in Fig. 26 the convers
in the top event occurred in the inner lead layer, whereas
conversion in the bottom event occurred in the outer le
layer. Additional constraints were placed on the circles
ensure that the fits were physically acceptable solutions.
tably, circle centers were allowed to occupy only a limit
region of the detector. When several vertex candidates w
available, the best choice was assumed to be the one wit
minimum x2.

Photon kinematic parameters were extracted from the
fit solution. Initial values forpT and the longitudinal momen
tum, pz , were obtained separately for thee1 ande2 of the
conversion pair. An averagedE/dx correction for the pair
was determined, based on the conversion lead layer. The
certainty indE/dx was the biggest contributor to the photo
energy resolution for conversions with dip angles less t
20°. The reconstructed momenta and the energy loss w
then combined to determine a value for the initial phot
energy. The photon angle was obtained with respect to
beam direction from an average of the pair angles. Ini
timing information was obtained from the scintillators ass
ciated with the first arcs of the conversion pair. Correctio
were made to account for the flight time of the positron a
electron between the vertex location and the scintillator. T
event was then checked for scintillator hits associated wi
second pass of either member of the conversion pair.
time of the photon decay at the target was obtained by c
bining scintillator times, corrected for the pair time-of-fligh
and then correcting for the photon time of flight between
target and conversion point.

FIG. 27. Using the muon decay point in the target, Eqs.~B1!,
~B2! and ~B3! follow from the figure.
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APPENDIX B: ARC ORBIT CALCULATION

This appendix describes the calculation of the likely he
cal orbit of a positron from am→eg decay given the param
eters of the photon that triggered the event. The photon
construction yielded the photon (g→e1e2) conversion
location (Rg ,fg ,zg) and the calibrated TDC time (Tg) for
the conversion. The photon and the positron were assume
originate simultaneously from a common point in the mu
stopping target and the positron was assumed to have a
mentum,pe , of 52.8 MeV/c directed opposite to that of th
photon. From a given hit positron scintillator and its asso
ated Snow White triple, the positron time (Te) and the spa-
tial location (xsw ,ysw ,zsw) at the termination of the orbi
were obtained. Based on this information,ARC determined a
helical orbit along which the positron spectrometer d
could be searched for hits.

The absolute transit times of the photon (tg) and the pos-
itron (te) from a candidatem→eg decay were not known
However, the time difference (Te2Tg) was calibrated to be
equal to the difference in the transit times (te2tg). This
identity was carefully checked on line and then validat
with the IB data~Sec. VIII D!. TheARC algorithm calculated
both te and tg as well as the estimated muon decay point
the target,xm ,ym ,zm , the helical orbit radius,Re , the helix
center,xc , yc , and the total angular path of the helix. Fro
Fig. 27 the following three equations can be written for
m→eg event:

ctg
cte

5
zm2zg

zsw2zm
, ~B1!

c~Te2Tg!5cte2ctg , ~B2!

~ctg!25r g
21~zm2zg!2. ~B3!

The initial approximation forr g was Rg , the radius of the
photon conversion layer. Equations~B1!–~B3! were solved
by iteration fortg ,te , andzm . Only two iterations were re-
quired for sufficient accuracy.

From Fig. 28, the orbit radius,Re was calculated from

Re5
pT

qB
5

pe

qB

r g

Ar g
21~zg2zm!2

. ~B4!

Here q is the positron charge andB is the magnetic field.
Given zg ,zm , and r g'Rg , an estimate of the orbit radius
Re , was obtained. The quotientpe /qB511.73 cm repre-
sents the largest possible orbit radius for the positron in
1.5 T magnetic field.

FIG. 28. The momentum of the positron is related to the or
radius for the positron orbit, leading to Eq.~B4!.
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The planar target sloped in they-z plane, allowingym to
be determined fromzm . Using Fig. 29, the coordinates of th
axis of the helical orbit (xc ,yc) and thex coordinate of the
muon decay in the muon stopping target (xm) were calcu-
lated from the following three equations:

2
yg2ym

xg2xm
5

xm2xc

ym2yc
, ~B5!

~xsw2xc!
21~ysw2yc!

25Re
2 , ~B6!

~xm2xc!
21~ym2yc!

25Re
2 . ~B7!

With (xm ,ym ,zm) determined, the value forr g was calcu-
lated. The entire process was repeated using these valu
obtain better estimates oftg , te , xm , ym , zm , Re , xc , and
yc .

Employing the coordinates of the beginning (xm ,ym ,zm),
ending (xsw ,ysw ,zsw), and axis (xc ,yc) of the helical posi-
tron orbit, the helix rotation angle (uem) was calculated from
(xm ,ym) to (xsw ,ysw). The total angle traversed by the po
itron can be written as

uem12pnloop5S qBte
m D , ~B8!

wherem is the mass of the positron andnloop is the number
of loops. The nearest integer value fornloop was determined
from Eq. ~B8! and the integer result was substituted back
Eq. ~B8! to obtain a better estimate ofte . The new value of
te was used in Eq.~B1! to improve the orbit parameter
further. With the orbit parameters known, the spatial coor
nates where the orbit intersected the positron MWPCs w
calculated.

APPENDIX C: POSITRON PATTERN RECOGNITION

The principal job of the positron pattern recognition co
was to find the space points, called clusters, where posit
crossed the MWPCs and then map the clusters into he
tracks. Clusters were defined as nearly contiguous group

FIG. 29. This view along the axis of the positron helix leads
a determination of the center of the helical orbit and thex coordi-
nate of the muon decay obtained from Eqs.~B5!, ~B6! and ~B7!.
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hits in either the anodes or cathodes that were normally
sociated with the response of a chamber to a track cross
The clustering algorithm took into consideration the imp
fections of the detector~about 7% dead wires and cathod
stripes and inefficiencies in the chambers!, as well as the
dependence of cluster widths on the entry angle of the tr
with the chamber. The anodes and cathodes were tre
slightly differently because of the differences in their mod
of signal generation. Track reconstruction efficiency w
mostly insensitive to the choice of clustering algorithm, b
the method that was selected optimized the resolutions;
projection to the decay point in the target was more sensi
than the energy. For high rate data, clustering was only
plied to chambers that were potentially involved in a sign
event.

The term ‘‘double’’ describes the spatial overlap of a
anode cluster with a cluster from one of the foils. A trip
required thez coordinate of two doubles associated with
single anode be the same to within 1 cm. If a cathode clu
contributed to more than one double, only the two trip
with the smallest differences in anode crossings were
tained. Anode-only clusters were allowed in the Snow Wh
chamber when positron tracks were leaving the chamber
ward larger radial distance. Triples and doubles were of va
ing quality and were denoted according to their ‘‘crossi
topologies.’’ The types of crossing topologies are display
in Fig. 30. Noisy clusters had an excessive number of wir

FIG. 30. The different types of space point topologies. The so
lines represent clean hits. Illustrations with dashed lines repre
three distinct topologies, where the dashed line may be replace
a dead channel, a noisy cluster, or a known inefficiency. They w
assigned distinct numbers and were studied separately during
development of the pattern recognition program. Additional topo
gies were also defined and studied, such as triples with two n
clusters, but were not used in the final analysis.
2-29
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e.g., for the anodes, a noisy cluster in a dwarf contai
more than 8 wires. Clusters in regions of known inefficie
cies were noted. Clusters that could have been assoc
with another crossing were tagged, since it was possible
triples and doubles to be formed from random hits at h
rates.

The high rate code only examined crossing topologie
the anode cluster was within the end-viewARC windows.
Only crossing topologies 1, 2–7, and 11 were used as p
of tracks. The coordinates of the intersections were ca
lated from the centers of the cluster crossings. In the cas
differing widths for inner and outer cathode clusters, the n
rower width was used to determine the coordinate.

The intrinsic resolutions for a normal crossing were 0.0
cm rms for the anodes and 0.29 cm rms for the cathodes.
weights (1/s2) for fitting were assigned to the space poin
to reflect an intrinsic resolution, the entrance angle, and
differences in the cathode cluster widths. These weights,
function of entrance angle and cluster widths, were in go
agreement with the residuals from track fitting.

As an initial step in obtaining tracks, all combinations
three clean~e.g.,,8 wires! anode-wire clusters were used
extract the parameters of circles that passed through t
anodes. For high rate data, the combinations were restri
to groups of three clean anodes in distinctARC windows. All
wires ~ignoring ARC windows! in the involved chambers
were examined for anodes within a chord length of 0.75 c
and successes were associated with this circle. The c
parameters were extracted by fitting these data. After all p
sible combinations were fit, the parameters were compare
eliminate duplicates.

There could be considerable ambiguity with respect to
number of loops a real track made for a given circle due
inefficiencies and accidental degeneracies of the hits. At h
rates, the large number of hits resulted in many possibilit
some of which were artificial. Starting with circles, helic
track fragments were sought by looking for straight lines
the unrolled system. Combinations of track fragments w
compared to determine if they fell on the same straight l
where the 2p ambiguity around the circle was considered.
enough fragments lie on the same straight line for a part
lar set of slopes and intercepts, a trial track was identifie

The trial track was then extended in both directions
ward the target and toward the scintillators. If the extensi
passed sufficiently close to triples having the correct topo
gies, these hits were added to the trial tracks. On the ta
side, there was an ambiguity as to the origin of the track
s.
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a minimum criterion for the number of triples and doubles
the first loop was applied. On the scintillator side, a fin
triple in the Snow White chamber was required for a track
be retained. Roughly, for a candidate track to be kept, it m
retain 60%–70% of the possible hits.

Non-uniformities in the magnetic field led to a complexi
in the above procedure for events with a high number
loops. Tracks still projected as circles but they deviated fr
a straight line in the unrolled view@30#. In order to keep
these tracks, the extrapolation of the fragment slopes ha
account for the deviations that increased the longitudinal
tance traversed per loop as the field weakened. The fi
non-uniformities were small and well described by a polyn
mial; the ratio of the first and second terms to the 0th term
were 21.831024 cm21 and 27.131026 cm22, respec-
tively, over the range of670 cm. Though the terms wer
small, the corrections were many centimeters for an ev
making many loops.

Once the hits were identified, the parameters characte
ing the track, the circumference around the chamber and
longitudinal position including thez-correction term, were
extracted via a non-linear least squares fit. The circum
ence was chosen because the hits were confined to lie o
circles that were defined by the chamber wires. The par
eters were defined by the helix equations

x~f!5xc1r cos~f1f0!,

y~f!5yc1r sin~f1f0!,

z~f!5z01~r tanl!f. ~C1!

The derivatives of the predicted measurements with res
to the parameters that were needed to make up the curva
matrix of the least squares fit are analytic, making the fitt
process reasonably fast@23#.

However, using this procedure it was possible to find
same track many times and, at high rates, to find false tra
A number of criteria were used to sort the best candida
from the list to maximize the probability of finding only rea
tracks once. For multiple tracks associated with the sa
circle, the track with the greatest fractional occupancy w
retained, and tracks with the same slope and center w
concatenated to a single track. Tracks were required to h
a certain minimum number of triples and doubles and
cutoffs depended on the number of loops and the numbe
dwarfs involved.
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