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We describe several measurements using the decaysD0→K1K2 and p1p2. We find the ratio of partial
widths, G(D0→K1K2)/G(D0→p1p2), to be 2.9660.1660.15, where the first error is statistical and the
second is systematic. We observe no evidence for directCP violation, obtainingACP(KK)5(0.062.2
60.8)% andACP(pp)5(1.963.260.8)%. In the limit of noCP violation we measure the mixing parameter
yCP520.01260.02560.014 by measuring the lifetime difference betweenD0→K1K2 or p1p2 and theCP
neutral state,D0→K2p1. We see no evidence for mixing.
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The structure of the standard model has been guided
measurements of mixing andCP violation in the neutralK
andB meson sectors. The standard model predictions for
rate of mixing andCP violation in the charm sector ar
small, with the largest predictions in both cases be
O(0.01), and most predictions beingO(0.001) @1#. Observa-
tion of CP violation above the 1% level would be stron
evidence for physics outside the standard model.

The SU~3! flavor symmetry predicts G(D0

→K1K2)/G(D0→p1p2)51 @2#, while the previously
measured value is 2.8060.20 @3#. This deviation is most
likely caused by large final state interactions. These can
give rise to a large strong phase differences between mi
and Cabibbo-suppressedD0 decays that give rise to the sam
final states@4#. A measure ofCP violation in these decays
the direct CP violation asymmetry, is proportional to th
amount ofCP violation in the decays and the sine of th
strong phase difference. The standard model suggests
CP violation in these decays is small since the higher-or
09200
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diagrams are suppressed, however, new physics can enh
the rate ofCP violation. In this paper we present the mo
precise measurement to date of the ratio of partial widt
G(D0→K1K2)/G(D0→p1p2) @5#. We also present ou
search for directCP violation in these decays.

In the absence ofCP violation, theD meson mass eigen
statesD1,2 are alsoCP eigenstates. The decay of aD0 to a
CP eigenstate, such asK1K2 or p1p2, has a purely expo-
nential lifetime characteristic of the associated mass eig
state. Therefore, in the limit of noCP violation, we can
write the time-dependent rate of aD0 decaying to aCP
eigenstate,f, asR(t)} exp@2tG•(12yCPhCP)#, whereCPu f &
5hCPu f &, G is the averageD0 width, yCP5y5DG/2G, and
DG is the width difference between the two mass eigensta
@6#. We can measureyCP simply by measuring the ratio o
lifetimes of theD0 decaying to aCP eigenstate (tCP1) and
a CP neutral state such asK2p1 (t). Then yCP5t/tCP1

21. We have usedt5(tCP11tCP2)/2, and assumed tha
the lifetime difference is small so that theK1p2 lifetime
1-2
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LIFETIME DIFFERENCES, DIRECTCP VIOLATION, . . . PHYSICAL REVIEW D 65 092001
distribution can be fit with a single exponential.
The data were collected using the CLEO II.V upgrade@7#

of the CLEO II detector@8# between February 1996 and Fe
ruary 1999 at the Cornell Electron Storage Ring~CESR!.
The data correspond to 9.0 fb21 of e1e2 collisions near
As'10.6 GeV. The detector consisted of cylindrical trac
ing chambers and an electromagnetic calorimeter imme
in a 1.5 Tesla axial magnetic field, surrounded by mu
chambers. The reconstruction of displaced vertices fr
charm decays was made possible by the addition of a sil
vertex detector~SVX! in CLEO II.V. We utilized this im-
proved resolution in previous searches forD0–D0 mixing @9#
and in measurements of charmed particle lifetimes@10#. The
charged particle trajectories were fit using a Kalman fil
technique that takes into account energy loss as the part
pass through the material of the beam pipe and detector@11#.

To measure relative efficiencies between the modes, s
their backgrounds, and observe biases introduced by
methods, we use aGEANT @12# -based detector simulation o
our data. We use simulations ofe1e2→cc̄ with one of the
charm quarks fragmenting as a chargedD* and then decay-
ing to aD0 and a chargedp. TheD0 then decays toK1K2,
p1p2, or K1p2. For background studies we have a sim
lated sample ofe1e2→qq̄ whereq5udscwith the quarks
fragmenting and particles decaying generically guided
previous measurements. The data of this generic simula
correspond to roughly ten times the luminosity collected b
the detector. For these studies the simulated samples ar
constructed and selected using the same methods as the
sample as described below.

The events are selected by searching for the decay c
D* 1→D0ps

1 , with subsequent decays of theD0 to K1K2,
p1p2, or K2p1. The charge of the slow pion,ps

1 , from
the D* 1 decay is a tag of the initialD0 flavor. Additionally,
we separate signal from background using the energy rel
in theD* 1 decay,Q[M* 2M2Mp , whereM* is the can-
didateD* 1 invariant mass,M is the candidateD0 invariant
mass, andMp is the pion mass.

All pairs of oppositely charged tracks of good quality a
used to formD0 candidates assuming four particle assig
ments:K1K2,K1p2,p1K2, andp1p2. TheD0 candidate
is retained if any of the particle assignments has an invar
mass within 35 MeV of theD0 mass. The observed widths o
D0→K1K2, p1p2, andK2p1 signal candidate mass dis
tributions are 4.7360.15, 4.9560.26, and 5.08
60.10 MeV, respectively. TheD0 daughters are constraine
to come from a common vertex, and the confidence le
from this constraint must be greater than 0.01%. A pion c
didate with at least two SVX hits in both ther –f and r –z
layers is combined with theD0 candidate to form aD* 1.
The slow pion candidate is refit by constraining it to com
from the intersection of the beam spot and the projection
theD0 momentum vector. This dramatically reduces the m
measurement of the pion momentum due to multiple sca
ing in the beam pipe and first layer of silicon. The resulti
Q distribution has a width of approximately 190 keV. W
have used the same technique to measure the intrinsic w
of the D* 1 @13#. The candidate is retained if the confiden
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level for the refit is greater than 0.01%,Q is less than 25
MeV, and theD* 1 momentum is greater than 2.2 GeV/c.
Finally, we requireu cosu* u,0.8, where cosu* is the angle
in the D0 rest frame between aD0 daughter and theD0

direction in the laboratory frame. The signal is flat in cosu* ,
while the backgrounds are highly peaked atucosu* u'1. Par-
ticle identification using specific ionization is not require
since the different mass hypotheses are separated by gr
than 8.5 standard deviations.

The partial width measurements are obtained from bin
maximum likelihood fits to theQ distribution of theD* 1

decay. We fit in bins of momentum to eliminate potential b
due to mismodeling of theD* 1 momentum spectrum in
Monte Carlo calculations. The finite statistics of the fittin
shapes are included in the statistical uncertainty of the
The shape of the signal is given by the shape of theK2p1

candidates in the data after we have subtracted off the s
background contribution. The background is determined b
fit to the data that excludes the signal region with the ba
ground shape taken from the Monte Carlo simulation. T
procedure gives a one variable parameter function that
scribes the signal shape. All of the modes have appro
mately the same signal shape since theQ resolution is domi-
nated by multiple scattering of the slow pion. A detaile
discussion of this shape can be found in our paper measu
the width of theD* 1 @13#. As a check, we also fit theD0

mass distribution using a double Gaussian for the sig
shape.

We first fit the Kp data outside of the signal region t
obtain the background normalization, where we have use
threshold function of the forma•Q1/21b•Q3/21c•Q5/2 to
describe the background. To obtainRpp5G(D0

→p1p2)/G(D0→K2p1) we fit theQ distributions for the
ratio of signal yields between thepp andKp channels, and
for the normalization of the background, where we have u
the signal shape and background parameters determ
from theKp data and Monte Carlo samples, respectively.
obtain RKK5G(D0→K1K2)/G(D0→K2p1) we fit the Q
distributions as we did forRpp , however, we add an addi
tional component from pseudoscalar-vector decay~PV!
background, where the shape is taken from Monte Ca
samples and the normalization is allowed to float. The
background is primarily fromD0→K2r1, r1→p1p0

where thep0 is nearly at rest. This background forms
broad peak inQ. The PV background is negligible in thepp
andKp final states.

In order to maintain statistical independence, we use
different sets of Monte Carlo events. One sample is o
used to determine the fitting shapes. We fit the data and
second Monte Carlo sample simultaneously to correct
small differences in acceptance between the normaliza
and signal modes. We preform three separate fits to
modes and report the ratios of theKK andpp signals to the
Kp signal. In these fits the signal has one free parameter
overall normalization of the fixed shape, and the ba
grounds have one free parameter forpp andKp and two, an
extra for PV, forKK. All the background shapes are fixed
the final fits. The results of the fits areRKK50.1037
1-3
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60.0038 and Rpp50.035560.0017 from approximately
20000 K2p1, 1900 K1K2, and 710 p1p2 events. The
small background rates observed in the data fits agree
with the prediction of our simulation.

We assess the systematic uncertainty due to the fit
shapes by performing a series of fits using different assu
tions for the background, and several fits to theD0 mass
distribution. For the latter case we obtainRKK50.1035
60.0038 andRpp50.034060.0018. We estimate systemat
uncertainties of 0.0017 and 0.001 due to the fitting shape
the KK andpp modes, respectively. We vary the bin size
Q fit range,Q signal region used to determine the non-P
background shape, and candidateD0 mass requirement, to
form a combined systematic uncertainty of 0.0005 due
these variations.

We also estimate systematic uncertainties associated
some of the event selection requirements by doing the an
sis without those requirements. The variations we obse
are 0.0009 inRKK and 0.00095 inRpp from removing the
vertex confidence level requirement which roughly doub
the number of candidates in all channels, and 0.00032 inRKK
and 0.00016 inRpp from removing the track quality require
ment.

We use theKp data sample to study the effect of an
mismodeling in the simulation of the fragmentation and
detector acceptance. These are tied together as the a
tance for theD* daughters is not flat as a function of th
angle of the tracks with respect to the beam line. This dis
bution depends on the momentum spectrum of theD* due to
the opening angles of the daughters. A softD* produces
daughters with large opening angles with a higher chance
one of them to fall outside the detector acceptance. We c
pare the observedD* spectrum for theKp channel with the
tuned simulation and propagate the observed differenc
the acceptance for theKK and pp modes. The effect is
worse for theKK mode due its larger opening angle dist
bution causing more generatedKK decays to be lost due t
one of theK tracks going into the region close to the bea
line where the acceptance is zero. For the fragmenta
modeling we estimate a systematic uncertainty of 0.0014
RKK and 0.0005 forRpp . We obtain relative corrections an
uncertainties due to mismodeling of the detector accepta
of (22.461.1)% forRKK and (12.462.7)% forRpp . We
apply these corrections and sum all of the system
uncertainties in quadrature to obtain the final resu
RKK 5 G(D0→K1K2) / G(D0→K2p1) 5 0.1040
6 0.00336 0.0027 and Rpp 5 G(D0→p1p2) / G(D0

→K2p1) 5 0.035160.001660.0017, where the first erro
is statistical and the second is systematic. These results
the most precise determinations ofRKK andRpp to date@3#.

We can combine the results, accounting for cancellati
and correlations among the uncertainties to calcu
RKK /Rpp52.9660.16(stat)60.15(syst). This result agree
with the world average value of 2.8060.20 @3#.

We can use the same procedure to search for the d
CP asymmetries

ACP5
G~D0→ f !2G~D0→ f !

G~D0→ f !1G~D0→ f !
,
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wheref can beK1K2 or p1p2. The charge of the slow pion
from the D* 1 decay serves as an unbiased tag of theD0

flavor since charm quarks are produced in quark–antiqu
pairs at CESR and fragmentation and theD* decay are
strong processes, which conserveCP.

We measure theCP asymmetry in the same manner as t
partial width analysis described above apart from the follo
ing changes. TheK1K2 andp1p2 data are separated int
D0 and D0 samples based on the charge of the slow pi
However, we still normalize by the entireKp sample to
eliminate possible bias from any asymmetry inD0

→K2p1 decay. TheD* 1 momentum requirement is loos
ened to be greater than 2.0 GeV/c since acceptance differ
ences between modes are no longer an issue. The cand
D0 mass requirement is tightened to615 MeV of the nomi-
nal D0 mass, which reduces the backgrounds by abou
factor of two.

We fit the data in the same manner as in the partial wi
analysis, modified as described above. TheKK and pp Q
distributions and fit results are shown in Fig. 1 and the
siduals in Fig. 2. From the fits we find 1512647 D0

→K1K2 events, 1511647 D0→K1K2 events, 579626
D0→p1p2 events, and 557626 D0→p1p2 events, and
obtainACP

KK50.00160.022 andACP
pp50.02060.032.

The sources of possible systematic error for theCP asym-
metry measurement are the shapes used for fitting an
charge-dependent slow pion acceptance. To assess the
tematic uncertainty from the fitting shapes we perform fits
which we vary the candidateD0 mass window, remove the
vertex confidence level requirement, vary the width of t
Kp signal region and theQ fit region, alter the number o
bins, and split theKp sample into two according to th
charge of the associated slow pion and fit the two samp
separately. We use 1/2 of the largest variation in each c
and then sum them in quadrature to obtain a systematic
certainty due to the fitting shape of 0.0068 forACP

KK and
0.0069 forACP

pp .
A difference in slow pion acceptance for positive a

negative pions can come from a number of different sourc
The interaction cross section of pions with matter is differe
for positive and negative pions. We use the known compo
tion of the CLEO detector and the interaction cross secti

FIG. 1. TheD* →Dps Q distributions for~a! D0→K1K2 and
D0→K1K2 candidates and~b! D0→p1p2 andD0→p1p2 can-
didates. The points are the data and the histograms are the b
ground fits.
1-4
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LIFETIME DIFFERENCES, DIRECTCP VIOLATION, . . . PHYSICAL REVIEW D 65 092001
to calculate the induced asymmetry as a function of mom
tum. We find that the bias to the asymmetry is less th
0.2%. We use the pions fromKs

0 decays to search for
momentum-dependent charge bias in pion acceptance
select the pions fromKs

0 decay similarly to the method use
to select the slow pions fromD* 1 decay. We compare th
observed difference between the momentum spectrum fo
positive and negative legs of theKs

0 , over the region of slow
pion momenta fromD* 1→D0p1 decay, to estimate the ac
ceptance difference for positive and negative pions to be
than 0.07%.

We have looked for a momentum-independent charge
in track finding by generating single track Monte Carlo c
culations randomly distributed inu, f, and momentum, be
tween 0 and 3 GeV/c. We see no significant bias, and lim
the momentum-independent acceptance bias to be less
0.48%. We translate these limits on acceptance differen
and track finding biases into limits on our observed asymm
try based on the statistics of our observed data sample.

Charm quarks are expected to be produced with a sm
forward-backward asymmetry ine1e2 annihilations atAs
'10.6 GeV due to the interference between the photon
Z0. The center of the luminous region was not exactly at
center of the detector, so this, coupled with the forwa
backward asymmetry, induces an acceptance asymm
From a study of theK1p2 data and Monte Carlo sample
we find an acceptance bias of 0.01460.014%. We correct for
the bias and assign the statistical error as a systematic u
tainty.

Summing all of the systematic uncertainties in quadrat
and applying the correction mentioned above we arrive at
final result ofACP

KK5(0.062.260.8)% andACP
pp5(1.963.2

60.8)%. We see no evidence of directCP violation in these
decays. This is the most precise measurement of theseCP
asymmetries to date@3,14#.

FIG. 2. TheD* →Dps Q fit residual distributions for~a! D0

→K1K2 and D0→K1K2 candidates and~b! D0→p1p2 and
D0→p1p2 candidates. The fits are described in detail in the te
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As noted earlier we can measure the normalized mix
parameteryCP by measuring the lifetime ratio betweenD0

→K2p1 andD0 decay to aCP eigenstate, such asK1K2

or p1p2: yCP5t/tCP121. In the limit of noCP violation
in the D meson sectoryCP is equivalent toy. We use the
same data sample described above, using the decay le
and momentum to determine the proper decay time.
modify the event selection criteria slightly for this analys
We require the candidateD0 momentum to be greater tha
2.3 GeV/c. We tighten the requirement on the vertex con
dence level of theD0 candidate to be greater than 0.1%
Furthermore, we place an extra requirement on the data:
D0 candidate masses obtained with the three other par
assignments to the two daughters must be more than
standard deviations away from the nominalD0 mass.

We select events with aQ value within 1 MeV of the
nominal value and fit their candidateD0 mass spectrum with
a binned maximum likelihood fit to the sum of two Gaus
ians for the signal, constrained to the same central value,
a first order polynomial for the background. The data and
results are shown in Fig. 3. The fit values are converted
a mass-dependent probability for signal and background
are used as an input to the lifetime fits. The other inputs
the lifetime fits are the measured proper decay time and
calculated uncertainty. For theKK and pp samples we fix
the ratio of areas and the ratio of widths of the two Gaussi
to the values determined in theKp fit. We perform the fits
for candidateD0 mass over the range 1.825 to 1.905 Ge
and use all of these events in the lifetime fits described
low.

For the signal portion of the probability distribution func
tion for the lifetime fits we constrain the candidateD0 mass
to a fixed value, which gives us a better measuremen
yCP . The value we constrain to is the weighted average
the D0 mass determined from theKp, KK, andpp events,
where each is corrected by an offset determined from Mo
Carlo calculations. This offset is simply the difference b
tween the input and measuredD0 mass for each channel i
the Monte Carlo sample. The offsets are10.15
60.02 MeV (Kp), 10.2760.05 MeV (KK), and 10.10
60.09 MeV (pp). These offsets are caused by a distorti

t.

FIG. 3. The mass distribution forD0→K1K2 ~left! and D0

→p1p2 ~right! candidates. The curves are the results of the
discussed in the text.
1-5
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S. E. CSORNAet al. PHYSICAL REVIEW D 65 092001
in the decay vertex introduced by our fitting technique wh
has a bias towards smaller opening angles, lower masses
we expect the data to have a similar bias. This mass c
straint introduces a systematic bias in the lifetime meas
ment, but this has a small effect onyCP which only depends
on the ratio of lifetimes.

The candidate proper decay time,t, is given by

t5m•

~rWdec2rWprod!• p̂

upW u
,

whererWdec andpW are the position and momentum of theD0

candidate given by our vertex fit. We determinerWprod using
e1e2→qq̄ (q5udscb) events from sets of data with inte
grated luminosity of several pb21. The extent of the lumi-
nous region has a Gaussian width of approximately 10mm
vertically, 300mm horizontally, and 1 cm along the bea
direction@15#. We observe that the luminous region is stab
during week long running periods and correct for chan
each hour of data taking with an accuracy on the mean
few microns. The resolution on theD0 decay point is typi-
cally 40 mm in each dimension. The resolution int is typi-
cally s t50.4 in units of D0 lifetimes. We determine the
proper decay time in the three dimensions separately,
combine them to arrive at the best estimate oft ands t .

We fit the lifetime distribution using an unbinned likel
hood method. The signal probability distribution functio
~PDF! consists of an exponential convolved with a resolut
function, composed of the sum of three parts, based o
simple, yet robust, physical model. For most events the
culated covariance matrix for theD0 daughters is assumed t
be correct to within a global scale factor, with a Gauss
resolution function of widthS•s t . The scale factor,S, ac-
counts for any common mistake in the covariance matric
as would be present from a deficiency in the detector m
rial description. A few percent of the events have one
more particles that have undergone a hard scatter, rende
the extrapolated vertex errors virtually meaningless.
model the contribution from these events with a sin
Gaussian whose normalization and width are allowed to fl
in the fit. For a very small fraction of events the vertex l
cation is extremely mismeasured. These events have a n
flat distribution in lifetime. We model this contribution wit
a broad Gaussian, assigning a fixed width of 8 ps. The n
malization of this contribution is allowed to float in the fi
The signal PDF is multiplied, on an event-by-event basis,
the mass-dependent signal probability from theD0 candidate
mass fit.

The background lifetime distribution contains two piece
a prompt piece and a piece with nonzero lifetime. The co
ponent with nonzero lifetime comes from partially reco
structed charm decays. We model this component wit
single exponential where the lifetime is another paramete
the fit. We expect the fitted value of the background lifetim
to be consistent with theD0 lifetime. The relative amount o
background with and without lifetime is also allowed to flo
in the fit. Both sorts of background are convolved with
resolution function that is modeled in the same manner as
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signal, but with an independent set of parameters. The b
ground PDF is multiplied by one minus the signal probabil
from the mass fit.

The fit to the data is first done for theKp sample with all
the parameters, except for the resolution of the very w
Gaussian, which is fixed, left to float. The fit is then repea
for the KK andpp samples with the parameters describi
the signal resolution, the overall scale factor, the resolut
smearing, the fraction in the ‘‘hard scattering’’ Gaussian, a
the fraction in the ‘‘broad’’ Gaussian, fixed to the value
found in theKp fit. All the background parameters are a
lowed to float in theKK andpp fits while for the signal the
only variable parameters are the overall level and lifetim
This fit procedure is checked on a set of fully simulat
Monte Carlo events representing more than ten times
amount of data for the backgrounds and signal. We obse
that this procedure gives correlations between the signal
time and other parameters that are small and the meas
signal lifetime has a unit pull. These are checked in a fa
smearing-based version of the simulation with very high s
tistics.

The fit results for all events included in the fit are show
in Fig. 4 and given in Table I. The fit gives resolutions a
background parameters that agree with the expectations
simulated MC events. The ‘‘hard scattering’’ Gaussian co
tains about (462)% of the signal, predicted to be 2% by th
simulation, with a resolution of (0.6060.08) of aD0 life-
time, predicted to be 0.58 by the simulation, and a negligi
fraction in the ‘‘broad’’ Gaussian, predicted to be 0.04%
the simulation. The largest correlation for the signal lifetim
which is roughly the same in all the fits, is220% with the
lifetime of the partially reconstructed background, whi
agrees very well with the simulation. All other the correl
tions are small; less than 10%. Small corrections to the l
times are computed by comparing the generated and m
sured values in a Monte Carlo analysis on a fully simula
sample, including backgrounds, corresponding to roughly
times the data sample. These corrections are 0.0
60.0040 ps inK1K2, 20.001160.0015 ps inK2p1, and
0.00160.0058 ps inp1p2. Applying these corrections we
obtain yCP

KK520.01960.03060.010, yCP
pp50.00560.046

FIG. 4. The proper time distribution for allD0→K1K2 ~left!
and D0→p1p2 ~right! candidates included in the fit. The curve
are the fit results discussed in the text.
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TABLE I. Summary of the lifetime fits. The parameters are those described in the text, wheref mis is the
fraction of signal in the second and third Gaussian contributions andsmis is the width of the second Gaussia
Note that we have constrained the candidates to aD0 mass of 1.86514 GeV, the Monte Carlo correct
weighted average of theKK, pp, andKp data. This mass constraint introduces a systematic bias in
lifetime measurement, which cancels foryCP which only depends on the ratio of lifetimes. This techniq
yields the smallest uncertainty inyCP , but is not optimal for measuring the absoluteD0 lifetime.

Parameter Kp KK pp

Number of signal 202726178 2463665 930637
tsig ~ps! 0.404660.0036 0.41160.012 0.40160.017
Background frac.~%! 8.860.2 50.760.7 29.161.3
Background life frac.~%! 81.064.8 85.762.9 32.267.5
tback (ps) 0.37660.030 0.43660.020 0.5660.15
f mis(%) 3.860.9 Fixed Fixed
smis (ps) 0.59060.079 Fixed Fixed
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60.014, and combining them in a weighted average we
culateyCP520.01260.02560.009, where the second erro
is from the Monte Carlo statistics.

We check the data for bias in several different paramet
We plot the fitted value ofyCP versus azimuthal angle, pola
angle, date the data were collected, momentum of the ca
date D0, cosu* , and confidence level of the vertex co
straint. We find no significant biases in any of these distri
tions.

The kinematics ofKp, KK, and pp D0 decays are
slightly different due to the different amount of kinetic e
ergy released. This will result in the signal resolution fun
tions being slightly different. We have constrained all of t
signal resolution functions to be the same. Studying this
fect in Monte Carlo calculations and data we estimate
following systematic uncertainties: 0.007 forKK, 0.003 for
pp, and 0.005 for the average.

We study the effects of background shape mismodeling
varying the amount and composition of the background.
perform these in data and Monte Carlo calculations and
timate systematic uncertainties of 0.008 forKK, 0.011 for
pp, and 0.008 for the average.

We study the effect of our treatment of the proper tim
outlier events, which we have modeled with a wide Gauss
of fixed width. We vary the value of the width used in th
wide Gaussian and also eliminate the wide Gaussian f
the resolution function and impose a maximum proper ti
limit instead. From these studies we estimate systematic
certainties of 0.002 forKK, 0.001 forpp, and 0.002 for the
average.

We investigate the bias introduced by constraining all
the events to the sameD0 mass by removing this constrain
We take the difference between the constrained and un
60
ti,
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strained fits as a systematic uncertainty: 0.005 inKK, 0.005
in pp, and 0.005 in the average. Length scale uncertain
have been studied previously by CLEO@10# and contribute
negligible uncertainty toyCP .

Summing all of the listed systematic uncertainties
quadrature, including the Monte Carlo statistics, we obt
the final resultsyCP

KK520.01960.02960.016, yCP
pp50.005

60.04360.018. Combining the two results we obtainyCP
520.01260.02560.014, which is consistent with zero an
recent measurements@16#.

In summary, we have used the CLEO II.V da
set to obtain the world’s most precise measureme
of RKK5G(D0→K1K2)/G(D0→K2p1)5(10.4060.33
60.27)% and Rpp5G(D0→p1p2)/G(D0→K2p1)
5(3.5160.1660.17)%, and the directCP asymmetries
ACP

KK5(0.062.260.8)% and ACP
pp5(1.963.260.8)%. We

have also performed a competitive measurement of the
malized mixing parameteryCP520.01260.02560.014. In
all cases the first error is statistical and the second is sys
atic. Our partial width measurements are consistent with
previous world average, we see no evidence for directCP
violation in Cabibbo-suppressedD0 decays, and we measur
a value of the mixing parameteryCP consistent with zero.
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