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We describe several measurements using the déd8ysK *K~ and 7% 7. We find the ratio of partial
widths, T'(D°—K*K™)/T(D°— 7" #7), to be 2.96:0.16+0.15, where the first error is statistical and the
second is systematic. We observe no evidence for dig@=et violation, obtaining Acp(KK)=(0.0=2.2
+0.8)% andAcp(7m)=(1.9x3.2+0.8)%. In the limit of noC P violation we measure the mixing parameter
ycp=—0.012+ 0.025+ 0.014 by measuring the lifetime difference betw@h-K K~ or 77~ and theCP
neutral stateD°—K ™~ 7*. We see no evidence for mixing.

DOI: 10.1103/PhysRevD.65.092001 PACS nuniderl3.25.Ft

The structure of the standard model has been guided bgiagrams are suppressed, however, new physics can enhance
measurements of mixing ar@P violation in the neutraK  the rate ofCP violation. In this paper we present the most
andB meson sectors. The standard model predictions for thprecise measurement to date of the ratio of partial widths,
rate of mixing andCP violation in the charm sector are I'(D°—K*K™)/T'(D°—=*7") [5]. We also present our
small, with the largest predictions in both cases beingsearch for direcCP violation in these decays.

(0(0.01), and most predictions beid 0.001)[1]. Observa- In the absence oE P violation, theD meson mass eigen-
tion of CP violation above the 1% level would be strong statesD; , are alsoCP eigenstates. The decay of¥ to a
evidence for physics outside the standard model. CP eigenstate, such & K™ or #" 7, has a purely expo-

The SU3) flavor symmetry predicts I'(D® nential lifetime characteristic of the associated mass eigen-
—K'K)/T(D°—=#*7")=1 [2], while the previously state. Therefore, in the limit of n€P violation, we can
measured value is 2.800.20 [3]. This deviation is most write the time-dependent rate of B° decaying to aCP
likely caused by large final state interactions. These can alseigenstatef, asR(t) = exd —tI'-(1—ycpncp)], whereCP|f)
give rise to a large strong phase differences between mixing 7¢p|f), T is the averag®® width, ycp=y=AT/2I", and
and Cabibbo-suppress&f decays that give rise to the same AT is the width difference between the two mass eigenstates
final stated4]. A measure ofCP violation in these decays, [6]. We can measurgcp simply by measuring the ratio of
the directCP violation asymmetry, is proportional to the lifetimes of theD° decaying to &CP eigenstate {cp+) and
amount of CP violation in the decays and the sine of the a CP neutral state such &~ 7" (7). Thenycp=1/7cps
strong phase difference. The standard model suggests thatl. We have used= (7cp; + 7cp-)/2, and assumed that
CP violation in these decays is small since the higher-ordethe lifetime difference is small so that the" =~ lifetime
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distribution can be fit with a single exponential. level for the refit is greater than 0.019) is less than 25
The data were collected using the CLEO I1.V upgrade MeV, and theD** momentum is greater than 2.2 GeV/

of the CLEO Il detectof8] between February 1996 and Feb- Finally, we require| cos#*|<0.8, where co#* is the angle

ruary 1999 at the Cornell Electron Storage RI{GESR. in the DO rest frame between ®° daughter and th®°

The data correspond to 9.0 8 of e"e” collisions near gjrection in the laboratory frame. The signal is flat in @bs
Js~10.6 GeV. The detector consisted of cylindrical track-yhile the backgrounds are highly peakedais¢*|~1. Par-

ing chambers and an electromagnetic calorimeter immersagtie identification using specific ionization is not required
ina 1.5 Tesla axial magnetic field, surrounded by muonsince the different mass hypotheses are separated by greater
chambers. The reconstruction of displaced vertices fromyan 8.5 standard deviations.

charm decays was made possible by the addition of a silicon he partial width measurements are obtained from binned
vertex detecto(SVX) in CLEO II.V. We utilized this im- maximum likelihood fits to theQ distribution of theD* *

proved resolution in previous searchesBS-D° mixing [9]  gecay. We fit in bins of momentum to eliminate potential bias
and in measurements of charmed particle lifetifie&d. The due to mismodeling of thé** momentum spectrum in

charg_ed particle trajectories were fit using a Kalman f”FerMonte Carlo calculations. The finite statistics of the fitting
technique that takes into account energy loss as the particle

pass through the material of the beam pipe and detEE1dr s%apes are included in the statistical uncertainty of the fit.

: L -
To measure relative efficiencies between the modes, stud € _shape pf the signal is given by the shape ofkher
their backgrounds, and observe biases introduced by o ndidates in the data after we have subtracted off the small

methods, we use @EANT [12] -based detector simulation of _ackground contribution. The bacl_<ground i_s det_ermined by a
. . - = fit to the data that excludes the signal region with the back-
our data. We use simulations ef e”—cc with one of the ground shape taken from the Monte Carlo simulation. This
charm quarks fragmenting as a chargedl and then decay-  pyocedure gives a one variable parameter function that de-
ing to ab" and a chargedr. TheD " then decays t "K™,  geribes the signal shape. All of the modes have approxi-
m -, or K"ar—. For background studies we have & Simu-mately the same signal shape since @heesolution is domi-
lated sample o&"e”—qq whereq=udscwith the quarks nated by multiple scattering of the slow pion. A detailed
fragmenting and particles decaying generically guided bydiscussion of this shape can be found in our paper measuring
previous measurements. The data of this generic simulatiofhe width of theD* * [13]. As a check, we also fit th®°
correspond to roughly ten times the luminosity collected by mass distribution using a double Gaussian for the signal
the detector. For these studies the simulated samples are ighape.
constructed and selected using the same methods as the datane first fit the K data outside of the signal region to

sample as described below. obtain the background normalization, where we have used a
The events are selected by searching for the decay chatfreshold function of the forna- QY?+b-Q%%+c-Q%? to
D**—D%rg , with subsequent decays of th® to K"K™,  describe the background. To obtainR,,=I(D°

w7, or K- 7*. The charge of the slow pionr_ , from  — 7" 77 )/T(D°—K~ =) we fit theQ distributions for the
theD* " decay is a tag of the initidD® flavor. Additionally,  ratio of signal yields between ther andK 7 channels, and
we separate signal from background using the energy releaser the normalization of the background, where we have used
intheD* " decayQ=M*—-M—M ., whereM* is the can- the signal shape and background parameters determined
didateD* " invariant massM is the candidat®® invariant  from theK 7 data and Monte Carlo samples, respectively. To
mass, andM , is the pion mass. obtain Rgx=T'(D°—K*K™)/T(D°—=K~#") we fit the Q

All pairs of oppositely charged tracks of good quality aredistributions as we did foR ., however, we add an addi-
used to formD® candidates assuming four particle assign-tional component from pseudoscalar-vector ded&®V)
ments:K "K~,K* 7™, 77K~, andw* 7. TheD® candidate ~ background, where the shape is taken from Monte Carlo
is retained if any of the particle assignments has an invariargamples and the normalization is allowed to float. The PV
mass within 35 MeV of th®° mass. The observed widths of background is primarily fromD°—K p*, p"— 7" 70
DY—K*K™, w"7~, andK ™ 7" signal candidate mass dis- where then® is nearly at rest. This background forms a
tributions are 4.730.15, 4.950.26, and 5.08 broad peakim. The PV background is negligible in ther
+0.10 MeV, respectively. ThB® daughters are constrained andK final states.
to come from a common vertex, and the confidence level In order to maintain statistical independence, we use two
from this constraint must be greater than 0.01%. A pion candifferent sets of Monte Carlo events. One sample is only
didate with at least two SVX hits in both the-¢ andr—z  used to determine the fitting shapes. We fit the data and the
layers is combined with th®° candidate to form @©**.  second Monte Carlo sample simultaneously to correct for
The slow pion candidate is refit by constraining it to comesmall differences in acceptance between the normalization
from the intersection of the beam spot and the projection ofind signal modes. We preform three separate fits to the
the D® momentum vector. This dramatically reduces the mis-modes and report the ratios of tké&K and w7 signals to the
measurement of the pion momentum due to multiple scattelK 7 signal. In these fits the signal has one free parameter, an
ing in the beam pipe and first layer of silicon. The resultingoverall normalization of the fixed shape, and the back-
Q distribution has a width of approximately 190 keV. We grounds have one free parameter far andK 7= and two, an
have used the same technique to measure the intrinsic widéxtra for PV, forKK. All the background shapes are fixed in
of theD* " [13]. The candidate is retained if the confidencethe final fits. The results of the fits arByxx=0.1037
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+0.0038 andR,,=0.0355£0.0017 from approximately D* 5%t B O KEKF D*t B Ot B O gt g
20000 K~ 7", 1900 K"K, and 710 #* 7~ events. The p°  Ceonv[p® ' (a)| [o° + cLeovip® ' (b)
small background rates observed in the data fits agree wel t t Generic t
with the prediction of our simulation. 2 Background

We assess the systematic uncertainty due to the fitting%soo_ 1 1700 T ]
shapes by performing a series of fits using different assumpg ‘ 5 oy
tions for the background, and several fits to 1h& mass H ¢ | ¢ ¢
distribution. For the latter case we obtaRkx=0.1035 .
+0.0038 andR,,,=0.0340+0.0018. We estimate systematic M [t { 2

uncertainties of 0.0017 and 0.001 due to the fitting shapes ir ¢ 10 0 10 200
the KK and 77 modes, respectively. We vary the bin sizes, Allevic’)

Q fit range, Q signal region u;ed éo determine_ the non-PV_FIG_ 1. TheD* —Dm, Q distributions for(a)RO—>K*K* and
background shape, and candid&e mass requirement, to DK *K"~ candidates antb) D°— 7" 7 andD’— " 7~ can-

form a C(_)m.blned systematic uncertainty of 0.0005 due Qjyates, The points are the data and the histograms are the back-
these variations. round fits.

We also estimate systematic uncertainties associated wit
some of the event selection requirements by doing the analy- e L )
sis without those requirements. The variations we observi&/Nneref can be K™ ora" . The charge of the slow pion
are 0.0009 iRy, and 0.00095 irR,,. from removing the oM the D** decay serves as an unbiased tag of Bfe
vertex confidence level requirement which roughly doubledlavor since charm quarks are produced in quark—antiquark
the number of candidates in all channels, and 0.0008gjpn  Pairs at CESR and fragmentation and te decay are

and 0.00016 iR from removing the track quality require- Strong processes, which conse@e.
ment. We measure th€ P asymmetry in the same manner as the

We use theK = data sample to study the effect of any partial width analyiis gescribe+d aﬁbove apart from the fo_llow-
mismodeling in the simulation of the fragmentation and theiNd changes. Th& K™ and# "=~ data are separated into
detector acceptance. These are tied together as the accdp: and D samples based on the charge of the slow pion.
tance for theD* daughters is not flat as a function of the However, we still normalize by the entié= sample to
angle of the tracks with respect to the beam line. This distri€liminate possible bias from any asymmetry i°
bution depends on the momentum spectrum offiedue to  — K~ 7" decay. TheD* ™ momentum requirement is loos-
the opening angles of the daughters. A sbft produces €ned to be greater than 2.0 GeWince acceptance differ-
daughters with large opening angles with a higher chance fognces between modes are no longer an issue. The candidate
one of them to fall outside the detector acceptance. We con® mass requirement is tightened+dl5 MeV of the nomi-
pare the observed* spectrum for th&K 7 channel with the  nal D® mass, which reduces the backgrounds by about a
tuned simulation and propagate the observed difference ttctor of two.
the acceptance for th€K and wm modes. The effect is We fit the data in the same manner as in the partial width
worse for theKK mode due its larger opening angle distri- analysis, modified as described above. Hi¢ and 77 Q
bution causing more generat&K decays to be lost due to distributions and fit results are shown in Fig. 1 and the re-
one of theK tracks going into the region close to the beamsiduals in Fig. 2. From the fits we find 15127 D°
line where the acceptance is zero. For the fragmentationrK*K™ events, 151147 D°—K'K™ events, 57926
modeling we estimate a systematic uncertainty of 0.0014 fob°— 77~ events, and 55726 D’— =« "7~ events, and
Rkk and 0.0005 foR,,,. We obtain relative corrections and obtain Afts=0.001+0.022 andAZ5=0.020* 0.032.
uncertainties due to mismodeling of the detector acceptance The sources of possible systematic error for@Rasym-
of (—2.4£1.1)% forRgx and (+2.4+2.7)% forR, .. We  metry measurement are the shapes used for fitting and a
apply these corrections and sum all of the systemati¢harge-dependent slow pion acceptance. To assess the sys-
uncertainties in quadrature to obtain the final resultsematic uncertainty from the fitting shapes we perform fits in
R = I(D°—K'K7)/T(D°—K #") = 0.1040 which we vary the candidatB® mass window, remove the
+0.0033+ 0.0027 andR,, = I'(D°—a*7")/T(D° vertex confidence level requirement, vary the width of the
—K~7") = 0.0351+0.0016+0.0017, where the first error K signal region and the fit region, alter the number of
is statistical and the second is systematic. These results apins, and split theK 7 sample into two according to the
the most precise determinationsRfyx andR, to date[3].  charge of the associated slow pion and fit the two samples

We can combine the results, accounting for cancellationseparately. We use 1/2 of the largest variation in each case,
and correlations among the uncertainties to calculateind then sum them in quadrature to obtain a systematic un-
Rik /R»-=2.96+0.16(stat}-0.15(syst). This result agrees certainty due to the fitting shape of 0.0068 fafk and

10 0 10 20

with the world average value of 2.81.20[3]. 0.0069 forAZ7.
We can use the same procedure to search for the direct A difference in slow pion acceptance for positive and
CP asymmetries negative pions can come from a number of different sources.

(D% f)— (DO f The interaction cross section of pions with matter is different
(b°—-H-I'(D =) for positive and negative pions. We use the known composi-

Acp= N . . . :
P I'(D°—=f)+I'(D%=f) tion of the CLEO detector and the interaction cross sections
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FIG. 3. The mass distribution fob°—K*K™~ (left) and D°
— a7~ (right) candidates. The curves are the results of the fit
discussed in the text.

_75 L

05 4 6 6 01214761520
Q (MeV) As noted earlier we can measure the normalized mixing
FIG. 2. TheD*—D Q fit residual distributions for@) D° para[neJ’Eerpr bgl measuring the lifetime ratio betws@f
o 5 Lt . 0 4+ - —K™ 7" andD"” decay to aCP eigenstate, such a™K
—K*"K™ and D*—~K"K™ candidates andb) D"—#" 7~ and L . . N
= 4+ . : . . L orm 7 Yep= 71/ 7cps— 1. In the limit of NnoCP violation
D”— "o~ candidates. The fits are described in detail in the text.. . .
in the D meson sectoycp is equivalent toy. We use the
. . same data sample described above, using the decay length
to calculate the induced asymmetry as a function of mMOMen; 4" momentum to determine the proper decay time. We
- 0 r?nodify the event selection criteria slightly for this analysis.
0.2%. We use the pions frori(s decays to search for a e require the candida®® momentum to be greater than
momentum-.dependen(;[ charge bias in pion acceptance. We3 Gevk. We tighten the requirement on the vertex confi-
select the pions frori.’(s decay similarly to the method used yence level of theD® candidate to be greater than 0.1%.
to select the slow pions frofd* ™ decay. We compare the Fyrthermore, we place an extra requirement on the data: the
observed difference between the momentum spectrum for th§0 candidate masses obtained with the three other particle
positive and negative legs of tte, over the region of slow  assignments to the two daughters must be more than four
pion momenta fronD* *—D%r" decay, to estimate the ac- standard deviations away from the nomii# mass.
ceptance difference for positive and negative pions to be less we select events with & value within 1 MeV of the
than 0.07%. nominal value and fit their candidal® mass spectrum with
We have looked for a momentum-independent charge biag binned maximum likelihood fit to the sum of two Gauss-
in track finding by generating single track Monte Carlo cal-jans for the signal, constrained to the same central value, and
culations randomly distributed ifi, ¢, and momentum, be- 3 first order polynomial for the background. The data and fit
tween 0 and 3 Ge\d. We see no significant bias, and limit results are shown in Fig. 3. The fit values are converted into
the momentum-independent acceptance bias to be less thammass-dependent probability for signal and background and
0.48%. We translate these limits on acceptance differencegre used as an input to the lifetime fits. The other inputs to
and track finding biases into limits on our observed asymmethe lifetime fits are the measured proper decay time and its
try based on the statistics of our observed data sample.  calculated uncertainty. For tHéK and 77 samples we fix
Charm quarks are expected to be produced with a smathe ratio of areas and the ratio of widths of the two Gaussians
forward-backward asymmetry ia*e~ annihilations atys  to the values determined in thér fit. We perform the fits
~10.6 GeV due to the interference between the photon anfbr candidateD® mass over the range 1.825 to 1.905 GeV,
Z°. The center of the luminous region was not exactly at theand use all of these events in the lifetime fits described be-
center of the detector, so this, coupled with the forward4{ow.
backward asymmetry, induces an acceptance asymmetry. For the signal portion of the probability distribution func-
From a study of th&K " 7~ data and Monte Carlo samples tion for the lifetime fits we constrain the candidd2®@ mass
we find an acceptance bias of 0.61@.014%. We correct for to a fixed value, which gives us a better measurement of
the bias and assign the statistical error as a systematic uncej=,. The value we constrain to is the weighted average of
tainty. the D® mass determined from thém, KK, and 7 events,
Summing all of the systematic uncertainties in quadraturgvhere each is corrected by an offset determined from Monte
and applying the correction mentioned above we arrive at th€arlo calculations. This offset is simply the difference be-
final result of A{§=(0.0=2.2+0.8)% andAZp=(1.9+3.2  tween the input and measur&® mass for each channel in
+0.8)%. We see no evidence of dir€cP violation in these the Monte Carlo sample. The offsets are-0.15
decays. This is the most precise measurement of tidse +0.02 MeV (Km), +0.27+-0.05 MeV (KK), and +0.10
asymmetries to dats,14). +0.09 MeV (7). These offsets are caused by a distortion
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in the decay vertex introduced by our fitting technique which 48—+ 10—
has a bias towards smaller opening angles, lower masses, ar [ (a) 1 F
we expect the data to have a similar bias. This mass con
straint introduces a systematic bias in the lifetime measure-q
ment, but this has a small effect g which only depends  310%
on the ratio of lifetimes. F
The candidate proper decay tintgjs given by

3 101:

Combinations / 0.

(rdec_ IFprod) P

t=m =
Ipl

wherer gcandp are the position and momentum of tBé 1Ll L A
candidate given by our vertex fit. We determiﬁﬁod using KK Proper Time (ps)

e"e”—qqg (g=udsch events from sets of data with inte-  FiG. 4. The proper time distribution for aD°—K K~ (left)
grated luminosity of several pB. The extent of the lumi- andD°— #*#~ (right) candidates included in the fit. The curves
nous region has a Gaussian width of approximatelyub®  are the fit results discussed in the text.
vertically, 300 um horizontally, and 1 cm along the beam
direction[15]. We observe that the luminous region is stablesignal, but with an independent set of parameters. The back-
during week long running periods and correct for changeground PDF is multiplied by one minus the signal probability
each hour of data taking with an accuracy on the mean of from the mass fit.
few microns. The resolution on th2° decay point is typi- The fit to the data is first done for thémr sample with all
cally 40 um in each dimension. The resolution tiris typi-  the parameters, except for the resolution of the very wide
cally 0,=0.4 in units of D° lifetimes. We determine the Gaussian, which is fixed, left to float. The fit is then repeated
proper decay time in the three dimensions separately, anfor the KK and 77 samples with the parameters describing
combine them to arrive at the best estimate ahd o . the signal resolution, the overall scale factor, the resolution

We fit the lifetime distribution using an unbinned likeli- smearing, the fraction in the “hard scattering” Gaussian, and
hood method. The signal probability distribution function the fraction in the “broad” Gaussian, fixed to the values
(PDB consists of an exponential convolved with a resolutionfound in theK = fit. All the background parameters are al-
function, composed of the sum of three parts, based on Bwed to float in theKK and 7 fits while for the signal the
simple, yet robust, physical model. For most events the calenly variable parameters are the overall level and lifetime.
culated covariance matrix for tH2° daughters is assumed to This fit procedure is checked on a set of fully simulated
be correct to within a global scale factor, with a GaussianMonte Carlo events representing more than ten times the
resolution function of widthS- 0. The scale factorS, ac- amount of data for the backgrounds and signal. We observe
counts for any common mistake in the covariance matriceghat this procedure gives correlations between the signal life-
as would be present from a deficiency in the detector matetime and other parameters that are small and the measured
rial description. A few percent of the events have one orsignal lifetime has a unit pull. These are checked in a fast,
more particles that have undergone a hard scatter, renderirsgnearing-based version of the simulation with very high sta-
the extrapolated vertex errors virtually meaningless. Wdistics.
model the contribution from these events with a single The fit results for all events included in the fit are shown
Gaussian whose normalization and width are allowed to floainh Fig. 4 and given in Table I. The fit gives resolutions and
in the fit. For a very small fraction of events the vertex lo- background parameters that agree with the expectations from
cation is extremely mismeasured. These events have a neagimulated MC events. The “hard scattering” Gaussian con-
flat distribution in lifetime. We model this contribution with tains about (4-2)% of the signal, predicted to be 2% by the
a broad Gaussian, assigning a fixed width of 8 ps. The norsimulation, with a resolution of (0.600.08) of aD° life-
malization of this contribution is allowed to float in the fit. time, predicted to be 0.58 by the simulation, and a negligible
The signal PDF is multiplied, on an event-by-event basis, byfraction in the “broad” Gaussian, predicted to be 0.04% in
the mass-dependent signal probability from Bfecandidate  the simulation. The largest correlation for the signal lifetime,
mass fit. which is roughly the same in all the fits, is20% with the

The background lifetime distribution contains two pieces:lifetime of the partially reconstructed background, which
a prompt piece and a piece with nonzero lifetime. The comagrees very well with the simulation. All other the correla-
ponent with nonzero lifetime comes from partially recon-tions are small; less than 10%. Small corrections to the life-
structed charm decays. We model this component with éimes are computed by comparing the generated and mea-
single exponential where the lifetime is another parameter o$ured values in a Monte Carlo analysis on a fully simulated
the fit. We expect the fitted value of the background lifetimesample, including backgrounds, corresponding to roughly ten
to be consistent with thB? lifetime. The relative amount of times the data sample. These corrections are 0.0006
background with and without lifetime is also allowed to float =0.0040 psirK *K~, —0.0011+0.0015 psirK ™ 7", and
in the fit. Both sorts of background are convolved with a0.001+0.0058 ps inm* 7. Applying these corrections we
resolution function that is modeled in the same manner as thebtain yKis=—0.019+0.030+0.010, yZ5=0.005*0.046

50 -25 0 5.0
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TABLE |. Summary of the lifetime fits. The parameters are those described in the text, fyheiethe
fraction of signal in the second and third Gaussian contributionsrapds the width of the second Gaussian.
Note that we have constrained the candidates @°amass of 1.86514 GeV, the Monte Carlo corrected
weighted average of thKK, =, andK7 data. This mass constraint introduces a systematic bias in the
lifetime measurement, which cancels fngp which only depends on the ratio of lifetimes. This technique
yields the smallest uncertainty in-p, but is not optimal for measuring the absoliné lifetime.

Parameter Kar KK T
Number of signal 20272178 2463- 65 930+ 37
Tsig (PS) 0.4046+0.0036 0.41%*0.012 0.4010.017
Background frac(%) 8.8+0.2 50.70.7 29.1+1.3
Background life frac(%) 81.0+4.8 85.7:2.9 32.2t7.5
Thack (PS) 0.376-0.030 0.436:0.020 0.56-0.15
fmis(%0) 3.8£0.9 Fixed Fixed
omis (PS) 0.590-0.079 Fixed Fixed

+0.014, and combining them in a weighted average we calstrained fits as a systematic uncertainty: 0.00K 4, 0.005
culateycp=—0.012+ 0.025+ 0.009, where the second error in 77, and 0.005 in the average. Length scale uncertainties
is from the Monte Carlo statistics. have been studied previously by CLE®@O] and contribute
We check the data for bias in several different parametersegligible uncertainty tycp.
We plot the fitted value ofcp versus azimuthal angle, polar ~ Summing all of the listed systematic uncertainties in
angle, date the data were collected, momentum of the candguadrature, including the Monte Carlo statistics, we obtain
date D°, cos¢, and confidence level of the vertex con- the final resultsyXX=—0.019+0.029+0.016, yZ75=0.005
straint. We find no significant biases in any of these distribu—+0.043+0.018. Combining the two results we obtajgp
tions. =—0.012+0.025+0.014, which is consistent with zero and
The kinematics ofK7, KK, and w7 D° decays are recent measurements6].
slightly different due to the different amount of kinetic en- In summary, we have used the CLEO IL.V data
ergy released. This will result in the signal resolution func-set to obtain the world’s most precise measurements
tions being slightly different. We have constrained all of theof Ry ,=I"(D°—-K*"K")/I'(D°—K™ 7*)=(10.40+0.33
signal resolution functions to be the same. Studying this ef+0.27)% and R,,=I'(D°—a" 7 )/T(D°—K 7")
fect in Monte Carlo calculations and data we estimate the=(3.51+0.16+0.17)%, and the direcCP asymmetries
following systematic uncertainties: 0.007 f&iK, 0.003 for AEEz(0.0i 2.2+0.8)% andAZr=(1.9+3.2+0.8)%. We
m, and 0.005 for the average. have also performed a competitive measurement of the nor-
We study the effects of background shape mismodeling bynalized mixing parameteycp=—0.012+0.025+0.014. In
varying the amount and composition of the background. Wey|| cases the first error is statistical and the second is system-
perform these in data and Monte Carlo calculations and esgtic. Our partial width measurements are consistent with the
timate systematic uncertainties of 0.008 K, 0.011 for  previous world average, we see no evidence for di@et
wr, and 0.008 for the average. violation in Cabibbo-suppressé&f decays, and we measure

We study the effect of our treatment of the proper timea value of the mixing parametgi.p consistent with zero.
outlier events, which we have modeled with a wide Gaussian

of fixed width. We vary the value of the width used in the = We thank A. A. Petrov for valuable discussions. We grate-
wide Gaussian and also eliminate the wide Gaussian frorfully acknowledge the effort of the CESR staff in providing
the resolution function and impose a maximum proper timeus with excellent luminosity and running conditions. M.
limit instead. From these studies we estimate systematic urBelen thanks the PFF program of the NSF and the Research
certainties of 0.002 foKK, 0.001 form, and 0.002 for the Corporation, and A.H. Mahmood thanks the Texas Advanced
average. Research Program. This work was supported by the National

We investigate the bias introduced by constraining all ofScience Foundation, the U.S. Department of Energy, and the
the events to the sani2® mass by removing this constraint. Natural Sciences and Engineering Research Council of
We take the difference between the constrained and uncorGanada.
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