PHYSICAL REVIEW D, VOLUME 65, 074024

Hadronic scattering amplitudes: Medium-energy constraints on asymptotic behavior
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We consider several classes of analytic parametrizations of hadronic scattering amplitudes, and compare
their predictions to all available forward datpf, Ep, wp, Kp, yp, vy, 2p). Although these parametriza-
tions are very close fox/s=9 GeV, it turns out that they differ markedly at low energy, where a universal
Pomeron term-In%s enables one to extend the fit down {8=4 GeV.

DOI: 10.1103/PhysRevD.65.074024 PACS nunider13.85-t, 11.55—m, 12.40.Nn, 13.60.Hb

. INTRODUCTION faster than Ifs (note that this behavior was first proposed by
Heisenberg in 19522]). Although this isa priori a strong
The singularity structure of forward hadronic amplitudesconstraint, it turns out that the coefficient of thédican be
is of great importance, as it controls the extrapolation oflarge: all we know is that it is bounded brylmizso mb
cross sections to high energies and to smalts study lies (Lukaszuk-Martin[3]), hence parametrizations which as-
mostly outside the realm of perturbative QCD, except perymptotically violate the Froissart bound, such as rising
haps at smalk and highQ?, where there is some overlap, Simple poles, may survive to present energies without violat-
hence the hope to obtain some QCD-based understanding /g unitarity.
these amplitudes in the near future. However, there are sev- Finally, the last ingredient is Regge theory. The meson
eral tools available to treat this nonperturbative domaintrajectories can indeed be seen in a Chew-Frautschi plot, and

These are based on the theory of the analgtinatrix. hence their intercepts can in principle be measured directly.
The first is to demand that hadronic amplitudes are analhis leads to the conclusion that the intercepts of these tra-
lytic functions in the complex angular momentuin The jectories are of order 0.5, that tie=+1 andC=—1 tra-
singularities in the compled plane then determine the form jectories are approximately degenerate, and that they seem to
of the asymptotic amplitudes ®at finitet. This means that be linear. We shall assume in the following that their contri-
one can then relate, through analyticity and crossing symmedution to the total cross section can be parametrized by
try, the real part of the amplitude to its imaginary part. InY s*~*andY~s* "%,
other words, the exact knowledge of the cross section for all These constraints, unfortunately, are far from providing a
s is equivalent to that of thp parameter. In practice, there unique answer. As an example, the derivative relatigts
are several analytic forms which are very close for the totaFan be conceived as a source of an infinite class of analytic
cross sections in a finite interval & but which differ mark- ~ parametrizations satisfying the above theoretical criteria.
edly for the real part. Hence in this paper, we shall consideHowever, it is possible to reduce this class of models to a
the experimental constraints on both the real and the imagfew exemplar cases, for which the cross section, in the limit
nary parts. Furthermore,channel unitarity leads to the con- S—, behaves as a constant, asslor as Irfs. Hence in
clusion that these singularities should be universal, in théractice, only a handful of parametrizations have been con-
sense that they do not depend on the scattering hadronsidered and constrained. These represent variations on the
This leads to factorizing amplitudédor which the residue parametrization proposed ib,6], which will be symboli-
depends on the colliding hadrons, but the singularity is indecally referred to asRegge + Regge + Pomeranchuk+
pendent of them. Heisenberytype parametrizations—RRPH. Here both “R’s”
The second constraint is due to the unitarity of partialstand for the leading Reggeon terms, P stands for a constant
waves and polynomial boundedness of the absorptive pagontribution to the total cross section at asymptotic energies
within the Lehmann ellipse. This leads to the celebratedthe classical Pomeranchuk asymptotic linii]) and H
Froissart-Martin bound [1], which indicates that at stands for the asymptotically infinitely rising with energy
asymptotic energies, total cross sections cannot increasntribution, which we take as #or In’s. Because of its
popularity and simplicity, we shall also consider case E, i.e.,
the case of a simple pol™~ ! with a,>1.

* Computerised Models, Parameter Evaluation for Theory and Ex- Some of uYCOMPAS are maintaining a complete set of
periment. data for all hadronic processes, so that we are in a position to
IThe photon is special in this context, and may have further sinfully evaluate the various possibilities. We are using a

gularities. slightly improved data set from the one[@&]: some prelimi-
2Note however that factorization can be proven only for simplenary data on thep parameter have been removed, and new
poles. published data from SELEX# N andX N at 600 GeVt)
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[9] and OPAL (yy) [10] were added. We did not use the new  R-ab(s) =Y3P. (s/s,)?2,

recent data from L311] on yy—hadrons total hadronic Pab=s 2 js the Pomeron simple pole a1,

cross sections because Unfortunately these Very interesting Hab(s) Stands for one Of the three fo”owing possib”ities:
data are still not published yet. Definitely these data, when g supplementary simple pole &t a,, with a,>1:
published, will be used in the next iteration of the cross

assessments. E3P=X30(s/s;)%;
In the past few years, and mainly because of the existence
of this data set, several advances have been made: a double pole af=1:
(1) The systematic and simultaneous study, via analytic
representations, of the forward data, betl, andp, for pp, Lab=S(BapIN(s/s1) +Aqp);

pp, 7 p, K*p, yp, andyy scattering. Such a program was
initiated by the COMPAS groupl2], and pursued in Refs.
[8113] — 2
(2) The general recognition that a Regge pole m¢d8a] -2a0= 5L Baplr™(8/%0) + Asp].
has a much wider range of applicability than previously ex- In the general case, the constaftg, and A, are inde-
pected while it was also recognized that the exchangependent and they are associated with a different behavior in
degenerate Reggeons were not preferred by the forward scat-But att=0, as is the case for our fits, they cannot be
tering datg[14]. distinguished. They mix and we are left, when we consider
(3) The rediscovery15] of former ideag 16,17 such as a |ogarithms, with just linear or quadratic forms ingn
2-component soft Pomeron, with one component taking

a triple pole atl=1:

quark counting into account and the other being universal PaptLap=SBapIN(s/s1) +SZy,
and rising with energy, or of full lifting of degeneracy for
lower meson trajectorie/s 8]. and

(4) The impossibility to distinguish between wide ranges
of analytic parametrizations when using data/at9 GeV

[8]. _
We want to examine in detail those conclusions, and se\éVhereZab_ CaptAap. ) i
In the following we will restrict ourselves to fits whesg

to which extents the models considered[8] can be ex- . . . .9
tended to lower energy, i.e., above the resonance regio'ﬁ process-lndependent. WQ have also considered fits with the
~3 GeV. A new quantitative procedure of ranking models' 210 Zan/Bap kept process-independent

by the quality of the fit to the current experimental data is _

szgges?ed ar):d used. In Sec. Il, we shall Fczoncentrate on total Pav T Lap=Shap(B In(s/s1) +A),

cross sections, and propose thiS new ranking scheme. In Segith App=1, as well as fits to the form RRE, without any P
[, we shall extend our analysis to all forward data, and segerm.

that this changes the picture considerably. In Sec. IV, we e fit to 3 pairs of reactions for particle and antiparticle:
shall comment on some models proposed recently, and whic D andap, 7*p, andK*p, one reaction with particleX ~p

were not considered directly in the previous analysis. In Se and two reactions coupled only to=Gr1 trajectories:yp

V, we shall comment on cosmic ray data. To conclude, we
shall present the possible alternatives, and analyze their rg-nd 144 .
' The counting of parameters then goes as follows:

spective drawbacks and advantages. one intercept, and 6 residuése., 7 parametejdor each

C=+1 Reggeon;

C=—1 Reggeon.

Pab+ LZab= S Bab InZ(S/SO) + SZab y

As it will turn out, the consideration gf(s) data results

in a very constrained fit, but some of the sub-samples of datg o cerning the Pomeron terms, unless otherwise indicated
are poorly fitted to. This might be blamed on the quality andby the subscriphf, we impose factorization of the cross

systematic errors on the forward-scattering data [f¢s). e _ _ <2 _ — <2
Hence the first and safest constraint must be the reproductiq?geifhtl?r?: .sgmye v5a|-l|uyg oJ;S 'I|-'|his égﬂlsoiol?” OP o= "Ppp
of ooi(s) data only. In this case, the number of possible 4 parametes:
models that achieve a goog? per degree of freedom 4 parameters: for the constant tedg,
(x?/DOF) is quite large. To describe the different possibili- 4 parameter8,,, + one intercept for E or one scale factor
ties we will need some notations to classify variants, and we_ ¢, | 2 a
shall use the following: 0 '
When considering several singularities for the Pomeron
term, we usually treat them as independent. However, when
we implement factorization, we take the same valué &r
all singularities. This leads to:
where 9 parameters for PL;

R+ab(s)=Y"1‘b~ (s/s)), with s;=1 Ge\?, 10 parameters for PL2 or PE.

o?sP= %(R*ab(s)t R™*(s)+ PP+ H(s)), (1)
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TABLE |. The x?/DOF of best models fitting all cross section data down to 4 GeV. Numbers in bold

represent the area of applicability of each model. In parenthesis, we indicate the number of paradggfers (
for each model.

VSmin in GeV (number of points
Model code (No,)  3(725 4 (580 5(506 6(433 7(368 8(330 9(284 10(229

RRE,((19) 1.38 115 0091 0.87 0.89 0.90 0.93 0.91
RREIS(17) 1.39 117  0.93 0.89 0.90 0.91 0.93 0.92
RRL,(19) 131 0.96 0.82 0.80 0.85 0.85 0.86 0.85
RRPL(21) 1.33  0.98 0.85 0.83 0.87 0.88 0.84 0.74
(RR)?P, L2(20) 124 0.9 0.82 0.79 0.83 0.84 0.83 0.73
RRP, L2,(21) 126  0.97 0.81 0.79 0.82 0.83 0.82 0.75
(RR)PP L2,(17) 128 1.0 0.82 0.81 0.83 0.83 0.83 0.76

Furthermore, we have considered several possibilities tenergy values for whicly?/ DOF<1.0.
constrain the parameters. The following notations are at- As can be seen, the data are compatible with many pos-
tached as either superscript or subscript to the model variantgbilities, and one cannot decide at this level what the nature
in each case. of the Pomeron is, and whether any of the regularities con-
d means degenerate leading Reggeon trajectoties sidered above is realized. Note thatr@spectively 2B mod-
= a,. This lowers the number of parameters by 2 units, asls shown in Appendix A fit the data weli.e., with a
one has o_nly one intercept, and one coupling for¥hep  ,2/DOF<1) for Vsmin=4 GeV (respectively 5 GeY
cross section; Hence it seems that sub-leading trajectories and other non-
umeans universal for the rising terimdependent of pro-  asymptotic characteristics do not manifest themselves yet.
jectile hadron. This reduces the number of parameters by 30ne can see that the logarithmic increases in general fit bet-
units. Assuming again the same factorization for all PomeroRer than simple powers, even at large enex-10 GeV,
singularities, we get 6 parameters forPland 7 for PL2;  pyt that the difference iny” DOF is not large enough to
nf means that we have not imposed factorization for thgeach any firm conclusion. Quark counting can be imple-
residues of A°(s) in the case of theyy and yp cross sec-  mented for each possible rising term, but on the other hand
tions. This adds one parameter to the fit in the case of @ne can choose a univerghieam-independentise as well.
single Pomeron singularity, and two or three for multiple t is interesting that a reasonable degeneracy of the leading
singularities; Reggeon trajectories can be implemented only in models

qc means that approximate quark counting rules of thgyhich have a Ifs Pomeron. The latter degeneracy is in fact
additive quark mode]l19] are imposed on the residues. This expected to hold in global fits to the forward scattering data

means that thel, d, ands couplings can be deduced from of g hadronic processes, when one inclué9 scattering,

pp, 7p, andKp scattering, and used to predEp. Hence  which has an exotis-channel in view of duality.

this lowers the number of parameters by 1 unit per singular- \we can choose two approaches to distinguish further

ity to which this rule is applied. It should be noted that analo-amongst the above models. We can add more data, which we

gous counting rules also follow from the so-called gluonghajl do in the next section, but we want first to examine in

dominance modef20] for the dominant asymptotic contri- getail the quality of the fits. Indeed, despite the fact that these

bution to the cross sections. These counting rules were cofinodels do fit the data wetjlobally, several other character-

firmed to some extent recently in the global fits[8f. istics may be considered, and demanded on the results. We
Finally, we have sometimes assumed that the ratio of thgha|| present here a set of indicators which quantify several

residues of different singularities is process-independenfspects of the fits, and which will enable us to assess better
This is noted by including these singularities in bra¢ds  the quality of the models.

We have also considered the possibility that factorization
works for the lowerC= +1 trajectories, with the sam& as ) _ ) _
for the Pomeron. We indicate this by putting the singularities Indicators measuring the quality of the fits
in brackety ]. The best known such quantity is certainly th&DOF, or
All reasonable combinations of these constraints givamore precisely the confidence lev&.L.).
more than 256 different variants of the parametrizations. We However, because Regge theory does not apply in the
shall consider here only seven representative models thagésonance region, no model is expected to reproduce the data
give axy’/DOF smaller than 1.5 for all considered energies.down to the lowest measured energy. The cutoff we have
Further results may be found in Appendixes A and B. given in Table | isad hoc we know the fits must fail at some
Table | gives the results for the minimum center-of-masspoint, but we cannot predict where. Hence another indicator
energy considered in the fifs,,;,,=3 GeV. Note that be- will be the range of energy of the data that the model can
cause of the large number of points, slight deviations of theeproduce with g¢?/DOF<1.0.
x2/DOF from 1 result in a very low confidence level. Hence  Furthermore, the quality of the data varies depending on
we have shown the area of applicability of the models as thavhich quantity or which process one considers. In principle,
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TABLE Il. Model quality indicators for the models kept in Table such a case here. The range of applicability is, by definition,
I. Bold-faced characters indicate the best model for a given indicathe range of data where fit has a confidence lg@&L.)
tor. bigger than 50%. One of the simplest variants is as follows:

Model Code AY cM cM uM RM RM SN rankPV _ 1
' simzple pole I A= w; In(EjN MO ERHY), AN = by A

Nsets ]
RR E,(19) 26 91. 8l. 51. 25 0.880.18 208
RR E9(17) 2.6 86. 79. 88 28.094 015 252 \herej is the multi-index denoting the paiidata subset,

simple+double pole observabl Ngesis the number of such subsets)" 9" is
RRL;¢(19) 2.6 76. 95 36.29. 0.79 0.16 212 the highest value of the energy in the area of applicability of
RRPL(21) 22 65 99.7 59. 26. 081 0.082 162 the modelM in the data subsgt E}"'*" is the lowest value

simplet-triple pole of the energy in the area of applicability of the modi&lin

(RR)'PyL2(20) 2.5 59. 99.9 38. 28. 0.88 0.098 120  the data subset andw; is the weight determined from the
RRRL2,(21) 2.5 68. 99.7 34. 26. 0.91 0.008 182 pest fit in the same intervdahencew; will depend itself on
(RR)'PL2,(17) 2.6 99.8 99.7 185. 28. 0.88 0.16 296 E}""9" and E}'"'°"). In our case the applicability indicator
takes the form:

one could introduce some kind of data selection, but that 1 "

would undoubtedly bias the fits one way or the other. The AM:g(Agﬂp,a+A;p 0+A7’\f+p,o+AL\TA’p,U+A:\<ﬂ+D,0’
other option is to assign a weight to each process or quantity, '

which .takes into account the quality of the data. Given that +AI\K/I_ +A§"_ +A'V'p U+AM ). 3)
this will be done to compare models together, we are cer- P PR &8

tainly entitled to choose the weights as determined by th§ngpection of the fit results shows that for some modification

best fit. Hence we introduce of the parametrizations we obtain rather good fits starting
from E,;;,=4 or 5 GeV but with negative contributions to

w-=minl 1 1 the total cross sections from terms corresponding to the ex-

' 'X]?/nop change of the Pomeron-like objects at the low energy part of

the area of applicability as defined above. This is unphysical

wherej=1,...9refers to the process, and we define theand we are forced to add an additional constraint to the area
renormalizedxé as of applicability: We exclude from it the low energy part
where at least in one collision there is a negative contribution
from the total sum of the Pomeron-likeasymptotically ris-
ing) terms. The situation is illustrated in Tables XI and XIV
of the Appendixes where excluded intervals are marked by

Finally, if a fit is physical in a given range, then its pa- minus as upper case index at th& DOF value. It is inter-
rameters must be stable if one considers part of the rangesting that some models turned out to have an empty area of
different determinations based on a sub-sample must be corapplicability once this criterion was imposed.

2_ 2
XR:; WiXj -

patible. Hence another indicator will deal with th&bility (2) Confidence-1 Indicator
of the fit.
We have developed a series of statistical quantities that cM=c.L%

enable us to measure the above features of the fits. All these
indicators are constructed so that the higher their value thehere the C.L. refers to the whole area of applicability of the
better the quality of the data description. model M.
(1) The Applicability Indicatorlt characterizes the range  (3) Confidence-2 Indicator
of energy which can be fitted by the model. This range can in "
principle be process-dependent, but we shall not consider C;=C.L%

TABLE Ill. Representative models fitting all cross section gndata down to 5 GeV. Numbers in bold
represent the area of applicability of each model.

VSmin IN GeV and number of data points
Model code (N,,) 3(904 4(742 5(648 6(569 7(499 8(453 9(397 10(329

RRE,(19) 1.8 1.4 1.1 1.1 1.1 1.1 1.0 1.0
RRL,{(19) 1.6 1.1 0.97 0.97 1.0 0.96 0.94 0.93
RRPL(21) 1.6 1.1 098 0.98 0.99 0.94 0.93 0.91
(RR)P,L2(20) 1.9 1.2 1.0 1.0 0.99 0.94 0.93 0.92
RRP,L2,(21) 1.8 1.1 0.97 0.97 0.97 0.92 0.93 0.92
(RR)UPL2,(17) 2.0 1.3 1.0 1.0 0.98 0.94 0.93 0.93
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TABLE IV. The values of they? per data point ¢2/nop) for TABLE VI. x?/DOF of two excluded parametrizations.
each process in three representative models,/8¢5 GeV.
\Smin IN GeV
Reaction Number of RRRL2, RRPL RRE ¢ Model code (N,) 3 4 5 6 7 8 9
data points FFP-97[23] 101 16.26 3.28 23 23 239 234

Tpp 112 0.87 0.87 0.89 Lipkin TCP [24] 463 3.14 254 261 2.86 3.07 348
Top 59 1.2 1.0 1.1
Trtp 50 0.78 0.78 1.4 o _
T 106 0.89 0.90 0.88 The mos_t rigid modgl has the highest value of the number of
Tk 40 0.71 0.72 1.0 da_ta points per adjustable parameter. '_I'h_e_ exact théT*ory
o 63 0.61 0.62 0.72 (with no adjustable parameterbas the rigidity valueR

K=p . . . M B .
T3-p 9 0.38 0.38 0.39 =Nnop(A)—the total number of data points in the area of
o 38 0.62 0.75 0.59 applicability. This indicator takes into account the set of

7P 30 07 0.9 known regularities in the data that were incorporated into the
Ty : 95 0.55 :

74 18 16 18 model to reduce the number of adjustable parameters and to

Z PP 11 0 ;55 0 '47 0.60 increase the statistical reliability of the parameter estimates.

oD . . . o )
oty g 15 16 07 (6) Reliability Indicator
Pap 30 1.2 1.3 2.1 2 N

M_ R

Ko 10 1.0 1.1 0.83 R = NN —T) | > ©(90.0-Cf) (6)
PK-p 8 0.96 1.2 1.8 part Npar ==l

whereCiFj* is the correlation matrix element in % calculated
in the fit at the low edge of the applicability area. This indi-
cator characterizes the goodness of the parameter error ma-
trix. For the diagonal correlator this indicator is maximal and
equals 1.

(7) Stability-1 Indicator

where the C.L. refers to the intersection of the areas of a
plicability of all models qualified for the comparisdmve
choose here/s=5 GeV for the fits withoup parametefsee
Table Xl) and+/s=9 GeV for the fits withp data(see Table

XIV)].
(4) Uniformity Indicator This indicator measures the 1
variation of they?/nop from bin to bin for some data bin- SlM= — 2 2 (P'— pstep),
ning motivated by physics: NstepdNpar steps ii
-1
1 1[x&® AT X (W WeteR) r4(pt— psten), )
e e 1 vty . @
sets | Nnop NLOD

where P! is the vector of parameters values obtained from
the model fit to the whole area of applicabilitps'®P is the
vector of parameters values obtained from the model fit to
the reduced data set on th&ep in our casestepmeans shift
in the low edge of the fit interval to the right by 1 GeV; if
tRere are no steps thesl!=0 by definition; Wt and WsteP
are the error matrix estimates obtained from the fits to the
total and to the reduced on the stegata samples from the
domain of applicability.
We give the results of these comparisons in Table Il and
w NNoo(A) Appendix A, Table X.
1= TN &) The development of these indicators is needed to allow us
par to verify automatically the rough features of a large quantity
of models(see Appendixes A and)BHence, as a first “nu-
_ TABLE V. Quality indicators in five representative models fit- merical trigger” to indicate the best fits, we have adopted a
ting well all forward data. simple ranking scheme, which complements the usual “best
X" criterion. As all the features measured by the indicators
are highly desirable, we adopt for the rank, in a given en-
semble of models, a definition that gives equal weight to all

where t denotes the total area of applicability, apds a
multi-index denoting the paitdata set, observableln our
case we use the calculation of tjgrélnop for each collision
separately, i.e., the sum runs as in the case of the applicab
ity indicator.

(5) Rigidity Indicator As the measure of the rigidity of
the model we propose to use the indicator

rank
Model Code  AM cM c¥ uM RV RY S SY pM
RRRL2,(21) 2.2 68. 85.23. 29. 0.90 0.22 0.10 222

indicators
(RR)PP,L2(20) 2.2 50. 82. 18. 31.0.90 0.27 0.41 178
(RR)YPL2,(17) 2.0 50. 83. 16.32. 0.88 0.30 0.67 174 1= (A™.CT,C, U™ R" R, ST ®)
RRL,(19) 1.8 73. 81. 17. 32. 0.78 0.29 1.3 222
RRPL(21) 1.6 67. 82.26. 29. 0.75 021 1.1 173 Where the indexm describes the model, and inddéxde-

scribes the indicator type.
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TABLE VII. The x? of the cosmic ray data, corrected in several In this approach, the best models are the models with the
different wayg[27-31], for each of the best parametrizations fitting highestPM value. In Tables Il and V, and in the Appendixes,

the accelerator data. we present the ranking of 33 recently discussed parametriza-
: : tions: 28 of them had a sulfficiently high C.L. for comparison
Experiment  Nikolaewt al. Blocketal.  on theg,,, data and 21 of them had a sufficiently high C.L.
Model Code x* x’mop  x?  x*Imop x* x’Mop  for comparison on ther,(s) andp(s) data.
RRR{2,(21) 162 023 1431 204 330 047 On the other hand, it is also possible to use these indica-
(RRYPL2,(19) 173 025 1396 199 345 049 {ors directly, as characterizing each model. For instance, if
RRL,¢(19) 252 036 2425 346 219 031 we analyze the first two lines of Table I, we directly see
RRPL(21) 293 042 2548 364 234 033 from column 1 that simple-pole models apply in as big an

energy band as the other models. The second and third col-
umns tell us however that the best C.L. are achieved by

Having calculated all components of the indicators, it istriple-pole models with the double-pole models closely be-

given modelM: not reproduce all data equally wekee also Table 1)V the

most uniform model is (RRPL2,(17). The fifth column
indicates that the models apply in similar energy ranges and
have similar numbers of parameters. Similarly, we see from
PM= > @OV =1+ 5m m). (9)  the sixth column that the reliability of the error matrices is
m#£M Kok similar. However, the seventh column clearly indicates that
the parameters of RRPL(21), (R#®,L2(20) and
) . ) RRP,;L2,(21) are very sensitive to the minimum energy
The rank of models is then obtained via the total amount otgnsjdered, and hence that these models are not stable with
points of the model: respect to that minimum energy.

lll. FITS TO ALL LOWER-ENERGY FORWARD DATA

M_ M_ M_m m . . .
PM=2 Py _; mgM @O Ik)+5'ﬁ"vlk)' (10 Given that the fits to total cross sections are unable to
decide on the singularity structure of the amplitudes, one can

TABLE VIII. Parameters of three representative models, defined as il cfor Js>5 GeV.

Model RRR;L2, RRL,¢ RRE,
x%/DOF 0.97 0.97 1.12

CL[%] 67.98 73.37 2.08

Parameter Mean  Uncertainty Param. Mean Uncert. Param. Mean Uncert.
So 34.0 5.4 A 30.3 3.6 a, 1.0959 0.0021
a; 0.533 0.015 @y 0.7912 0.0080  a; 0.6354 0.0095
ay 0.4602 0.0064 @, 0.4555 0.0063  a, 0.4420 0.0099
zre 35.83 0.40 B 6.71 0.22 XPP 18.45 0.41
zm 21.23 0.33 Np 0.6833 0.0045 X" 11.74 0.24
AL 18.23 0.30 Nkp 0.6429 0.0073  XKP 10.45 0.19
z*p 35.6 1.4 Asp 1.059 0.056  X*P 18.44 1.1
AL 29.4 3.0 Nyp 0.00356  0.000048 X 0.0592 0.0012
zv 20.4 5.0 \,, 937x10°° 52x10°7 X’ 0.0001619 9.X10°
yoe 42.1 1.3 yoe 105.8 2.9 i 66.1 1.2
e 32.19 0.94 e 33.36 0.96 YbP 35.3 1.6
Y7P 17.8 1.1 Y7P 60.9 2.4 Y7P 29.40 0.37
Y3P 5.72 0.16 Y3P 5.79 0.16 Y3P 6.04 0.26
\d 5.72 1.40 \d 49.3 25 YhP 16.43 0.33
Y&P 13.13 0.38 Y&P 13.42 0.38 YhP 14.07 0.62
YiP —250. 130. YiP 82.4 6.4 YiP —6. 35.
Y5P —320. 150. Y5P 10. 22. Y5P 72. 67.
Y7P 0.0339 0.0079  Y7IP 0.292 0.013  YJ® 0.1187 0.0047
Y7” 0.00028  0.00015 Y}”  0.000814  0.000040 Y]” 0.00036  0.00010
5 0.00371  0.00035

B 0.3152 0.0095
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turn to other data, namely the real part of the forward ampli- As we can see, the two parametrizations based on double
tude. It can be obtained through analyticity asy¢u cross- poles and on triple poles achieve comparable levels of qual-
ing symmetry from the form of the cross secti@ee Appen- ity, and one cannot decide which is the best based on these
dix C). If one keeps the same minimum energy, then a joinindicators. In Sec. VI, we shall explain which physics argu-
fit to both cross sections and real parts reaches a very diffeents lead us to prefer the triple pole alternative.
ent conclusion. We show in Table Il the models which
achieve ay?/DOF less than 1 fok/s=5 GeV.

The clearest outcome of this is that all models with a IV. OTHER MODELS

simple pole Pomeron are then eliminated. The héADOF We have tried to impose the Johnson-Treiman-Freund

for these is 1.12 for RRE. Although these values may not [21 27| relation for the cross section differencesr(N)

seem too problematic, one has to realize that we are fitting to- 5Ac(m),Ac(K)=2A0(w), and the models correspond-

a large number of data point§48 for ys>5 GeV), hence ing to this are marked by an indexin Appendixes A and B.

this model is rejected at the 98% C.L. These rules, while not being totally excluded, never lead to
an improvement of the fit, and in some case degrade the fit
considerably. It is interesting to note however that they pro-

A. Evaluation of the data set duce the two parametrizations with fewest parameters ac-

However, one needs to check where these values dfePtable above 8 Gev. , .
¥2/DOF come from. Hence we can look in detail at the vari- We also considered alternative models which have been

ous processes and quantities fitted. We show in Table IV thBr_oposed or rediscovered recerig, 24, and confront them
results of 3 representative models. The first two are kept ir\{\”th our full dataset. From Table V1, one sees clearly that the
) arameter values and possibly the model themselves have

Tablledlll(,jwvr:/ereas \t/\;]e ::?hme to _thg;:ronclusmn that tfhe th'tr: I%ractically zero confidence levels at all starting collision en-
excluded. We see that the main difference comes fronpthe ergies\/%from 310 10 GeV.

parameter data, which are much better fitted by the first two
models than by the third. However, it is rather difficult to
reach a definite conclusion, given the fact that these data are
not perfectly fitted by any model, in particular thgp and
pp data. As in the previous studief8] of fitting the data sample
[12], we have also excluded all cosmic data po[(5,26] in
B. Best models for all forward data this study of the analytic amplitude models. There are two
) ] o reasons for that: the original numerical Aketfgasa data
We can generalize the previous quality indicators to theyre not available and there are contradictory statenjéfits
full set of forward data. We give in Table V and in Appendix 31] concerning the cross section values of the cosmic data
B the quality indicators for representative models fitting bOthpoints from both Fly's Eye and Aken@gasa.
total cross sections and parameters. We have introduced a  Having selected the models which reproduce best the ac-
second stability indicatorS,, which is analogous to the celerator data, we are now able to clarify how well they meet
stability-1 indicator the three cosmic rays data samples. For each cosmic data
samples, i.e. those of the original experim€rs,26], those
corrected by Nikolaewet al. [28,29, and those corrected by
Block et al.[31] (see als¢27]), we calculate the2/nop for

V. OTHER DATA

1
SQ/I:| E (Pt_Pt(nOp))i(Wt‘i‘Wt(nOp))iIl

M
2Npar 1 each model with parameters fixed at the beginning of their
-1 areas of applicability defined by accelerator data. The results
X (Pt— ptnor)) j] . (11)  are shown in Table VII.
It turns out that the original cosmic experimental data are

best fitted by our high-rank parametrizations. The data
sample corrected by Blocét al. data is also fitted well, as
In this case, we fit the whole set of the model parameters tthe data points were lowered within the limits of the uncer-
the full area of applicabilitysuperscript] and the same set tainties reported in the original experimental publications.
of parameters but to the data sample withptdata[super-
scriptt(nop)]. This indicator characterizes the reproducibil-
ity of the parameters values when fitting to the reduced data VI. ANALYSIS AND CONCLUSION
sample and reduced number of observables but with the . .
i L . The above analysis shows that there are several scenarios
same number of adjustable parameters. This indicator might

be strongly correlated with the uniformity indicators. We addWhiCh can account for the observed forward hadronic scat
m gy o . ity ' tering amplitudes. These scenarios all have their merits, and
S to the list of indicators enteringy' in Eq. (8) when we

) some of them have problems. Although only preliminary
determine the best models for the full set of data, and run thgyclusions can be drawn based on these data, we can out-

sums for all indicators for 15 sets of data instead of 9, as Weine these various possibilities, and present their conse-
now include the real parts qfp, pp, K*p and 7~ p. quences.
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A. Possible parametrizations total cross section, as well as a constant term. This kind of
0t?arametrizatior(shown in Table VIII, column Rgives ex-

The three possible scenarios consist of simple, double !
cellent fits to the soft data, and can be extended to deep-

triple poles in the compley plane accounting for the rising i X ' : :
part of the cross section. We give in Table VIII the param-inelastic scattering18] without any further singularity. Fur-
eters of each model. All have the same parametrization fof'€fMOre, it never violates unitarity, and hence it can be
the exchange of the leading meson trajectories, but the vafXtended to arbitrarily large energies. .

ues of the various intercepts and residues are very different, HOWeVer, it suffers from several drawbacks. First of all,
The C=—1 part of the amplitude is rather stable, but the® Pomeron term becomes negative below 9.5 GeV, and
C=-+1 part tuns out to be very model-dependent as if’€Nc€ Processes which couple only to the Pomeron by
mixes with the Pomeron contribution, with in some casesZWeld's rule would have negative cross sections if one uses
much larger values of the intercept than those normally factorization. Howevgr, the Iatter is proven o_n_ly for simple
expected from duality-breaking in strong interaction physicsPCl€S: and hence this problem is not a sufficient reason to
Because of this, the lower energy data cannot fix the naturEEIeCt these parametrizations. Similarly, the split of the lead-
of the Pomeron as the details of théf contribution are not "9 Meson trajectories is quite big, somewhat bigger than

known. The data fok p scattering sometimes lead to a nega—:’v?at a fnt%rmlfl duality-breaking estlrlr&atﬁ or aLl‘near extlrtapo—
tive a/f contribution, which is incompatible with Regge ation of the known resonances would allg82]. As a result,

theory, and to an extrapolation at high energy that overshoot@_e _Pomgron in this (_:Iass of variants |s_|neV|tany compro-
— i , mising with the crossing even Reggeon in the Regge region
the pp andpp cross sections. However, the size of the error

b learly sh h bi | I q nitgethe sense that it must effectively counter-balance the ex-
ars clearly shows that acceptable values are allowed ang,qq e contribution of the Reggeon. Thus the Pomeron term

that these data do not introduce much of a constraint on thﬁ] this case may be representing more than the asymptotic
fit behavior of the amplitude. One may therefore say that a
Pomeron associated with reasonably degenerate Reggeons
may be more natural from the point of view of duality. But
The first scenario is the simplest conceptually: theagain, one cannot prove linearity of the trajectories, hence
Pomeron would correspond to some glueball trajectory, anghe model may survive. Finally, it seems that quark counting
have properties similar to those of the mesons. This modek respected to a very good approximation by the coefficients
has the advantage that it must then factorize, and hence it caj the log and of the constant term. This only reinforces the
be generalized easily and successfully to many other proproblem of negativity as it is very difficult to conceive a
cesses. The residues of the Pomeron can also be made totaflynfactorizing pole which would nevertheless respect quark
compatible with quark counting. counting.
It provides good fits to all data fof's=9 GeV, accept-
able fits for the total cross sections fgs=5 GeV, but fails
to reproduce jointly the total cross section and phparam-

eter for\/s=5 GeV. One can of course take the attitude that Finally, the best fits are given by models that contain a
the data have problems, and not include them, or that therﬁ"iple pole at)= 1, which then produce s, Insand constant

are sub-dominant effects at these energies, and that it is Nallkyms in the total cross section. The best parameter values for
ral for the model not to be extended so low. On the other sid@, .. 4ol are given in Table VIII, column 1. The most in-
qf the energy spectrum, one expectg to have umtanty correg resting properties may be that ’the constant term respects
tions at very large energies. In practice, however, this mode Lark counting to a qood approximation. whereas the In
differs by a few percent from the RRP|.parametrization, q g 9 PP '

mentioned below, up to LHC energies, and hence unitarizinéerrn can be taken as universal, €., mdependgnt of the pro-
corrections do not need to be introduced yet. ess, as advocated 6,17 and rediscovered ifil5] (see
This model shows a non-degeneracy of the dominant mealso[33]). The un_lversallty_of _the_nsmg term is expected in
son trajectories, with somewhat largaff intercepta, and the case of the eikonal unitarization of a bare P(_)r_neron with
somewhat smallep/w intercept a,, which may well be the_ intercept larger than 1, because the coe_ff|0|ent of the
compatible with the known trajectories. rising term turns out to depend only on the intercept and
Furthermore, it is well known that one needs to introduceslope of the bare Pomerd®4]. But for the J-plane singu-
a new simple pole to account for DIS data in such a scenaridarities of double and triple pole types considered in this
Such a new rising term seems to be totally absent from th@aper, the structure of such a singulafib] and the origin
soft data, which seems rather odd, but cannot be ruled ou@_f its Universa”ty is less obvious. Nevertheless, such a sin-

We give in Table VIII, column 3, the best parameters for thisgularity atJ=1 may in fact have a theoretical explanation:
model in the fit to total cross sections. recently, Bartels, Lipatov and Vacd@®6] discovered that

there are, in fact, two types of Pomeron in LLA: in addition
to the well-known Balitskii-Fadin-Kuraev-Lipato(BFKL)
Pomeron associated with 2-gluon exchanges, and with an
One can also assume that the amplitude contains a doubiletercept bigger than 1, there is a second one associated with
pole atJ=1. This then provides for a rising fiterm in the  C= +1 three-gluon exchanges and having an intercept pre-

1. Simple poles

3. Triple poles

2. Double poles
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cisely located at 1. It is tempting to speculate that, after uniand RFBR-01-07-90392. K.K. is in part supported by the
tarization is performed in the gluon sector, the BFKL U.S. DOE Contract DE-FG-02-91ER40688-Task A. V.V.E.
Pomeron would finally lead to a universal Heisenberg-typeand N.P.T. thank the KIAS president C.W. Kim for the kind
Pomeron, exclusively connected with the gluon sector. invitation to visit Korea Institute for Advanced StudiIAS)
Furthermore, the degeneracy of the lower trajectories isvhere the quality indicators were designed, discussed and
respected to a very good approximation, and the moddested(KIAS Report Number PO1033V.V.E. thanks N.N.
seems extendible to deep inelastic scatteriB@]. This  Nikolaev for clarifying the situation with cosmic rays data
model also respects unitarity by construction. points; we also thank the Uzhgorod phenomenology group,
One must note that in some processes, the falliAg/k)  and especially Jeno Kontros, for fruitful discussions of pre-
term from the triple pole as<s, is important in restoring liminary fit results. K.K. wishes to thank the Korea Institute
the degeneracy of the lower trajectories at low energy. Hencef Advanced Science and Yonsei University for the warm
the squared logarithm manifests itself not only at very highhospitality extended to him during his sabbatical. J.R.C.,
energies, but also at energies below its zero. V.V.E. and K.K. thank Professor Jean-Eudes Augustin for the
Thus we feel that this solution is the one that currentlyhospitality at LPNHE-University Paris 6, where part of this
meets all phenomenological and theoretical requirements. work was done. LPNHE is a research group of Univérsite
Paris 6 and 7 associated with the CNRS.

B. Future prospects

One problem remaining in the analysis of the forward
data is the difficulty in adequately fitting the data for e TABLE IX. Ranking of the 28 models having nonzero area of
parameter irpp and in7* p reactions. The extraction of the applicability amongst the 33 in this paper, following E40), when
p data from the measurements of the differential cross se@nly total cross sections are fitted to.
tions data at small is a delicate problem. A re-analysis of

these data may be needed, but it will call for simultaneous Ra“?k
fits to the total cross section data and to the elastic differen¥odel Code Paw Pcht Pew Pyw Prit Pry Pau P
tial cross sections in the Coulomb-nuclear interference reRRL29(17) 54 50 18 56 30 50 40 298

gion and in the diffractive cones, and hence for an extensiofRR)?PL2,(17) 46 58 46 58 30 24 34 29
of the parametrization considered here to the non-forwardrRR,)%PL2,(15) 30 42 54 54 46 22 46 294
region. One could also consider a class of analytic modelprac 29¢|R (12) 14 44 14 50 52 46 58 278
not incorporated in our fits and ranking procedures, a class igg| (1g) 52 54 16 44 18 38 44 266
which the rising terms would turn on at some dynamicaI(RR)dPqCLZ (16) 28 52 22 46 38 36 42 264
thresholds, (demanding the use of exact dispersion rela- e o

tions), or add lower trajectories to the existing models. Both(RR) P12,(14) 18 26 30 40 55 34 52 255

approaches would lead to many extra parameters, and will BBRE'(17) 50 36 8 48 30 50 30 252
the subject of a future study. RR;L9°(15) 24 32 34 32 46 5 54 227

On the other hand, the inclusion of other data may veryRR.E%(15) 22 38 10 52 20 57 22 221
well allow one to decide finally amongst the various possi-rr pL(19) 4 56 56 42 4 0 56 218

bilities. One can go to deep-inelastic data, but the problenquchc]R(M) 12 48 24 36 55 10 28 213

here is that the photon occupies a special position in Regg N
theory, and hence the singularities of deep inelastic scatterir;éRLnf(lg) 5/ 28 36 10 35 14 32 212

(DIS) amplitudes do not need to be the same as those RLI(17) 5/ 8 32 26 50 16 20 209
hadronic amplitudes. One can also extend the models to nofRRE,¢(19) 48 40 12 30 10 30 38 208
forward data and off-diagonal amplitude such as those OoRR.L2%°(15) 32 0 20 4 46 57 48 207
diffractive scattering. Such steps will involve new param-rRrL2,(19) 44 34 6 20 10 54 26 194

eters associated mainly with form factors, but there are MamRRryp, L2(20¢ 42 4 58 16 24 32 18 194

data, hence there is t_he hope that thls kind of systemaﬂ&RPEﬂ(lg) 26 46 44 28 10 27 12 193

study may be generalized, and that in the future we ma)éZ .

decide on the nature of Regge singularities. RPL2,(19) 36 14 42 14 3% 41 8 190
Finally, it is our intention to develop the ranking scheme(RR)'PL2,(19) 40 2 48 22 24 27 24 187

further, probably along the lines 88], and to fine-tune the RRRL2,(21) 38 24 51 6 15 44 4 182

definition of indicators, in order that periodic cross assessfrI°LI°|R(12) 16 16 26 8 58 5 50 179
ments of data and models be available to the communityRR)d{pLz}nf(lg) 20 18 4 38 6 50 136 172

[39]. RRPL(21) 8 20 51 34 15 18 16 162
RRL(18) 34 10 28 18 41 8 14 153
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TABLE X. Quality indicators of the the 28 models having nonzero area of applicability amongst the 33
models considered in this paper, following E¢®—(7) when only total cross sections are fitted.

Quality indicators

Model Code AM cM cy uM R RY sy

RRL(19)* 2.60148 75.54 94.64 35.50 29.05 0.789 0.156
RRLI%(17) 2.60148 59.26 94.09 49.68 32.28 0.794 0.099
RRL29%(17) 2.58120 97.36 87.91 131.7 28.17 0.941 0.184
RRL2(18) 2.58067 97.52 87.00 85.08 26.68 0.902 0.198
RR E9(17) 2.56576 86.15 79.29 88.38 28.17 0.941 0.146
RR E,¢(19) 2.56568 91.45 80.78 51.16 25.35 0.883 0.177
(RR)IPL2,(17) 2.55303 99.78 99.67 184.6 28.17 0.875 0.161
RRL2,¢(19) 2.54792 81.62 77.64 41.85 25.35 0.942 0.143
(RR)?P,L2(20)* 2.53820 58.94 99.88 37.60 27.67 0.884 0.098
(RR)UPL2,(19) 2.53154 54.71 99.72 44.31 27.67 0.877 0.114
RRP,L2,(21) 2.52375 67.76 99.73 34.40 26.41 0.910 0.008
RRPL2,(19)* 252351 62.59 99.65 37.14 29.05 0.906 0.018
RRL(18) 2.52103 59.95 93.52 39.85 30.58 0.693 0.068
RR.L29%(15) 2.50642 54.11 88.31 26.54 31.69 0.952 0.259
(RR.)9P L2,(15) 2.47739 94.20 99.75 97.71 31.69 0.838 0.220
(RR)IPAL2 (16) 2.46789 97.49 92.53 87.39 29.82 0.900 0.197
RRPE,(19) 2.44915 95.83 99.66 49.82 25.35 0.877 0.057
RR,L9%(15) 2.42625 78.91 94.41 51.99 31.69 0.667 0.331
RR.E?°(15) 2.39977 89.51 79.88 95.81 27.13 0.952 0.104
(RR)Y{PL2},¢(18) 2.39430 64.63 72.14 70.24 22.84 0.941 0.164
(RRy)9PI°L2 (14) 2.38295 75.32 93.62 74.78 33.80 0.890 0.310
[RICLICIR, 2.37016 63.32 92.89 34.57 39.00 0.667 0.289
[RIL29°R,(12) 2.36985 94.28 83.36 91.56 33.38 0.924 0.491
[RICLICIR(14) 2.36207 96.86 92.55 59.94 33.80 0.736 0.145
RRPL(21) 2.18238 64.98 99.73 58.88 26.41 0.810 0.082
RR.PL(19) 1.93416 99.20 99.84 78.20 21.70 0.561 0.372
(RR)P.L,(18) 1.62709 65.46 65.46 14.98 12.11 0.810 0.000
(RR)PL(19) 1.40760 62.17 62.17 14.83 11.50 0.906 0.000

APPENDIX A: FITS TO TOTAL CROSS SECTIONS ONLY APPENDIX B: FITS TO TOTAL CROSS SECTIONS

. . ) AND TO THE p PARAMETER
In this appendix, we present the results for fits to total P

cross sections for 33 models, which are variations on the : ) )
parametrizations referred to in the main text, following the ' this appendix, we present the results for fits to total
convention explained after E(L). Table IX gives our results 0SS sections and theparameter for 33 models, which are
for the ranking of the models, according to Ef0). Table X variations on the paramet.rlzatlons_referred to in the main
gives the values of the quality indicators associated witd€Xt, following the convention explained after Ed). Only
each model. Table XI shows the values of §@DOF as a 21 of these passed through qualification tests in this case.
function of energy. The value with & exponent indicates Tables XII-XIV are presented as in Appendix A. It should be
that the model has a negative Pomeron contribution in th&oted that for model RRPLZ19) with highest rank, corre-
low-energy region of the fit. The models marked with * in- sponding to model RRRL2,(21) with the extra imposition
dicate that the extrapolation of tR&p cross sections over- of factorization on theP,, residues, tends to choose a nega-
shoot thepp or go belows+ p, or thatC= +1 residues are tive value for the Reggeo@= +1 residue inyy cross sec-
negative. tions. Although this does not exclude it as the residue has
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TABLE XI. x?/DOF as a function of the minimum energy of the fit for the 33 models considered in this
paper when only total cross sections are fitted.

X2/DOF vs sy, in GeV

Model Code (Na,) 3 4 5 6 7 8 9 10
RRE,(19) 1.38 115  0.91 0.87 0.89 0.90 0.93 0.91
RREIY(17) 1.39 1.17 0.93 0.89 0.90 0.91 0.93 0.92
RR.E¢(15) 2.37 1.47 1.05 0.91 0.90 0.91 0.93 0.91
RRL(19)* 131  0.96 0.82 0.80 0.85 0.85 0.86 0.85
RRL(18) 1.33 0.98 0.85 0.83 0.87 0.87 0.87 0.86
RRLY%(17) 1.33 0.99° 0.85 0.83 0.87 0.87 0.87 0.85
RR.LI%(15) 2.20 122 0.95 0.84 0.86 0.86 0.87 0.85
[RICLICIR(14) 1.44 1.03 0.88 0.85 0.89 0.87 0.88 0.87
[RICLITIR.(12) 2.20 1.22 0.95~ 0.84 0.86 0.86 0.87 0.85
RRL2,(19) 1.45 1.19 0.94 0.90 0.91 0.91 0.94 0.92
RRL2(18) 1.33 1.05 0.88 0.85 0.91 0.89 0.90 0.89
RRL2%¢(17) 1.33 1.06 0.88 0.85 0.88 0.88 0.90 0.89
RR.L29¢(15) 2.28 1.33 0.99 0.87 0.87 0.88 0.90 0.89
[RIL29°R,(12) 2.39 1.38 1.03  0.89 0.90 0.89 0.91 0.91
(RR)ILI(15) 2.63 2.02 1.37 1.27 1.22 1.21 1.25 1.08
(RR)IPL(19) 2.34 1.84 1.34 1.24 1.21 1.21 1.22 0.97
(RR)IPIE,(16) 1.44 1.16 1.02 1.01 1.06 1.06 1.05 1.04
(RR)YPL2},(18) 1.91 1.56 1.06 0.97 0.95 0.95 0.99 0.94
RRPL(21)f 1.33 0.98" 0.85" 0.83" 0.87 0.88 0.84 0.74
RR.PL(19) 1.33 0.98 0.85~ 0.83° 0.87 0.87 0.84 0.74
RRPL, ,1(20)" 2.24 1.42 1.14 1.03 097 091" 084  0.74
RRPL,(18)~ 2.24 1.43 1.16 1.05 0.99 0.93" 0.85" 0.76”
(RR)IP,(L,(18) 2.66 2.10 1.73 1.58 1.43 1.37 1.25 0.96
(RR)IPACL,(15) 2.74 2.27 2.06 2.06 2.12 2.15 2.19 2.38
(RR)AP, L2(20)* 124  0.99 0.82 0.79 0.83 0.84 0.83 0.73
RRPL2,(21) 1.26 0.97 0.81 0.79 0.82 0.83 0.82 0.75
RRPL2,(19)* 1.27 0.98 0.82 0.80 0.84 0.84 0.83 0.76
(RR)IP, L2,(19) 127 0.99 0.82 0.80 0.83 0.83 0.82 0.75
(RR)P L2,(17) 1.28 1.00 0.82 0.81 0.83 0.83 0.83 0.76
(RR)IPI°L2,,(16) 1.30 1.04  0.88 0.87 0.91 0.91 0.90 0.86
(RR.)P L2,(15) 2.08 1.19  0.90 0.82 0.83 0.83 0.82 0.75
(RR,)IPI°L2,,(14) 2.11 122 0.96 0.88 0.90 0.90 0.89 0.86
RRPE,(19) 1.36 1.04 0.89 0.86 0.87 0.86 0.83 0.76
Iargg errors, we have preferred to present i_n this paper the bole=F C ™ (s/s1)*~ (C2)
detalls of the next best ranking parametrization.
APPENDIX C: FORMULAS lL=Cisin(s/s,) )
We give here the formulas used in this paper. The imagi-
nary part of the amplitude, which we takesiimes the total 2= CyosIn’(s/sy). (C4
cross section, is parametrized as the sum of several terms,
In, with [see Eq(1)]: All terms have charge conjugatioB=+1, exceptl ;e
N N which hasC= —1. We can obtain the corresponding additive
I pote=C 7 (s/s1)*+ (CD)  real parts througls to u crossing symmetry and analyticity:
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TABLE XIl. Ranking of the the 21 models having nonzero area of applicability amongst the 33 models
considered in this paper, following EGLO) when cross sections andparameters are fitted.

Model Code Pav P Pew  Pym  Pgv  Pgy  Pgw  Pgv  Rank pM
RRPL2,(19)* 42 26 42 42 34 28 12 4 230
RRPL2,(21) 44 36 44 40 15 31 10 2 222
RRL,(19)* 30 42 26 24 34 18 18 30 222
(RR)PL2,(15) 34 20 36 20 28 24 28 14 204
(RR)*PL2,(19) 40 8 40 22 34 22 16 12 194
[RICLICIR,(12) 14 32 18 10 42 6 24 38 184
(RR,)PI°L2,,(14) 20 16 10 36 19 36 22 22 181
(RR)IPICL2,,(16) 18 14 8 38 8 38 30 26 180
RR,L29%(15) 6 30 6 4 6 44 44 40 180
(RR)IP(L2(20)* 38 2 28 32 25 31 14 8 178
(RR)IPL2,(17) 36 0 34 18 30 26 20 10 174
RRPL(21) * 2 34 32 44 15 16 6 24 173
RR.LI%(15) 24 38 24 8 10 4 32 32 172
RRL29%(17) 10 28 4 2 2 42 40 42 170
[RICL29CIR,(12) 12 18 0 6 22 40 38 34 170
RRLI%(17) 28 6 20 30 44 12 4 18 162
RRPE,(19) 22 44 12 16 4 20 34 6 158
[RICLICIR(14) 16 24 14 12 19 14 36 20 155
RRL2(18) 8 22 2 0 0 34 42 44 152
RR.PL(19) 4 12 38 14 12 0 26 36 142
RRL(18) 26 10 16 26 39 8 8 0 133

TABLE XIII. Quality indicators of the 21 models having nonzero area of applicability amongst the 33
models considered in this paper, following E¢®)—(7) and (11) when cross sections andparameters are
fitted.

Quality indicators

Model Code AM c! c uM R} R sy sy

RRP,L2,(21) 220661  67.98 8474 2288 2945 0.900 0224  0.101
RRPL2,(19)* 220619 6346  84.13 2414 3240 0895 0.226  0.190
(RR)P,L2,(19) 218781  53.15 8381 1649 3240 0871 0.286  0.690
(RR)IP,L2(20)* 218530 50.41 8174 1821 30.86 0900 0.265  0.407
(RR)PL2,(17) 1.99653 50.35 8304 1564 3161 0.882 0.296 0.673
(RR,)PL2,(15) 1.88491 6192 8338 1626 31.13 0.876 0467 0795
RRL,((19)* 1.82464 7337 8109 16.63 3240 0784 0.289  1.302
RRLI%(17) 1.82281 5297 7817 1756 36.00 0.743  0.198  1.080
RRL(18) 1.82274 5359 7718 1673 3411 0.686  0.217  0.001
RR.L9%(15) 1.82270 68.31 79.68 1248 2831 0.667 0525  1.311
RRPE,(19) 1.81878 7398 7374 1546 22,65 0.830 0.526  0.282
(RRy)IP°L2(14) 1.79558  60.29  67.08 19.94 3020 0912 0429  1.100
(RR)IPL2 (16) 179315 5840 66.41 19.98 26,65 0917 0470 1.241
[RICLICIR(14) 1.73409 6329  76.41 1309 3020 0.747 0533  1.082
[RICLICIR,(12) 173264 6579 7813 13.03 3485 0.682 0440 1935
[RICL29CIR(12) 1.72644 6150 6150 1158 3054 0939 1159  1.692
RRL29%(17) 172618 6420 6420 1123 22.06 0.941  1.318 2503
RRL2(18) 1.72607  63.04  63.04 11.19 2089 0.902  1.395  2.657
RR,L29%(15) 172369  65.63  65.63  11.27 2481  0.952  1.447 2104
RR.PL(19) 1.99062 55.13 83.67 1538 2845 0.61 0466  1.824
RRPL(21) 1.60724 6659 8216 2629 2945 0752 0210  1.135
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TABLE XIV. x?/DOF as a function of the minimum energy of the fit for the 33 models considered in this
paper when cross sections amgarameters are fitted.

X?IDOF vs \/s,, in GeV

Model Code (M) 3 4 5 6 7 8 9 10

RRE,(19) 1.83 1.38 1.12 1.10 1.10 1.05 1.02 1.02

RREIS(17) 1.84 1.39 1.13 1.12 1.11 1.06 1.02 1.02

RR.E¢(15) 2.47 1.58 1.23 1.13 1.10 1.05 1.02 1.02

RRL,:(19)* 1.61 1.10 0.97 0.97 1.00 0.96 0.94 0.93

RRL(18) 1.63 1.13 0.99 0.99 1.02 0.97 0.95 0.94

RRLY(17) 1.63 1.13 1.00° 0.99° 1.02 0.97 0.94 0.94

RR.L%¢(15) 2.20 1.30 1.08 1.01 1.02 0.97 0.94 0.94

[RICLICIR(14) 170  1.16 1.02 1.01 1.03 0.98 0.95 0.94

[RICLICIR.(12) 2.20 1.30 1.08 1.01 1.02 0.97 0.94 0.94

RRL2,(19) 1.83 1.34 1.11 1.10 1.11 1.06 1.01 1.00

RRL2(18) 1.68 1.22 1.04 1.04 1.06 1.01 0.97 0.97

RRL2%¢(17) 1.68 1.22 1.04 1.04 1.05 1.01 0.97 0.97

RR.L29¢(15) 2.30 1.41 1.13 1.06 1.05 1.00 0.97 0.97

[RICL29°TR,(12) 2.38 1.44 1.16 1.07 1.07 1.01 0.98 0.98

(RR)ILI(15) 376 261 1.87 1.82 1.73 1.70 1.72 1.72

(RR)IPL(19) 345 237 1.81 1.76 1.71 1.69 1.73 1.72

(RR)?PI°E,(16) 235 153 1.24 1.23 1.21 1.17 1.17 1.17

(RRYYPL2,¢(18) 2.81  1.98 1.40 1.34 1.27 1.20 1.13 1.12

RRPL(21)f 1.63 1.11  0.98 0.98° 0.99 0.94° 0.93° 0.91

RR.PL(19) 1.63 111 0.98 0.98” 0.99 0.94° 0.93° 0.91

RRPL, ,(20)" 243  1.49 1.25 1.16 1.08 100 097 092

RRPL,(18)~ 2.43 1.50 1.27 1.17 1.10 1.01 0.98 0.93

(RR)P,¢L,(18) 359 250 2.10 1.95 1.91 1.88 1.89 1.87

(RR)API°L,(15) 367 264 2.32 2.27 2.32 2.32 2.39 2,51

(RR)P,;L2(20)* 1.92 1.23 1.00 1.00 0.99 0.94 0.93 0.92

RRR,:L2,(21) 1.75 1.14 0.97 0.97 0.97 0.92 0.93 0.92

RRPL2,(19)* 1.75 1.15 0.98 0.98 0.97 0.93 0.93 0.92

(RR)P,sL2,(19) 1.96 1.26 0.99 0.99 0.98 0.93 0.93 0.93

(RR)YPL2,(17) 1.96 1.27 1.00 1.00 0.98 0.94 0.93 0.93

(RR)?PIL2,,(16) 1.98  1.29 1.04 1.04 1.03 0.98 0.97 0.97

(RR.)PL2,(15) 238  1.37 1.06 1.01 0.98 0.93 0.93 0.93

(RR,)IPIL2,,(14) 240  1.39 1.10 1.05 1.03 0.98 0.97 0.97

RRPE,(19) 1.88 1.22 1.06 1.03 1.01 0.96 0.95 0.93

+ + & 7
Rpole:_lpoleCO Ea‘F (CH RL:ESCL (C7)
_ _ o
Rpole: poletar{ga (Co) R ,=msIn(s/sy)C 5. (C8)
[1] M. Froissart, Phys. Rev23 1053(1961); A. Martin, Nuovo C. Bourrely and J. Fischer, Nucl. PhyB61, 513 (1973 L.
Cimento A42, 930 (1966. Lukaszuk and B. Nicolescu, Lett. Nuovo Cimento Soc. ltal.

[2] W. Heisenberg, Z. Phy4.33 65 (1952. Fis.8, 405(1973; K. Kang and A. R. White, Phys. Rev. Z2,
[3] L. Lukaszuk and A. Martin, Nuovo Cimento 32, 122(1967). 835(1990; M. M. Block, K. Kang, and A. R. White, Int. J.
[4] K. Kang and B. Nicolescu, Phys. Rev. 1, 2461(1975. Mod. Phys. A7, 4449(1992.

[5] U. Amaldi and K. R. Schubert, Nucl. PhyB8166, 301(1980. [7] I. Ya. Pomeranchuk, Sov. Phys. JETP499 (1958.
[6] G. B. Yodh, Y. Pal, and J. S. Trefil, Phys. Rev. L&X8 1005 [8] 3. R. Cudell, V. Ezhela, K. Kang, S. Lugovsky, and N.
(1972; E. Leader and U. Maor, Phys. Let#t3B, 505(1973; Tkachenko, Phys. Rev. B1, 034019(2000; 63, 059901E)

074024-13



J. R. CUDELLet al.

PHYSICAL REVIEW D 65 074024

(2001); COMPAS Group contributions by the Particle Data [23] J. A. Feigenbaum, P. G. Freund, and M. Pigli, Phys. Re¥6D

Group, D. Groonet al,, Eur. Phys. J. A5, 1 (2000.
[9] SELEX Collaboration, U. Derscét al, Nucl. PhysB579, 277
(2000.

[10] OPAL Collaboration, G. Abbiendét al, Eur. Phys. J. Cl4,
199 (2000.

[11] L3 Collaboration, M. Acciarriet al., Phys. Lett. B519, 33
(2001).

[12] Groomet al. [8].

[13] P. V. Landshoff, Nucl. Phys. BProc. Supp).99A, 311(2002);
A. Donnachie and P. V. Landshoff, Phys. Lett. 86, 227
(1992.

[14] J. R. Cudell, K. Kang, and S. K. Kim, Phys. Lett.3®5, 311
(1997.

[15] P. Gauron and B. Nicolescu, Phys. Lett4B6, 71 (2000; B.
Nicolescu, Nucl. Phys. BProc. Supp). 99, 47 (2002).

[16] L. D. Soloviev, Pis’ma Zh. ksp. Teor. Fiz18, 455(1973; 19,
185(1974 [JETP Lett.19, 116(1974]; L. D. Soloviev and A.
V. Shchelkachev, Fiz. Elem. Chastits At. Yadta571 (1975
[Sov. J. Part. Nucle, 229(1975]; M. S. Dubovikov and K. A.
Ter-Martirosian, Nucl. PhysB124, 163 (1977); M. S. Dubo-
vikov, B. Z. Kopeliovich, L. I. Lapidus, and K. A. Ter-
Martirosian,ibid. B123 147 (1977; M. S. Dubovikov and K.

A. Ter-Martirosian, inNew Pathways In High-Energy Physics,

Proceedings Coral Gables, Florida, 19Psenum, New York,
1976, Vol. li, pp. 313—329.

[17] S. S. Gershtein and A. A. Logunov, Yad. FB9, 1514(1984
[Sov. J. Nucl. Phys39, 960(1984]; Yu. D. Prokoshkin, Yad.
Fiz. 40, 1579(1984; K. A. Ter-Martirosian, Nucl. PhysA477,
696 (1988.

[18] P. Desgrolard and E. Martynov, Eur. Phys. RZ479(2007).

[19] E. M. Levin and L. L. Frankfurt, Pis’'ma Zh.ksp. Teor. Fiz3,
652 (1965 [JETP Lett.2, 65 (1965)].

[20] A. V. Kiselev and V. A. Petrov, Yad. FiZ4, 1047(1986 [Sov.
J. Nucl. Phys44, 677(1986)].

[21] K. Johnson and S. B. Treiman, Phys. Rev. L&#.189(1965.

[22] P. G. O. Freund, Phys. Rev. Leti5, 929(1965.

2596 (1997).

[24] H. J. Lipkin, Phys. Rev. D11, 1827 (1979; H. J. Lipkin,
hep-ph/9911259.

[25] R. M. Baltrusaitiset al,, Phys. Rev. Lett52, 1380(1984).

[26] M. Hondaet al, Phys. Rev. Lett70, 525 (1993.

[27] L. Durand and H. Pi, Phys. Rev. BB, 78 (1988.

[28] B. Z. Kopeliovich, N. N. Nikolaev, and I. K. Potashnikova,
Phys. Rev. D39, 769 (1989.

[29] N. N. Nikolaev, Phys. Rev. 8, 1904 (1993.

[30] J. Velasco, J. Perez-Peraza, A. Gallegos-Cruz, M. Alvarez-
Madrigal, A. Faus-Golfe, and A. Sanchez-Hertz, in Cosmic
Ray, Salt Lake City, 1999, \ol. 1, pp. 198-201,
hep-ph/9910484.

[31] M. M. Block, F. Halzen, and T. Stanev, Phys. Rev. @2,
077501(2000.

[32] P. Desgrolard, M. Giffon, A. Lengyel, and E. Martynov, Nuovo
Cimento A107, 637(1994); P. Desgrolard, M. Giffon, E. Mar-
tynov, and E. Predazzi, Eur. Phys. J18 555 (2002J.

[33] L. L. Jenkovszky, B. V. Struminsky, and A. N. Wall, Yad. Fiz.
46, 1519 (1986; A. N. Wall, L. L. Jenkovszky, and B. V.
Struminsky, Fiz. Elem. Chastits At. Yadd®, 180(1988.

[34] J. Finkelstein, H. M. Fried, K. Kang, and C.-1. Tan, Phys. Lett.
B 232 257(1989.

[35] P. Gauron, B. Nicolescu, and E. Leader, Nucl. Pi8299, 640
(1988.

[36] J. Bartels, L. N. Lipatov, and G. P. Vacca, Phys. Letd®,
178(2000; G. P. Vaccajbid. 489 337 (2000.

[37] J. R. Cudell and G. Soyez, Phys. Lett586, 77 (2001).

[38] S. D. Haitun, Scientometrick0, 3 (1986); 10, 133(1986); 15,

45 (1989.

[39] See the preliminary version of a web interface at the address
http://sirius.ihep.sutkuyanov/OK/eng/intro.html. It is
planned to make the detailed numerical data resulting from
the fits easily available on the web in a computer-readable
form. Meanwhile these data can be obtained by
request from tkachenkon@mx.ihep.sywith CC to:
kuyanov@mx.ihep.su,ezhela@mx.ihep.su

074024-14



