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Subjet multiplicity of gluon and quark jets reconstructed with the k� algorithm in pp̄ collisions
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The DO” Collaboration has studied for the first time the properties of hadron-collider jets reconstructed with
a successive-combination algorithm based on relative transverse momenta (k') of energy clusters. Using the
standard valueD51.0 of the jet-separation parameter in thek' algorithm, we find that thepT of such jets is
higher than theET of matched jets reconstructed with cones of radiusR50.7, by about 5~8! GeV at pT

'90 (240) GeV. To examine internal jet structure, thek' algorithm is applied withinD50.5 jets to resolve
any subjets. The multiplicity of subjets in jet samples atAs51800 GeV and 630 GeV is extracted separately
for gluons (Mg) and quarks (Mq), and the ratio of average subjet multiplicities in gluon and quark jets is
measured as (^Mg&21)/(^Mq&21)51.8460.15 (stat)60.18

0.22 (syst). This ratio is in agreement with the ex-
pectations from theHERWIG Monte Carlo event generator and a resummation calculation, and with observations
in e1e2 annihilations, and is close to the naive prediction for the ratio of color charges ofCA /CF59/4
52.25.

DOI: 10.1103/PhysRevD.65.052008 PACS number~s!: 13.87.Ce, 12.38.Qk, 14.65.Bt, 14.70.Dj
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I. INTRODUCTION

The production of gluons and quarks in high-energy c
lisions, and their development into the jets of particles o
served in experiments, is usually described by the theor
quantum chromodynamics~QCD!. In perturbative QCD, a
produced parton~gluon or quark! emits gluon radiation, with
each subsequent emission carrying off a fraction of the or
nal parton’s energy and momentum. The probability fo
gluon to radiate a gluon is proportional to the color fac
CA53, while gluon radiation from a quark is proportional
the color factorCF54/3. In theasymptotic limit, in which
the radiated gluons carry a small fraction of the original p
ton’s momentum, and neglecting the splitting of gluons
quark-antiquark pairs~whose probability is proportional to
the color factorTR51/2), the average number of objec
radiated by a gluon is expected to be a factorCA /CF59/4
higher than the number of objects radiated by a quark@1#. In
general, it is expected that a gluon will yield more partic
with a softer momentum distribution, relative to a qua
@2,3#.

Although gluon jets are expected to dominate the fi
state of proton-antiproton (pp̄) collisions at high energies
quark jets make up a significant fraction of the jet cro
section at highxT52pT /As, whereAs is the total energy of
the pp̄ system, andpT is the jet momentum transverse to th
hadron-beam direction. The ability to distinguish gluon je
from quark jets would provide a powerful tool in the study
hadron-collider physics. To date, however, there has b
only little experimental verification that gluon jets produc
in hadron collisions display characteristics different fro
quark jets@4–8#. For fixedpT , we analyze the internal struc
ture of jets atAs51800 GeV and 630 GeV by resolving je
within jets ~subjets! @7,9–17#. Using the expected fraction
of gluon and quark jets at eachAs, we measure the multi
plicity of subjets in gluon and in quark jets. The results a
presented as a ratio of average multiplicitiesr 5(^Mg&
21)/(^Mq&21) of subjets in gluon jets to quark jets. Th
measured ratio is compared to that observed ine1e2 anni-
hilations @13,16#, to predictions of a resummed calculatio
@11,14,17#, and to theHERWIG @18# Monte Carlo generator o
jet events.

The DO” detector@19#, described briefly in Sec. II, is well
suited to studying properties of jets. A jet algorithm asso
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ates the large number of particles produced in a ha
scattering process with the quarks and gluons of QCD.
define jets with a successive-combination algorithm@20–23#
based on relative transverse momenta (k') of energy clus-
ters, described in Sec. III. In this paper, we present the
measurement of jet properties using thek' ~sometimes writ-
ten kT) algorithm at a hadron collider. The momentum ca
bration of jets in thek' algorithm is outlined in Sec. III C,
followed in Sec. III D by a simple comparison with jets d
fined with the fixed-cone algorithm. To study jet structu
the k' algorithm is then applied within the jet to resolv
subjets, as described in Sec. III E. Ine1e2 annihilations, the
number of subjets in gluon jets was shown to be larger t
in quark jets@13,16#. In pp̄ collisions, identifying gluon and
quark jets is more complicated than ine1e2 annihilations.
We approach this issue by comparing central jet sample
As51800 GeV and 630 GeV, with the samples described
Sec. IV. For moderate jetpT ~55–100 GeV!, the As
51800 GeV sample is gluon-enriched, and theAs
5630 GeV sample is quark-enriched. Section IV D d
scribes a simple method developed to extract the sepa
subjet multiplicity for gluon and for quark jets. The metho
does not tag individual jets, but instead, we perform a sta
tical analysis of the samples atAs51800 GeV and 630 GeV
@24#. The method requires the relative mix of quarks a
gluons in the two data samples, which is derived from
Monte Carlo event generator that uses the parton distribu
functions@25,26#, measured primarily in deep inelastic sca
tering. Subsequent sections describe the measurement o
subjet multiplicity in DO” data and Monte Carlo simulations
the corrections used in the procedure, and the source
systematic uncertainty. We conclude with comparisons
previous experimental and theoretical studies.

II. DO” DETECTOR

DO” is a multipurpose detector designed to studypp̄ col-
lisions at the Fermilab Tevatron Collider. A full descriptio
of the DO” detector can be found in Ref.@19#. The primary
detector components for jet measurements at DO” are the ex-
cellent compensating calorimeters. The DO” calorimeters use
liquid-argon as the active medium to sample the ionizat
energy produced in electromagnetic and hadronic show
The elements of the calorimeter systems are housed in t
8-3
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cryostats. The central calorimeter~CC! covers the region
uhu,1.0, while the symmetric end calorimeters~EC! extend
coverage to uhu,4.2, where the pseudorapidityh5
2 ln tanu/2 is defined in terms of the polar angleu with
respect to the proton-beam directionz. Each system is di-
vided into an electromagnetic~EM!, fine hadronic~FH!, and
coarse hadronic~CH! sections. The EM and FH use uraniu
absorber plates as the passive medium, and the CH use
ther copper~CC! or stainless steel~EC!. Copper readout pad
are centered in the liquid-argon gaps between the abso
plates. Radially, the electromagnetic sections are 21 radia
lengths deep, divided into 4 readout layers. The hadro
calorimeters are 7–11 nuclear interaction lengths deep,
up to 4 layers. The entire calorimeter is segmented into t
ers, of typical sizeDh3Df50.130.1, projected towards
the nominalpp̄ interaction point in the center of the detecto
wheref is the azimuthal angle about thez axis. Figure 1
shows a schematic view of one quadrant of the DO” calorim-
eter in ther 2z plane, wherer is the distance from the origin
in the plane transverse to the beam axis. Each layer
calorimeter tower is called a cell, and yields an individu
energy sampling. Energy deposited in the calorimeters
particles frompp̄ collisions are used to reconstruct jets. T
transverse energy resolution of jets for data atAs
51800 GeV can be parametrized as@27#

„s~ET!/ET…
2'6.9/ET

210.5/ET10.001, ~2.1!

with ET in GeV.
In the analysis of jet structure, we are interested in

distribution of energy within jets. Apart from the energy
particles produced in a hard-scattering event, the cells of
DO” calorimeter are sensitive to three additional sources
energy that contribute to a jet. The first, called uraniu
noise, is a property of the detector material. The decay
radioactive uranium nuclei in the calorimeter can produ

FIG. 1. One quadrant of the DO” calorimeter and drift chambers
projected in ther 2z plane. Radial lines illustrate the detector pse
dorapidity and the pseudoprojective geometry of the calorim
towers. Each tower has sizeDh3Df50.130.1.
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energy in a given cell, even in the absence of a particle fl
For each cell, a distribution of this pedestal energy is m
sured in a series of calibration runs without beams in
accelerator. The pedestal distribution due to uranium nois
asymmetric, with a longer high-end tail, as illustrated in F
2. During normal data-taking, the mean pedestal energ
subtracted online from the energy measured in a ha
scattering event. To save processing time and reduce
event size, a zero-suppression circuit is used, whereby c
containing energy within a symmetric window about t
mean pedestal count are not read out. Since the ped
distribution of each cell is asymmetric, zero-suppress
causes upward fluctuations in measured cell energies m
often than downward fluctuations. In the measurement o
hard-scattering event, the net impact is an increased m
plicity of readout cells and a positive offset to their initi
energies.

There are two other environmental effects that contrib
to the energy offset of calorimeter cells. The first is ex
energy from multiplepp̄ interactions in the same accelerato
bunch crossing, and this depends on the instantaneous l
nosity. To clarify the second effect, called pile-up, we turn
how calorimeter cells are sampled, as is illustrated in Fig
The maximum drift time for ionization electrons produced
the liquid-argon to reach the copper readout pad of a c
rimeter cell is about 450 ns. The collected electrons prod
an electronic signal that is sampled at the time of the bu
crossing~base!, and again 2.2ms later~peak!. The difference
in voltage between the two samples~peak relative to base!
defines the initial energy count in a given cell. Because
signal fall-time (;30 ms) is longer than the accelerato
bunch spacing (3.5ms), the base and peak voltages a
measured with respect to a reference level that depend
previous bunch crossings. The signal from the current bu
crossing is therefore piled on top of the decaying signal fr
previous crossings. When a previous bunch crossing lea

-
r

FIG. 2. Illustration of the pedestal energy distribution in a ca
rimeter cell~solid line!, stemming from uranium noise. The mea
value is defined to be zero, and the peak occurs at negative va
Removal of the portion between the vertical dashed lines~a sym-
metric window about the mean! yields a positive mean for the re
maining distribution.
8-4



e
n

-
le
a

m
W

c
in
s

th

e

eo-
ws
o or
are

t or

he
on

ed-
a

ons

.
of
lus-
n
.

lgo-
in

the
bi-

o-

e
ity

y
d

e

ion

e-
ed

s
r a

ne
o

d
os

SUBJET MULTIPLICITY OF GLUON AND QUARK JETS . . . PHYSICAL REVIEW D 65 052008
energy in a particular cell, that cell’s energy count will ther
fore be reduced on average, after the baseline subtractio

III. k� JET ALGORITHM

Jet algorithms assignparticles produced in high-energy
collisions to jets. Theparticles correspond to observed en
ergy depositions in a calorimeter, or to final state partic
generated in a Monte Carlo event. Typically, such objects
first organized into preclusters~defined below!, before being
processed through the jet algorithms: The jet algorith
therefore do not depend on the nature of the particles.
discuss two jet algorithms in this paper: thek' and cone jet
algorithms, with emphasis on the former.

In the k' jet algorithm, pairs of particles are merged su
cessively into jets, in an order corresponding to increas
relative transverse momentum. The algorithm contain
single parameterD ~often called R in some references!,
which controls the cessation of merging. Every particle in
event is assigned to a singlek' jet.

In contrast, the fixed-cone algorithm@29# associates into a
jet all particles with trajectories within an areaA5pR 2,
where the parameterR is the radius of a cone in (h,f)
space. The DO” fixed-cone algorithm@27,30# is an iterative
algorithm, starting with cones centered on the most energ
particles in the event~called seeds!. The energy-weighted
centroid of a cone is defined by

hC5

(
i

ET
i h i

(
i

ET
i

, fC5

(
i

ET
i f i

(
i

ET
i

, ~3.1!

FIG. 3. Schematic of signal voltage in a calorimeter cell a
function of time. The solid line represents the contribution fo

given event~the ‘‘current’’ pp̄ bunch crossing!. In the absence of
previous bunch crossings, the cell is sampled correctly attb , just
before a crossing, to establish a base voltage, and attp , to establish
a peak voltage. The voltage differenceDV5V(tp)2V(tb) is pro-
portional to the initial energy deposited in the cell. The dashed li
show example contributions from a previous bunch crossing c

taining three different numbers ofpp̄ interactions. The observe
signal is the sum of the signals from the current and previous cr
ings. ~The figure is not to scale.!
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where the sum is over all particlesi in the cone. The cen-
troids are used iteratively as centers for new cones in (h,f)
space. A jet axis is defined when a cone’s centroid and g
metric center coincide. The fixed-cone jet algorithm allo
cones to overlap, and any single particle can belong to tw
more jets. A second parameter, and additional steps,
needed to determine if overlapping cones should be spli
merged@31#.

The k' jet algorithm offers several advantages over t
fixed-cone jet algorithms, which are widely used at hadr
colliders. Theoretically, thek' algorithm is infrared-safe and
collinear-safe to all orders of calculation@20,30#. The same
algorithm can be applied to partons generated from fix
order or resummation calculations in QCD, particles in
Monte Carlo event generator, or tracks or energy depositi
in a detector.

The k' jet algorithm is specified in Sec. III A. In Sec
III B, we describe the preclustering algorithm, the goal
which is to reduce the detector-dependent aspects of jet c
tering ~e.g., energy thresholds or calorimeter segmentatio!.
The momentum calibration ofk' jets is presented in Sec
III C. In Sec. III D, jets reconstructed using thek' algorithm
are compared to jets reconstructed with the fixed-cone a
rithm. In Sec. III E, we indicate how subjets are defined
the k' algorithm.

A. Jet clustering

There are several variants of thek' jet-clustering algo-
rithm for hadron colliders@20–22#. The main differences
concern how particles are merged together and when
clustering stops. The different types of merging, or recom
nation, schemes were investigated in Ref.@20#. DO” chooses
the scheme that corresponds to four-vector addition of m
menta, because@30#:

~1! it is conceptually simple;
~2! it corresponds to the scheme used in thek' algorithm

in e1e2 annihilations@13,16#;
~3! it has no energy defect@32#, a measure of perturbativ

stability in the analysis of transverse energy dens
within jets; and

~4! it is better suited@33# to the missing transverse energ
calculation in the jet-momentum calibration metho
used by DO” .

To stop clustering, DO” has adopted the proposal@22# that
halts clustering when all the jets are separated byDR.D.
This rule is simple, and maintains a similarity with con
algorithms for hadronic collisions. The valueD51.0 treats
initial-state radiation in the same way as final-state radiat
@11,34#.

The jet algorithm starts with a list of preclusters as d
fined in the next section. Initially, each precluster is assign
a momentum four-vector

~E,p!5Eprecluster~1,sinu cosf,sinu sinf,cosu! ,

written in terms of the precluster anglesu andf. The execu-
tion of the jet algorithm involves:

~1! Defining for each objecti in the list:

a

s
n-
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dii [pT,i
2 5px,i

2 1py,i
2 ,

and for each pair (i , j ) of objects:

di j [min@pT,i
2 ,pT, j

2 #
DR i j

2

D2

5min@pT,i
2 ,pT, j

2 #
~h i2h j !

21~f i2f j !
2

D2
, ~3.2!

whereD is the stopping parameter of the jet algorithm. F
D51.0 andDRi j !1, di j reduces to the square of the rel
tive transverse momentum (k') between objects.

~2! If the minimum of all possibledii anddi j is adi j , then
replacing objectsi and j by their merged object (Ei j ,pi j ),
where

Ei j 5Ei1Ej

pi j 5pi1pj .

And if the minimum is adii , then removing objecti from the
list and defining it to be a jet.

~3! Repeating steps~1! and~2! when there are any object
left in the list.

The algorithm produces a list of jets, each separated
DR.D. Figure 4 illustrates how thek' algorithm succes-
sively merges the particles in a simplified diagram of a h
ron collision.

FIG. 4. A simplified example of the final state of a collisio
between two hadrons.~a! The particles in the event~represented by
arrows! comprise a list of objects.~b!–~f! Solid arrows represent th
final jets reconstructed by thek' algorithm, and open arrows rep
resent objects not yet assigned to jets. The five diagrams s
successive iterations of the algorithm. In each diagram, a je
either defined~when it is well-separated from all other objects!, or
two objects are merged~when they have small relativek'). The
asterisk labels the relevant object~s! at each step.
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B. Preclustering

In the computer implementation of thek' jet algorithm,
the processing time is proportional toN3, where N is the
number of particles~or energy signals! in the event@20#. The
zero-suppression circuit reduces the number of calorim
cells that have to be read out in each event. To reduce
further, we employ a preclustering algorithm. The proced
assigns calorimeter cells~or particles in a Monte Carlo even
generator! to preclusters, suitable for input to the je
clustering algorithm. In essence, calorimeter cells are c
lapsed into towers, and towers are merged if they are c
together in (h,f) space or if they have smallpT . Monte
Carlo studies have shown that such preclustering reduce
impact of ambiguities due to calorimeter showering and
nite segmentation, especially on the reconstructed interna
substructure. For example, when a single particle strikes
boundary between two calorimeter towers, it can produ
two clusters of energy. Conversely, two collinear partic
will often shower in a single calorimeter tower. In bo
cases, there is a potential discrepancy in the number of
ergy clusters found at the calorimeter level and the part
level. Preclustering at both the calorimeter and at the part
level within a radius larger than the calorimeter segmenta
integrates over such discrepancies.

The preclustering algorithm consists of the following s
steps:

~1! Starting from a list of populated calorimeter cells in a
event, remove any cells withET,20.5 GeV. Cells with
such negativeET—rarely observed in minimum-bias1 events
~see Fig. 5!—are considered spurious.

~2! For each calorimeter cell centered at some (u,f) rela-
tive to the primary interaction vertex, define its pseudorap
ity:

h52 ln tan
u

2
.

1The minimum-bias trigger requires a coincidence signal in
scintillating-tile hodoscopes@19# located near the beampipe.

w
is

FIG. 5. Mean energies in calorimeter cells for a sample
minimum-bias events. The contribution from instrumental effects
included, which occasionally leads to negative energy readings.
each cell, the energy distribution illustrated in Fig. 2 is fitted to
Gaussian. Before readout, the zero-suppression circuit in each c
electronics sets to zero energy the channels in a symmetric win
about the mean pedestal. These channels are not read out, ca
the dip observed near zero.
8-6
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SUBJET MULTIPLICITY OF GLUON AND QUARK JETS . . . PHYSICAL REVIEW D 65 052008
~3! For each calorimeter towert, sum the transverse en
ergy of cellsc in that tower:

ET
t 5(

cet
Ec sinuc ,

whereEc is the energy deposited in cellc.
~4! Starting at the extreme negative value ofh and f

50, combine any neighboring towers into preclusters s
that no two preclusters are withinDR pre5ADh21Df2

50.2. The combination follows the Snowmass prescript
@29#:

ET5ET,i1ET, j

h5
ET,ih i1ET, jh j

ET,i1ET, j

f5
ET,if i1ET, jf j

ET,i1ET, j
.

The procedure evolves in the direction of increasingf, and
then increasingh.

~5! Because of pile-up in the calorimeter, precluster en
gies can fluctuate in both positive and negative directio
Preclusters that have negative transverse energyET5ET2

,0, are redistributed tok neighboring preclusters in the fo
lowing way. Given a negativeET precluster with
(ET2 ,h2 ,f2), we define a squareS of size (h260.1)
3(f260.1). When the following holds:

(
keS

ET,k~h,f!.uET2u, ~3.3!

where only preclusters with positiveET that are located
within the squareS are included in the sum, thenET2 is
redistributed to the positive preclusters in the square, w
each such preclusterk absorbing a fraction

ET,k

(
keS

ET,k

of the negativeET . If Eq. ~3.3! is not satisfied, the ‘‘search
square’’ is increased in steps ofDh560.1 andDf560.1,
and another redistribution is attempted. In the case that
distribution still fails for a square of (h260.7)3(f2

60.7), the negative energy precluster is ignored~by setting
ET250). Such cases are estimated to be very rare and
well isolated from other energy in the calorimeter.

~6! Preclusters with 0,ET,ET
pre50.2 GeV, are redis-

tributed to neighboring preclusters, as specified in step~5!.
To reduce the overall number of preclusters, we also req
that the search square have at least three positiveET preclus-
ters. The thresholdET

pre was tuned to produce about 200 pr
clusters per event~see Fig. 6!, in order to fit our constraints
for processing time.
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C. Calibration of jet momentum

A correct calibration of jet momentum reduces over
experimental uncertainties on jet production. The calibrat
at DO” also accounts for the contribution of the underlyin
event~momentum transferred as a result of the soft inter
tions between the remnant partons of the proton and anti
ton!. All such corrections enter in the relation between t
momentum of a jet measured in the calorimeterpmeasand the
‘‘true’’ jet momentumptrue @35#:

pjet
true5

pjet
meas2pO~h jet,L,pT

jet!

Rjet~h jet,pjet!
~3.4!

wherepO denotes an offset correction,Rjet is a correction for
the response of the calorimeter to jets, andL is the instanta-
neous luminosity. A true jet is defined as being composed
only the final-state particle momenta from the hard part
parton scatter~i.e., before interaction in the calorimeter!. Al-
though Eq.~3.4! is valid for any jet algorithm,pO and the
components ofRjet depend on the details of the jet algorithm
Our calibration procedure attempts to correct calorime
level jets ~after interactions in the calorimeter! to their
particle-level~before the individual particles interact in th
calorimeter!, using the describedk' jet algorithm, withD
51.0. The procedure follows closely that of calibration
the fixed-cone jet algorithm@35#. The fixed-cone jet algo-
rithm requires an additional scale factor in Eq.~3.4!, but we
find no need for that kind of calorimeter-showering corre
tion in thek' jet momentum calibration@33#.

The offsetpO corresponds to the contribution to the m
mentum of a reconstructed jet that is not associated with
hard interaction. It contains two parts:

pO5Oue1Ozb,

whereOue is the offset due to the underlying event, andOzb
is an offset due to the overall detector environment.Ozb is
attributed to any additional energy in the calorimeter cells
a jet from the combined effects of uranium noise, multip
interactions, and pile-up. The contributions ofOue andOzb to
k' jets are measured separately, but using similar meth
The method overlays DO” data and Monte Carlo events, a
described in what follows.

FIG. 6. The mean number of preclusters per event, as a func
of the setting of minimum transverse energy required for preclus
(ET

pre).
8-7
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The Monte Carlo events are generated byHERWIG ~ver-
sion 5.9! @18# with 2→2 partonpT-thresholds of 30, 50, 75
100, and 150 GeV, and the underlying-event contribut
switched off. The Monte Carlo events are propaga
through aGEANT-based@36# simulation of the DO” detector,
which provides a cell-level simulation of the calorimeter r
sponse and resolution. These Monte Carlo events are
passed through the calorimeter-reconstruction and jet-find
packages, defining the initial sample of jets. Detector sim
lation does not include the effects of uranium noise nor
the accelerator conditions causing multiple interactions
pile-up. The total contribution from these three effects
modeled using zero-bias events, which correspond to ob
vations at randompp̄ bunch crossings. Zero-bias even
were recorded by the DO” detector at different instantaneou
luminosities in special data-taking runs without the ze
suppression discussed in Sec. II. The cell energies in z
bias events are added cell-by-cell to the energies in simul
Monte Carlo jet events. The summed cell energies are t
zero-suppressed offline, using the pedestals appropria
the zero-bias running conditions. Finally, the summed c
energies are passed through the calorimeter-reconstru
and jet-finding packages, producing a second sample of
The two samples are compared on an event-by-event b
associating the jets in events of the two samples that h
their axes separated byDR,0.5 @33#. The difference in the
measuredpT of the corresponding matched jets isOzb, and
shown in Fig. 7 as a function ofh jet, for different instanta-
neous luminosities.

The event-overlay method was checked with the fix
cone jet algorithm forR50.7. For jets with 30 GeV,ET
,50 GeV, this method gives only 14%~28%! smaller off-
sets @DOzb50.25 (0.39) GeV per jet#, at L'5(0.1)
31030 cm22 s21 relative to Ref.@35#. Independent of jet
ET , the method used in Ref.@35# measures theET per unit
Dh3Df in zero-bias events, and scales the value by

FIG. 7. The offset correctionOzb as a function of pseudorapidit
of k' jet (D51.0). The offsetOzb accounts for the combined ef
fects of pile-up, uranium noise, and multiple interactions. The d
ferent sets of points are for events with different instantaneous
minosityL'14,10,5,3,0.131030 cm22 s21. The curves are fits to
the points at differentL, using the same functional form as em
ployed for the cone algorithm in Ref.@35#.
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area of the jet cone. In the event-overlay method,Ozb de-
creases by as much as 40% when the cone-jet transv
energy increases to 125 GeV,ET,170 GeV. Approxi-
mately 30% of this decrease can be explained by
ET

jet-dependence of the occupancy of cells within cone j
~the fraction of cells with significant energy deposition insi
the cone!. The remaining 70% of theOzb dependence on je
ET is assigned as a systematic uncertainty on our meth
Since the observed dependence is less pronounced in thk'

jet algorithm, this error amounts at most to 15% in the hig
est jet pT bin. In addition, we include a systematic unce
tainty of 0.2 GeV arising from the fits in Fig. 7. Using ou
overlay method for both algorithms, the offsetsOzb in thek'

jet algorithm~with D51.0) are generally 50–75%~or about
1 GeV per jet! larger than in the fixed-cone jet algorithm
~with R50.7) @33#.

The offset due to the underlying eventOue is modeled
with minimum-bias events. A minimum-bias event is a ze
bias event with the additional requirement of a coinciden
signal in the scintillating-tile hodoscopes@19# near the
beampipe. The additional requirement means there wa
inelasticpp̄ collision during the bunch crossing. In additio
to Oue, a minimum-bias event in the DO” calorimeter in-
cludes energy from uranium noise, multiple interactions, a
pile-up. However, the luminosity dependence of multiple
teractions and pile-up in minimum-bias events is differe
than in zero-bias events. In the limit of very small lumino
ity, these contributions are negligible, and a minimum-b
event at low luminosity therefore contains the offset due
the underlying event and uranium noise, while a zero-b
event at low luminosity has only the offset from uraniu
noise. To measureOue, we again compare two samples
jets. Minimum-bias events as measured by the DO” calorim-
eter at low luminosity are added to Monte Carlo jet even
where the resulting jets define the first sample of jets in
determination ofOue. The second sample of jets is reco
structed from zero-bias events at low luminosity and a
added to Monte Carlo jet events. On an event-by-event ba
Oue is calculated by subtracting the momentum of jets in
second sample from the momentum of matching jets in
first sample. The underlying event offsetOue for k' jets is
shown in Fig. 8. Using this method for both algorithms, t
offset Oue for k' jets ~with D51.0) is found to be approxi-
mately 30% larger than for the fixed-cone jet algorithm~with
R50.7).

DO” measures the jet momentum response based on
servation ofpT in photon-jet (g-jet! events@35#. The elec-
tromagnetic energy/momentum scale is determined from
Z,J/c→e1e2, andp0→gg→e1e2e1e2 data samples, us
ing the known masses of these particles. For the case
g-jet two-body process, the jet momentum response can
characterized as

Rjet511
E”W T•n̂Tg

pTg
, ~3.5!

wherepTg andn̂ are the transverse momentum and direct
of the photon, andE” T is the missing transverse energy, d

-
u-
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fined as the negative of the vector sum of the transve
energies of the cells in the calorimeter. To avo
resolution and trigger biases,Rjet is binned in terms ofE8
5pTg

meas
•cosh(h jet). Thus,E8 depends only on photon var

ables and jet pseudorapidity, which are quantities that
measured with very good resolution.Rjet andE8 depend only
on the jet position, which has little dependence on the typ
jet algorithm employed.

After binning the response in terms ofE8, the dependence
of Rjet on jet momentum is obtained by measuring the av
age offset-corrected jet momentum in eachE8 bin. Rjet as a
function ofpjet

meas2pO for k' jets is shown in Fig. 9. The dat
points are fitted with the functional formRjet(p)5a
1b ln(p)1c„ln(p)…2. The responseRjet for cone jets~with
R50.7) @35# and fork' jets (D51.0) is different by about
0.05. This difference does not have any physical meanin
corresponds to different voltage-to-energy conversion fac
at the cell level used in the reconstruction of jets.

FIG. 8. The correction for underlying eventOue as a function of
uhu for k' jets (D51.0). The solid curve is the fit of the results fo
the cone jet algorithm in Ref.@35# scaled to the results for thek' jet
algorithm. The dashed curves denote the one standard devi
~s.d.! systematic error.

FIG. 9. The response correction fork' jets with D51.0, as a
function of offset-corrected jet momentum. The Monte Carlo po
(!) is used to constrain the fit~solid! at high pjet

meas. The dashed
curves denote the61 s.d. systematic error.
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D. Comparison of thek� jet algorithm to the cone jet
algorithm

It is of interest to compare the momenta ofk' jets to those
of jets reconstructed with the DO” fixed-cone algorithm@30#.
These results refer to thek' jet algorithm described abov
with D51.0 and corrected according to the prescriptio
given in Sec. III C. The cone jets were reconstructed@27#
with R50.7 and corrected according to Ref.@35#. This com-
parison involves about 75% of the events in the 1994–1
data that were used for the analysis of the inclusive cone
cross section atAs51800 GeV@37#. The two algorithms are
similar by design@22#, defining similar jet directions and
momenta, at least for the two leading~highestpT) jets in the
event. The remaining jets in the event usually have mu
smallerpT , making them more difficult to measure, and
we do not consider them here. The jets reconstructed by e
algorithm are compared on an event-by-event basis, ass
ating a cone jet with ak' jet if they are separated byDR
,0.5.

To obtain a sample of events with only good hadronic je
the following requirements were placed on the events and
the leading two reconstructedk' jets. These criteria are
based on standard jet quality requirements~to remove spuri-
ous clusters! in use at DO” for the fixed-cone jet algorithm
@27#:

Measured event vertex was required to be within 50 cm
the center of the detector.

uE”W Tu was required to be less than 70% of thepT of the
leading jet.
Fraction of jetpT measured in the coarse hadronic ca
rimetry was required to be less than 40% of the total
pT .
Fraction of jetpT measured in the electromagnetic cal
rimetry was required to be between 5% and 95% of
total jet pT .
Jets were required to haveuhu,0.5.
These requirements yield a sample of 68946k' jets. The

axes of 99.94% of these jets are reconstructed withinDR
,0.5 of a cone-jet axis, when the matching jet is one of
two leading cone jets in the event. For such pairs of jets,
distance between ak'-jet axis and matching cone-jet axis
shown in Fig. 10. The fixed-cone algorithm finds a jet with
DR,0.1 of ak' jet 91% of the time. Figure 11 shows th
difference pT(k' jet)2ET(cone jet) as a function o
pT(k' jet). Generally, thepT of k' jets (D51.0) is higher
than theET of associated cone jets (R50.7). The difference
increases approximately linearly with jetpT , from about 5
GeV ~or 6%! at pT'90 GeV to about 8 GeV~or 3%) at
pT'240 GeV. This may be explained by how the two alg
rithms deal with hadronization effects@28#.

E. Subjets

The subjet multiplicity is a natural observable for chara
terizing ak' jet @20,21#. Subjets are defined by reapplyin
the k' algorithm, as in Sec. III A, starting with a list o
preclusters assigned to a particular jet. Pairs of objects w
the smallestdi j are merged successively until all remainin
pairs of objects have
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t
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V. M. ABAZOV et al. PHYSICAL REVIEW D 65 052008
di j 5min~pT,i
2 ,pT, j

2 !
DR i j

2

D2
.ycutpT

2~ jet!, ~3.6!

wherepT(jet) is thepT of the entire jet in thek' algorithm
described above, and 0<ycut<1 is a dimensionless param
eter. Objects satisfying Eq.~3.6! are called subjets, and th
number of subjets is the subjet multiplicityM of a k' jet. For
ycut51, the entire jet consists of a single subjet (M51). As
ycut decreases, the subjet multiplicity increases, until ev
precluster becomes resolved as a separate subjet in the
ycut→0. Two subjets in a jet can be resolved when they
not collinear~i.e., well-separated inh3f space!, or if they
are both hard~i.e., carry a significant fraction of the jetpT).

We now turn to the theoretical treatment of subjet mu
plicity. Perturbative and resummed calculations@11,17# and
Monte Carlo estimates~see Sec. IV D! predict that gluon jets
have a higher mean subjet multiplicity than quark jets.
understand the origin of this prediction, we consider fi

FIG. 10. The distanceDR5ADh21Df2 between ak'-jet axis
and its matching cone-jet axis. Thek' jets were reconstructed with
D51.0, and the cone jets were reconstructed withR50.7. Only the
two leading jets from each algorithm were considered. Thek' jets
were selected withuhu,0.5.

FIG. 11. The differencepT(k' jet)2ET(cone jet) as a function
of thek' jet pT . A cone jet is associated with ak' jet if their axes
are separated byDR,0.5.
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how a jet can contain multiple subjets. Clearly, at leadin
order, 2→2 subprocesses yieldM51. However, higher-
order QCD radiation can increase the average value ofM. At
next-to-leading order, there can be three partons in the fi
state of app̄ collision. If two partons are clustered togeth
into a jet, they can be resolved as distinct subjets (M52) for
a sufficiently small choice ofycut. For largerycut, the value
of M depends on the magnitude and direction of the radia
third parton. In QCD, the radiation of a parton is govern
by the Dokshitzer-Gribov-Lipatov-Altarelli-Parisi~DGLAP!
splitting functions@38#. The radiated third parton is usuall
soft and/or collinear with one of the other two partons, lea
ing to jets withM51. However, hard or large-angle radia
tion, although rare, causes some jets to haveM52. Conse-
quently, when many jets are analyzed using some highycut,
the two-subjet rate will yield̂ M &.1.

In the framework of parton showers, repeated applicat
of DGLAP splitting provides jets withM.2. Monte Carlo
event generators incorporate parton showers into the in
and final states of a 2→2 hard scatter. Because of its larg
color factor, a parton shower initiated by a gluon in the fin
state will tend to produce a jet with more subjets than o
initiated by a quark. Similarly, a soft parton radiated in t
initial state will tend to cluster with a hard final-state part
whenDR,D. For the case of initial-state radiation, the su
jet multiplicity depends weakly on whether the final-sta
partons in the 2→2 hard scatter are quarks or gluons. T
contribution of initial-state radiation to the subjet multiplicit
does, however, depend onAs. Initial-state radiation is treated
on an equal footing as final-state radiation in thek' algo-
rithm with D51.0 @11,34#, and diminishes in importance a
D decreases. In general, subsequent emissions in pa
showers have less energy and momentum, and this struc
is revealed at smallerycut values through an increase in th
subjet multiplicity: ^M (ycut8 )&.^M (ycut)&, whereycut8 ,ycut.

Experimentally, the growth ofM at very smallycut is re-
duced by the granularity of the detector and by the prec
tering algorithm. Theoretical predictions forM are therefore
treated in the same way as the experimental measurem
i.e., by preclustering~as in Sec. III B!. Requiring preclusters
to be separated byDR pre, means that the subjets nearest
(h,f) space begin to be resolved for

ycut,S DR pre

2D D 2

~3.7!

based solely on the fraction ofpT carried by the subjet in the
jet. The factor 1/2 corresponds to the maximum fraction
jet pT carried by the softest subjet@see Eq.~3.6!#. The pre-
clustering stage provides a comparison of the measurem
of M with prediction in the interesting region of smallycut,
without an explicit correction for detector granularity.

The subjet analysis in this paper uses a single resolu
parameterycut51023. For thisycut, the minimum subjetpT
is approximately 3% of the total jetpT , independent of the
choice of theD parameter. Becauseycut, as defined by Eqs
~3.2! and ~3.6!, involves a ratio of subjetpT to jet pT , the
subjet multiplicity is therefore not significantly sensitive
8-10
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SUBJET MULTIPLICITY OF GLUON AND QUARK JETS . . . PHYSICAL REVIEW D 65 052008
multiplicative changes in the overallpT scale. Consequently
given the fact that subjets are specified during jet reconst
tion, and the jet momentum calibration is derived after
construction, we do not attempt to correct the momenta
individual subjets. However, the subjet multiplicity is co
rected for the experimental effects that cause an offset in
pT . In general, the presence of uranium noise, multiple
teractions, and pile-up, tends to increases the subjet m
plicity.

IV. DATA SAMPLES

In leading-order QCD, the fraction of final-state jets orig
nating from gluons decreases with increasingx}pT /As, the
momentum fraction carried by the initial-state partons. T
is due primarily to thex-dependence of the parton distrib
tions. Because, for fixedpT , the gluon fraction decrease
whenAs is decreased from 1800 GeV to 630 GeV, this su
gests an experimental way to define jet samples with dif
ent mixtures of quarks and gluons. A single set of criteria c
be used to select jets at the two beam energies, with
changing any of the detector elements. We use this princ
to analyze an event sample recorded at the end of 199
the DO” detector atAs5630 GeV, and compare it with th
larger 1994–1995 event sample collected atAs
51800 GeV. The lower range of jetpT populated by the
smaller event sample atAs5630 GeV dictated the ultimate
criteria used in the comparison. In Sec. IV A, we first d
scribe a simple test of a set of criteria used to select qu
enriched and gluon-enriched jet samples. In Sec. IV B,
specify each criterion used in the analysis. In Sec. IV C,
provide a Monte Carlo estimate of the quark/gluon yie
based on the full set of criteria. Finally, in Sec. IV D, w
describe how to estimate the subjet content of gluon
quark jets.

A. Gluon and quark samples at leading-order in QCD

For a given set of parton distribution functions~PDFs!,
the relative admixture of gluon and quark jets passing a
of kinematic criteria can be estimated using a leading-or
QCD event generator. At this order, there is no depende
on jet algorithm, because each of the two final-state part
defines a jet. We use theHERWIG v5.9 Monte Carlo program
with the CTEQ4M@25# PDFs to generate leading-order QC
2→2 events, and keep track of the identity~gluon or quark!
of the partons. At leading order, the gluon-jet fractionf cor-
responds to the number of final-state gluons that pass
selections divided by the total number of final-state part
that pass the selections. For example, the jet sample sele
from only gg→gg or qq̄→gg events will have a gluon-je
fraction of unity. Figure 12 shows that for the full ensemb
of Monte Carlo events, the gluon-jet fraction atAs
5630 GeV is about 30% smaller than atAs51800 GeV,
where we have selected central (uhu,0.5) jets with mini-
mum parton pT'55 GeV and maximum partonpT
5100 GeV. This difference is due primarily to the relativ
abundance of initial-state gluons at thesex values forAs
51800 GeV compared toAs5630 GeV.
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B. Jet data samples

We define gluon-enriched and quark-enriched cen
(uhu,0.5) jet samples using identical criteria atAs
51800 GeV and 630 GeV, thereby reducing any experim
tal biases and systematic effects. We select events that p
trigger requiring the scalar sum ofET above 30 GeV within
a cone of sizeR50.7 @27#, and apply the selections listed i
Sec. III D, but only for jets with measuredpT between 55
and 100 GeV. These cuts yield samples of 11 007 jets atAs
51800 GeV, and 1194 jets atAs5630 GeV.

An important point is that these jets were reconstruc
with thek' algorithm forD50.5. This choice tends to selec
events with fewer subjets from initial-state radiation, whi
can vary withAs ~see Sec. III E!. Figure 13 shows that the
pT distribution of the selected jets atAs51800 GeV is
harder than atAs5630 GeV. The mean jetpT at As
51800 GeV is 66.360.1 GeV, which is 2.3 GeV highe
than atAs5630 GeV. This cannot be caused by any diffe
ences in the contribution to the offset in the jetpT . In fact,
the entire offset is pO'324 GeV per jet at As
51800 GeV forD51.0 ~see Sec. III C!, and is therefore an
expected factor'4 smaller forD50.5. Moreover, only a
small fraction of the jet offset can be attributed to the diffe
ence inAs. Even so, offset differences can only change
subjet multiplicity by shifting the relative jetpT . Rather than
attempting to measure and account for such small effect
the jetpT distributions, we simply use identical jet criteria
the two beam energies, and estimate the uncertainty onM by
varying the jet selection cutoffs~see Sec. V C!.

C. Jet samples in Monte Carlo events

To estimate the number of gluon jets in theAs
51800 GeV and 630 GeV jet samples, we generated
proximately 10 000HERWIG events at eachAs, with parton

FIG. 12. The Monte Carlo gluon-jet fractionf at leading-order,
for final-state partons with maximum partonpT5100 GeV, and
minimum partonpT'55 GeV, as a function of the minimum par
ton pT , using the CTEQ4M PDF. Both partons are required to
central (uhu,0.5). The solid symbols show the prediction forAs
51800 GeV, and the open symbols show the prediction forAs
5630 GeV.
8-11



g

us

s
th

in
s

ua

e

et is
in

rac-
e
ent
at

in

ons

ets

55

nte

m
a

the
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pT.50 GeV, and requiring at least one of the two leadin
order partons to be central (uhu,0.9). The events were
passed through a full simulation of the DO” detector. To simu-
late the effects of uranium noise, pile-up from previo
bunch crossings, and multiplepp̄ interactions in the same
bunch crossing, we overlaid DO” random-crossing event
onto our Monte Carlo sample, on a cell-by-cell basis in
calorimeter.~A sample with instantaneous luminosity ofL
'531030 cm22 s21 was used atAs51800 GeV, andL
'0.131030 cm22 s21 was used atAs5630 GeV.! These
pseudo events were then passed through the normal offl
reconstruction and jet-finding packages. Jets were then
lected using the same criteria as used for DO” data, and their
pT distribution is shown in Fig. 14.

We tag each such selected Monte Carlo jet as either q
or gluon based on the identity of the nearer~in h3f space!
final-state parton in the QCD 2→2 hard scatter. The distanc

FIG. 13. ThepT distribution of selected central (uhu,0.5) jets
in DO” data, before applying a cutoff on jetpT . The data atAs
5630 GeV are normalized to the data atAs51800 GeV in the bin
54<pT,60 GeV. The turnover at lower jetpT is due to inefficien-
cies in the trigger. For the following analysis, we use jets with
,pT,100 GeV.

FIG. 14. The normalizedpT distribution of central (uhu,0.5)
jets selected in Monte Carlo events atAs51800 GeV and 630
GeV. Each distribution has been normalized to unit area.
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between one of the partons and the closest calorimeter j
shown in Fig. 15. There is clear correlation between jets
the calorimeter and partons from the hard scatter. The f
tion of gluon jets is shown in Fig. 16 as a function of th
minimumpT used to select the jets. There is good agreem
for the gluon-jet fraction obtained using jets reconstructed
the calorimeter and at the particle levels (D f ,0.03). The
smaller gluon-jet fractions relative to leading-order~Fig. 12!
are due mainly to the presence of higher-order radiation
the QCD Monte Carlo sample. WhenpT cutoffs are applied
to particle-level jets, the associated leading-order part
shift to significantly higherpT . Since the gluon-jet fraction
decreases with increasing partonpT , f is smaller when
events are selected according to particle-level jetpT rather
than when they are selected according to partonicpT . The
same is true for cutoffs applied to the calorimeter-level j
compared to the particle-level jets, although here theD f dis-

FIG. 15. The distance of the closest calorimeter-level Mo
Carlo jet to one of the leading final-state partons. The solid~open!
points show the Monte Carlo sample atAs51800 (630) GeV.
Each distribution has been normalized to unit area.

FIG. 16. The gluon-jet fraction of selected jets with maximu
pT5100 GeV and minimumpT between 52 and 58 GeV, as
function of minimum jetpT , for As51800 GeV and 630 GeV,
using the CTEQ4M PDF. The jets have been tagged through
identity of the nearer leading-order final-state parton.
8-12
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crepancy is much smaller. In what follows, we shall u
nominal gluon-jet fractionsf 180050.59 andf 63050.33, ob-
tained from Monte Carlo events at the calorimeter level
55,pT,100 GeV.

D. Subjets in gluon and quark jets

Using the previously described jet samples, there i
simple way to distinguish between gluon and quark jets o
statistical basis@24#. The subjet multiplicity in a mixed
sample of gluon and quark jets can be written as a lin
combination of subjet multiplicity in gluonMg and quark
jets Mq :

M5 f Mg1~12 f !Mq . ~4.1!

The coefficients are the fractions of gluon and quark jets
the mixed sample,f and (12 f ), respectively. Considering
Eq. ~4.1! for two samples of jets atAs51800 GeV and 630
GeV, and assuming thatMg and Mq are independent ofAs
~we address this assumption later!, we can write

Mg5
~12 f 630!M18002~12 f 1800!M630

f 18002 f 630
~4.2!

Mq5
f 1800M6302 f 630M1800

f 18002 f 630
~4.3!

whereM1800 andM630 are the measured multiplicities in th
mixed-jet samples atAs51800 GeV and 630 GeV, andf 1800
and f 630 are the gluon-jet fractions in the two samples. T
extraction ofMg and Mq requires prior knowledge of the
two gluon-jet fractions, as described in Sec. IV C. Since
gluon-jet fractions depend on jetpT and h, Eqs. ~4.2! and
~4.3! hold only within restricted regions of phase space, i
over small ranges of jetpT andh. Equations~4.2! and~4.3!
can, of course, be generalized to any observable assoc
with a jet.

We use our Monte Carlo samples to check Eqs.~4.2! and
~4.3! for k' jets reconstructed using the full-detector simu
tion with D50.5. Such a consistency test does not depend
the details of the subjet multiplicity distribution
(Mq ,Mg ,M1800,M630). The extracted distributions inMg
and Mq are shown in Fig. 17. As expected, Monte Ca
gluon jets have more subjets, on average, than Monte C
quark jets:^Mg&.^Mq&. This is also found for jets recon
structed at the particle level, and the differences betw
gluon and quark jets do not appear to be affected by
detector. Also, the subjet multiplicity distributions for tagg
jets are similar at the two center-of-mass energies, verify
the assumptions used in deriving Eqs.~4.2! and ~4.3!. Fi-
nally, the extractedMq andMg distributions agree very wel
with the tagged distributions. This demonstrates s
consistency of the extraction using Eqs.~4.2! and ~4.3!.

V. SUBJET MULTIPLICITIES

A. Uncorrected subjet multiplicity

Figure 18 shows the distributions of subjet multiplicity f
the DO” data samples described in Sec. IV. This is the fi
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measurement of its kind at a hadron collider. The aver
number of subjets in jets atAs51800 GeV is ^M1800&
52.7460.01, where the error is statistical. This is high
than the value of̂M630&52.5460.03 atAs5630 GeV. The
observed shift is consistent with the prediction that there
more gluon jets in the sample atAs51800 GeV than in the
sample atAs5630 GeV, and that gluons radiate more su
jets than quarks do. The fact that thepT spectrum is harder a
As51800 GeV than atAs5630 GeV cannot be the caus
of this effect because the subjet multiplicity decreases w
increasing jetpT . Figure 19 shows the rather mild depe
dence of the average subjet multiplicity on jetpT .

Subjets were defined through the product of their fra
tional jet pT and their separation in (h,f) space@see Eqs.
~3.2! and ~3.6!#. As shown in Figs. 20 and 21, the shapes
the subjetpT spectra of the selected jets are similar at the t

FIG. 17. Uncorrected subjet multiplicity in fully-simulate
Monte Carlo ~a! gluon and ~b! quark jets. The number of jets
Njets(M ) in each bin of subjet multiplicity on the vertical axis i
normalized to the total number of jets in each sampleNjets

tot

5(MNjets(M ). The measured distributions~solid! are extracted
from the mixed Monte Carlo jet samples atAs51800 GeV and
630 GeV. The tagged distributions~open! are for As51800 GeV
~triangles! and 630 GeV~squares!.

FIG. 18. Uncorrected subjet multiplicity in jets from DO” data at
As51800 GeV and 630 GeV.
8-13
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beam energies. The distributions suggest that jets are c
posed of a hard component and a soft component. The p
at about 55 GeV and fall-off at higherpT is due to single-
subjet jets and the jetpT selections (55,pT,100 GeV).
The threshold at subjetpT'1.75 GeV is set by the value
ycut51023 and the minimum jetpT in the sample.

While theM1800 andM630 inclusive measurements atAs
51800 GeV andAs5630 GeV are interesting in them
selves, they can be interpreted in terms of their gluon
quark content. According to Eqs.~4.2! and~4.3! the distribu-
tions in Fig. 18 and their gluon-jet fractions at the two bea
energies can yield the uncorrected subjet multiplicity dis
butions in gluon and quark jets. The extracted measurem
of Mg andMq are shown in Fig. 22 for the nominal value
f 180050.59 andf 63050.33. As in the Monte Carlo simula
tion, the DO” data clearly indicate the presence of more s
jets in gluon jets than in quark jets. Such distributions can
used directly~without correcting the subjet multiplicities! to
discriminate between gluon and quark jets. The results
pend only on Monte Carlo estimates of gluon-jet fractions

FIG. 19. Uncorrected mean subjet multiplicity versus jetpT in
DO” data atAs51800 GeV. Note the suppressed zero on the ve
cal axis.

FIG. 20. The uncorrectedpT distribution of subjets in data fo
jets with 55,pT,100 GeV anduhu,0.5. All selections have bee
applied, and each distribution has been normalized to unit area
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the two values ofAs, and not on any detailed simulation o
jet structure.

The sensitivity ofMg and Mq to the assumed values o
f 1800 and f 630 was checked by investigating how the sign
~i.e., the difference betweenMg and Mq) depended on this
choice. It was found that when the gluon-jet fractions a
either both increased or both decreased, the signal rem
relatively unchanged. However, when the gluon-jet fractio
are changed in opposite directions, this produces the lar
change in the difference between gluon and quark jets.
result of usingf 180050.61 andf 63050.30, instead of their
nominal values, is shown in the extracted distributions
Fig. 23. TheMg andMq distributions of Fig. 23 are qualita
tively similar to those of Fig. 22, and the large differen
between gluon and quark jets is still apparent.

The subjet multiplicity distributions can be characteriz
by their meanŝ M &, and by^M &21, which correspond to
the average number of subjetemissionsin a gluon or quark
jet. For the nominal uncorrected DO” data shown in Fig. 22,

i-
FIG. 21. Same as in Fig. 20, but with the lowpT region ex-

panded. The increase at lowpT is observed for allycut , but the
specific cutoff atpT(subjet)'1.75 GeV is determined by our cho
sen value ofycut51023.

FIG. 22. Uncorrected subjet multiplicity in gluon and quark je
extracted from DO” data atAs51800 GeV and 630 GeV, using
nominal gluon-jet fractionsf 180050.59 andf 63050.33.
8-14
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^Mg
meas&53.0560.06 and^Mq

meas&52.2860.08. The analo-
gous values for the Monte Carlo events~see Fig. 17! are
^Mg

meas&53.0160.09 and̂ Mq
meas&52.2860.08. Because the

quoted statistical uncertainty on̂Mg
meas& is correlated with

that on ^Mq
meas&, we define a ratio@13,16# of emissions in

gluon jets to quark jets:

r[
^Mg&21

^Mq&21
. ~5.1!

A value of r 51 would mean that the substructure of glu
jets does not differ from that of quark jets. The ratio has
value of r 51.6160.15 for the uncorrected data of Fig. 2
and r 51.5860.16 for the analogous Monte Carlo events
Fig. 17, where both uncertainties are statistical. Using dif
ent values for gluon-jet fraction at the two values ofAs ~as in
Fig. 23!, yields the range ofr values given in Table I. As
expected, the observed ratio is smallest when the fractio
gluon jets increases atAs51800 GeV and decreases atAs
5630 GeV. The two values off are the only assumption
from Monte Carlo simulations, and correspond to the larg
source of systematic uncertainty onr ~described more fully
in Sec. V C!. In all cases, we find thatr is significantly
greater than unity, meaning that gluon jets and quark
differ in their substructure.

FIG. 23. Uncorrected subjet multiplicity in gluon and quark je
extracted from DO” data atAs51800 GeV and 630 GeV, using
gluon-jet fractionsf 180050.61 andf 63050.30.

TABLE I. The uncorrected subjet multiplicity in gluon an
quark jets, and their ratio, extracted from DO” data, assuming differ-
ent values of gluon-jet fractions at the two center-of-mass energ
based, in part, on Figs. 12 and 16.

f 1800 f 630 ^Mg& ^Mq& r

0.59 0.33 3.0560.06 2.2860.08 1.6160.15
0.61 0.30 2.9960.05 2.3460.07 1.4960.11
0.61 0.36 3.0560.06 2.2460.09 1.6560.16
0.57 0.30 3.0660.06 2.3160.07 1.5760.14
0.57 0.36 3.1560.08 2.1960.10 1.8160.22
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B. Corrected subjet multiplicity

As was stated above, the experimental conditions
scribed in Sec. III C smear the measurement of the su
multiplicity. Although r expresses differences between glu
and quark jets as a ratio of mean subjet multiplicities,
extractedMg andMq distributions need separate correctio
for the various detector-dependent effects that can affect
value of r. The corrections are derived using Monte Ca
events, which are in agreement with the uncorrected”
data, as shown in Figs. 24 and 25. The decomposition of
Monte Carlo events intoMg and Mq components was dis
cussed in Sec. IV D. The distributions shown in Fig. 17 re
resent the uncorrected results for Monte Carlo events tha
use to derive the unsmearing corrections.

The corrected distributions ofMg and Mq are defined in
Monte Carlo jets at the particle level~i.e., before develop-
ment in the calorimeter!. All selected calorimeter-level jets
are matched~within DR,0.5) to jets reconstructed at th
particle level. The matching procedure implicitly accoun
for any mismeasurement of jetpT because there is nopT
requirement in the matching. The preclustering and clus
ing algorithms applied at the particle level are identical

,

s,

FIG. 24. Uncorrected subjet multiplicity in jets from DO” and
fully-simulated Monte Carlo events atAs51800 GeV.

FIG. 25. Uncorrected subjet multiplicity in jets from DO” and
from fully-simulated Monte Carlo events atAs5630 GeV.
8-15
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those applied at the detector level. We tag simulated dete
jets as either gluons or quarks, and correlate the subjet m
tiplicity in particle jets (M true) with that of detector partner
(Mmeas). These correlations are shown in Fig. 26 atAs
51800 GeV, and define the correction applied to the su
multiplicity. Similar results are available atAs5630 GeV
~not shown!.

The correction retrievesM true from Mmeas, in bins of
Mmeas. In general, the distributions ofMg

true andMq
true in Fig.

26 are shifted to lower values relative toMg
measand Mq

meas.
The shift inM is due mainly to the effects of showering
the calorimeter, rather than from the combined effects
multiple interactions, pile-up, and uranium noise, which a
reduced by usingD50.5. Fortunately, shower developme
is independent of beam energy, and the other contribut
differ only slightly ~see Sec. V C!.

Shower development in the calorimeter tends to add s
jets to a jet because any single particle can deposit energ
several towers of the calorimeter. Signals in many tow
generate a large number of preclusters, and in turn, a l
number of subjets. However, the opposite can also occur.
example, when two subjets at the particle level~each com-
posed of one or two hadrons! deposit energy in a region o
the calorimeter between them, such energy can ‘‘bridge’’ d
tinct subjets at the particle level into a single subjet at
calorimeter level. This bridging effect is more pronounced
jets that already have a largeM true. For this reason, the ef
fects of multiple interactions, pile-up, and uranium no
tend to reduce the correction toMmeas.

To check that the correction defined by the correlations
Fig. 26 is valid, it was applied to the uncorrectedMg andMq
Monte Carlo distributions in Fig. 17. The resulting correct
distributions forMg andMq are given in Fig. 27 and Fig. 28
respectively. The correction reduces the average subjet
tiplicity in the Monte Carlo to ^Mg

true&52.1960.04 and
^Mq

true&51.6660.04 and the corrected ratio isr 51.82
60.16. Any remaining small differences between the
tracted and the taggedM true distributions in Fig. 27 and Fig
28 are attributable to the differences between the extra

FIG. 26. The subjet multiplicity at particle-level (M true) versus
the subjet multiplicity at calorimeter-level (Mmeas) ~includes effects
of luminosity!, at As51800 GeV, for~a! gluon and~b! quark jets.
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and the taggedMmeas~at As51800 GeV) of Fig. 17. These
differences are smaller for the corrected distributionsM true,
than for the uncorrected distributions.

Figure 29 shows the corrected subjet multiplicities f
gluon and quark jets. The rate forM51 quark jets has al-
most doubled, while the rate forM53 quark jets has fallen
by a factor of'2, relative to the uncorrected result. A sim
lar effect is observed for gluon jets. From Fig. 29, we obta
the corrected mean values in the DO” data to be^Mg

true&
52.2160.03 and̂ Mq

true&51.6960.04, which givesr 51.75
60.15, in good agreement with the prediction fromHERWIG.
The unsmearing therefore widens the difference betw
gluon and quark jets.

We choose not to correctM for any impact of the preclus
tering algorithm on subjet multiplicity. Instead, the preclu
tering algorithm can be applied easily to the particle-le
Monte Carlo events, and these are therefore treated in
same way as the DO” data. For completeness, we note thar

FIG. 27. The subjet multiplicity in Monte Carlo gluon jets. Th
extracted distribution has been unsmeared. The tagged distribu
was obtained directly from particle-level gluon jets atAs
51800 GeV.

FIG. 28. The subjet multiplicity in Monte Carlo quark jets. Th
extracted distribution has been unsmeared. The tagged distribu
was obtained directly from particle-level quark jets atAs
51800 GeV.
8-16
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can decrease by as much as 0.2 at the particle level, w
preclustering is turned off.

C. Additional corrections and systematic uncertainties

The dominant systematic uncertainty on the subjet mu
plicity arises from the uncertainty on the gluon-jet fraction
In fixed-order perturbative QCD, the jet cross section at a
given pT is a more-steeply-falling function ofpT at As
5630 GeV than atAs51800 GeV@27#. Consequently, ap
plying identical cutoffs biases thêpT& of jets at As
51800 GeV upwards relative toAs5630 GeV. Monte
Carlo studies indicate this bias is approximately 2 GeV. O
way to compensate for this effect is to shift thepT range at
As5630 upwards by a few GeV. Due to the steep nega
slope of the jet-pT spectrum, it is sufficient to shift only the
lower edge of thepT bins. When this is done, Fig. 12 show
that the change in gluon-jet fraction isD f ,0.03. We do not
correct f for this, but account for this residual effect in th
systematic uncertainty associated with the jetpT .

Changing the gluon-jet fractions used in the analysis gi
a direct estimate of the uncertainty on the subjet multiplic
We will motivate the range of uncertainty in gluon-jet fra
tions at the two center-of-mass energies by investigating
behavior of the PDFs. For the jet samples used in this an
sis, the average jetpT was approximately 65 GeV. This jetpT

probes an averagex value of 0.07 atAs51800 GeV and 0.2
at As5630 GeV. In these regions ofx, the quark PDFs are
well-constrained by existing data. However, the gluon P
is not so well-constrained. We examined different parame
izations of the gluon PDF at the twox values of interest. In
particular, the Martin-Roberts-Sterling-Thorne set
~MRST5! @26# gluon PDF is 21% smaller than the CTEQ4
parametrization atx50.2, but only 4% smaller atx50.07.
This and other comparisons between PDFs show larger f
tional differences atx50.2 than atx50.07.

Assuming that the quark distributions are essentially id
tical in different PDF parameterizations, the gluon-jet fra
tion f for different PDFs can be estimated as

FIG. 29. Corrected subjet multiplicity for gluon and quark je
extracted from DO” data.
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f ref1e f ref

~ f ref1e f ref!1~12 f ref!
~5.2!

wheref ref is the gluon-jet fraction from some reference PD
and e is a fractional difference in the gluon PDF. Table
shows the gluon-jet fractions estimated for PDFs at the
center-of-mass energies. The MRST5 set shows the lar
departure relative to CTEQ4M. In all cases, the change inf is
in the same direction at bothAs.

The preceeding discussion assumed that the PDFs ha
same quark distribution. In reality, the quark PDFs also te
to change when the gluon PDF changes. When this comp
sating effect is taken into account in Eq.~5.2!, the equivalent
MRST5 gluon-jet fractions becomef 180050.58 and f 630
50.29.

Based on the above, we assign uncertainties to the glu
jet fractions of60.02 atAs51800, and60.03 atAs5630.
In fact, we vary the gluon-jet fraction in opposite direction
using f 180050.61 andf 63050.30, andf 180050.57 andf 630
50.36, to gauge the impact onr. As in Sec. V A, we repeat
the analysis assuming these different input gluon-jet fr
tions, this time including the correction to the particle lev
The extracted ratios are summarized in Table III. The larg
departures from the reference value ofr 51.75 define the
systematic uncertainties of60.10

0.17.
The second-largest source of systematic uncertainty in

subjet multiplicity stems from an uncertainty in the measu
ment of jetpT . A mismeasurement of jetpT will lead to the
selection of a slightly different sample of jets, but will no
affect the subjet multiplicity directly. If jetpT is mismea-
sured at both center-of-mass energies, we expect the effe
partially cancel in the ratior. An estimate of the impact from
this uncertainty is therefore obtained by varying the jetpT

TABLE II. Values of gluon-jet fractions for different PDFs, ca
culated using Eq.~5.2!, at a jetpT565 GeV. The CTEQ4M pa-
rametrization is chosen as the reference. The fractional chang
the gluon PDFg(x) is given bye5@g(x)2gref(x)#/gref(x), where
gref(x) is the reference.

PDF set As (GeV) x xg(x) e f As

CTEQ4M 1800 0.07 1.643 0.00 0.59
CTEQ4HJ 1800 0.07 1.643 0.00 0.59
CTEQ2M 1800 0.07 1.714 0.04 0.60
CTEQ5M 1800 0.07 1.614 20.02 0.59
CTEQ5HJ 1800 0.07 1.586 20.04 0.58
MRST5 1800 0.07 1.586 20.04 0.58
GRV94 1800 0.07 1.743 0.06 0.60

CTEQ4M 630 0.2 0.365 0.00 0.33
CTEQ4HJ 630 0.2 0.340 20.06 0.32
CTEQ2M 630 0.2 0.385 0.06 0.34
CTEQ5M 630 0.2 0.340 20.06 0.32
CTEQ5HJ 630 0.2 0.350 20.03 0.32
MRST5 630 0.2 0.290 20.21 0.28
GRV94 630 0.2 0.405 0.12 0.36
8-17
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only at As51800 GeV. Since the calorimeter response
independent ofAs, we estimate the effect of a difference
any offset inpT at the two center-of-mass energies by cha
ing the jet-pT window from 55,pT,100 GeV to 57,pT

,100 GeV atAs51800 GeV. A 2 GeV shift in the mea
sured jetpT corresponds approximately to two times the to
offset pO for k' jets reconstructed withD50.5. @This as-
sumespO(D) scales asD2pO(D51.0).# This reduces the
subjet multiplicity ratior by 0.12, which is taken as a sym
metric systematic uncertainty.

Because the correction to the particle level produce
large change in the shape of the subjet multiplicity distrib
tion, we estimate the impact of the unsmearing on the s
tematic uncertainty onr. This uncertainty has two parts: on
is the uncertainty due to the simulation of effects aris
from dependence on luminosity, and the other is the un
tainty in the simulation of the DO” calorimeter. To account fo
the former, we use the corrections derived from theAs
5630 GeV Monte Carlo sample, which has a smaller
stantaneous luminosity (L'0.131030 cm22 s21) than the
As51800 GeV sample (L5531030 cm22 s21) used in
deriving the nominal corrections~see Fig. 26!. With this al-
ternate set of corrections,r increases by 0.13. Such a sma
change inr indicates that it depends only weakly on lum
nosity. Since the uncorrected gluon and quark subjet mu
plicity distributions come from a mixture of both beam e
ergies and luminosities, we increase our nominal value or
51.75 by half of the difference~to r 51.82), and take this
correction as a symmetric systematic uncertainty of60.07.

To evaluate the other part of the uncertainty on the
smearing, we compare two types of simulations of the D”

calorimeter. The default fast simulation~SHOWERLIB! is a
library that contains single-particle calorimeter showers
tained using theGEANT full detector simulation.SHOWERLIB

truncates the number of calorimeter cells associated w
each individual particle, but rescales the energy of
shower to agree with the average energy given by the f
GEANT simulation. The fullGEANT simulation, while slower,
accounts for the precise geometry of the uranium plate
the calorimeter and has no truncation. In a test using a
ited number of Monte Carlo events, the latter simulation p
duced more subjets than the former, and so we increase
value of the ratio by 0.02~half the difference of ther values
in each simulation! to r 51.84, and take this correction a
another symmetric systematic error of60.02. Applying the

TABLE III. Subjet multiplicity in gluon and quark jets, and the
ratio, extracted from DO” data and corrected to the particle leve
assuming different gluon-jet fractions at the two center-of-mass
ergies.

f 1800 f 630 ^Mg& ^Mq& r

0.59 0.33 2.2160.03 1.6960.04 1.7560.15
0.61 0.30 2.1860.02 1.7260.04 1.6560.12
0.61 0.36 2.2060.03 1.6760.05 1.7960.17
0.57 0.30 2.2160.03 1.7060.04 1.7260.14
0.57 0.36 2.2460.04 1.6560.05 1.9260.22
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same additional corrections to the nominal ratio in the Mo
Carlo gives a final result ofr 51.91 for HERWIG.

A list of the systematic uncertainties is shown in Table I
all of which are added in quadrature to obtain the total u
certainty of the corrected ratio. The final result for the ratio

r[
^Mg&21

^Mq&21
51.8460.15 ~stat!60.18

0.22 ~syst!. ~5.3!

VI. CONCLUSION

We present two analyses of DO” data using thek' jet
reconstruction algorithm. One analysis examines thepT and
direction of k' jets reconstructed with the parameterD
51.0. For this measurement of the jetpT spectrum, we de-
scribe a procedure to calibrate the momentum ofk' jets
based on our experience with the cone algorithm, but us
an improved technique for determining the offset correcti
Compared to our published results for the cone algorit
with R50.7 @35#, the k' jet algorithm withD51.0 recon-
structs 40–50% more energy from uranium noise, pile-
multiple pp̄ interactions, and the underlying event, and ha
smaller uncertainty on the offset. We also report the res
of a direct comparison of thek' and cone algorithms, on a
event-by-event basis. Considering only the two leading
in the central region (uhu,0.5), thek' and cone jet axes

n-

TABLE IV. Systematic uncertainties on the ratior.

Source dr

Gluon-jet fraction 20.10
10.17

Cutoff on jetpT 60.12
Unsmearing 60.07
Detector simulation 60.02
Total 20.18

10.22

FIG. 30. The subjet multiplicity in gluon and quark jets, fo
ycut51023 @as defined by Eq.~3.6!#, in a resummation calculation
by Forshaw and Seymour@17#. The jets are produced atAs
51800 GeV, withpT565 GeV andh50, using the CTEQ4M
PDF, and are reconstructed withD50.5. The points in the fifth bin
refer toM>5.
8-18
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coincide withinDR50.1 ~0.5! at the 91%~99.94%! level.
Matching with DR50.5, the correctedpT of k' jets is
higher than the correctedET of cone jets. The difference i
roughly linear in jetpT , varying from about 5 GeV atpT
'90 GeV to about 8 GeV atpT'240 GeV.

In the other analysis, we probe the structure of centralk'

jets reconstructed with the parameterD50.5, and find that
the HERWIG Monte Carlo predictions of subjet multiplicity
are in excellent agreement with our measurements. The
jet multiplicities in gluon and quark jets, predicted by a ful
resummed calculation@17#, and shown in Fig. 30, are qual
tatively consistent with our data, but their mean values
slightly high. This discrepancy may be due to the fact t
the calculation lacks a preclustering algorithm. The sub
multiplicity distributions, where we have subtracted the D”

values from the predictions, are shown in Fig. 31. The ra
of mean multiplicities for the resummed calculation~which
assumesM<5) is r 52.12. The ratio in the DO” data in-
creases by 0.06 with the assumptionM<5. Therefore, the
resummed prediction is well within the limits of experime
tal uncertainty. The ratio measured at DO” agrees with the
result ofr 51.760.1 from ALEPH, measured ine1e2 anni-
hilations at As5MZ for a subjet resolution parameteryo
51023 @13#, and with the associated Monte Carlo and
summation prediction@14#, but is higher than the ratio mea

FIG. 31. The subjet multiplicity in~a! gluon and~b! quark jets,
for DO” data, for theHERWIG Monte Carlo program, and resumme
predictions. The resummed prediction does not use a precluste
algorithm. The points in the fifth bin are forM>5. The DO” data
~see Fig. 29! have been subtracted from each set of points.
n-

05200
b-

e
t
t

o

-

sured at DELPHI@16#. The DELPHI result uses a differen
definition of the jet resolution scaley than used by ALEPH
(y1), which takes the place ofD in a hadron collider, making
direct comparisons difficult. These experimental and theo
ical values forr are all smaller than the naive QCD predi
tion of the ratio of color charges of 2.25. This may be caus
by higher-order radiation in QCD, which tends to reduce
ratio from the naive value.

In summary, we present the first detailed measuremen
properties ofk' jets in hadron collisions. Using the standa
valueD51.0 of the jet-separation parameter in thek' algo-
rithm, we find that thepT of k' jets is higher than theET of
matched cone jets~with R50.7) by about 5~8! GeV at pT
'90 (240) GeV. To analyze internal jet structure, we me
sure the multiplicity distribution of subjets ink' jets with
D50.5 atAs51800 GeV and 630 GeV. Exploiting the dif
ference in gluon-jet fractions at the two center-of-mass en
gies, we extract the subjet multiplicity in gluon and qua
jets. The differences between gluon and quark jets are s
marized in the ratio of average emitted subjet multiplicitie
measured as

r[
^Mg&21

^Mq&21
51.8460.23

0.27. ~6.1!

The DO” result demonstrates that gluon and quark jets
significantly different in hadron collisions, and that it may b
possible to discriminate between them on an individual ba
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