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MEASUREMENT OF THEB™ TOTAL CROSS SECTION. .. PHYSICAL REVIEW D 65 052005

We present measurements of B& meson total cross section and differential cross sedtiotdp;. The
measurements use a 98 pb ! sample ofpﬁ collisions at\/s=1.8 TeV collected by the CDF detector.
ChargedB meson candidates are reconstructed through the d&cayJ/ K= with J/y— u* ™. The total
cross section, measured in the central rapidity redigr<1.0 for pr(B)>6.0 GeVk, is 3.6+0.6(stat
@ syst) ub. The measured differential cross section is substantially larger than typical QCD predictions
calculated to next-to-leading order.

DOI: 10.1103/PhysRevD.65.052005 PACS nunf®er13.85.Ni, 12.38.Qk, 13.25.Hw, 14.40.Nd

[. INTRODUCTION measurement of the differential and total cross sections is
presented in Secs. V and VI, respectively.
Quantum chromodynamic®CD) can be used to com-
pute the expected cross sections for the production of heavy. PREVIOUS MEASUREMENT OF THE B PRODUCTION
guarks at hadron collider energies. Calculations of the hard- CROSS SECTION

scattering cross section have been carried out to next-to- . .

leading order in perturbation theof{]. Experimental mea- The run 1A measurement of tBemeson d|ﬁe(ent|al cross
rements must show that th ' redictions provid section was determined from fully reconstructing the decays

surements must sho at these prediclions provide ag=__ /1 * andB%— J/yK*°(892) [6]. The measurement

adequate description of the cross section at 1.8 TeV befor&c the B transverse momentum spectrum showed that next-

they can be confidently extrapolated to higher energies oy joading-order QCD adequately described the shape of this
more exotic phenomena. Unfortunately the QCD predictionSyisiribution for pr>6.0 GeVk. In the run 1A publication,
are affected by large theoretical uncertainties such as th DF used a branching ratio BR(B*—J/yK™)

dependence on the choice of the factorization and renorma;(11 0-1.7)x10° 4 and a product of branching frac-

|zat|c|J(n scalezs, the parton density parametrization andthe tions B=BR(B*—J/yK*)XBR(I y—pu* u")=(6.55

quar mf_;\si . . +1.01)x 10 ° [7]. The current world average f@R(B*
Experiments at CERNZ3] and at the Fermilab Tevatron . J/gK*) s (10.081.0)x10°* which yields B=(5.88

[4] have shown that thb quark production cross section is 5 : ; .
higher than the theoretical predictions obtained with the stant-_ 0.60)x10 ». The change in the branching fractions scales

i 0,
dard choice of parameters by about a factor of 2—3. Closeﬁz Opéﬂszi; <r$sou)li 2u6p6i gyel?gg?;a ;}?Sg)ﬂbtaB(pT

agreement be“Ne.e” theory and _the experimental measure- This paper updates the measurement presented in 1995 by
ments can be achieved by choosing rather extreme values of .

QB —1

the theoretical parameteg]. It has also been suggested that uhsilsngnggzsicr)(renngiaer:? r\l;vr; 1u22tao?1?malheeo decrfb n;“;cfér
the large discrepancy could be explained by pair productiorIi I K= where We’ require both rr¥uon candida%es from the
of light gluinos that decay into bottom quarks and bottom’ v d o
squarkg5]. J/y decay to be welllm_easured by the silicon vertex detec;tor

This paper describes a measurement of e meson (SVX). Such a restriction allows us to use fewer selection
total cross section and differential cross sectibrdpy in (r:i?#giir:ti?it; SQ;EE t?;ucri]edc;]%cﬁf\*elf‘lll%K ;ﬁﬁihaelcév\v&r
hadronic collisions using fully reconstruct&t mesons de- 9 — IR,

caying into the exclusive final statif yK*. The measure- information enables us to substantially reduce the prompt
ment uses a data sample of 98 pb® collected by the background. Moreover, several of the efficiencies are mea-

. i , sured using a large sample dfy— u* u~ candidates rather
Collider Detector at FermilabCDF) experiment frompp  than relying on Monte Carlo calculations for detailed mod-
collisions with a center-of-mass energy of 1.8 TeV produceqe”ng of detector effects.

by the Fermilab Tevatron. The data were collected in the run
period from 1992 to 1995 which is referred to as run 1. Our
previously published resu[6] based upon 19:80.7 pb?!
of data (run 1A) found that the total cross section for  The CDF detector is described in detail [i8]. We sum-
p+(B)>6.0 GeVkt and|y|<1.0 is 05=2.39+0.54stat & marize here the features of the detector subsystems that are
sysh ub. important for this analysis. The CDF coordinate system has
The paper is organized as follows. In Sec. Il we reviewthe z axis pointing along the proton beam momentum, and
previous measurements of tiBecross section using exclu- the angleg is measured from the plane of the Tevatron stor-
sive B decays. In Sec. Il we briefly describe the componentsage ring. The transverse-g) plane is normal to the proton
of the CDF detector relevant to the analysis presented in thiseam.
paper. The data collection, event selection procedures and the The CDF experiment uses three separate detectors for
reconstruction oB* — J/¢/K™* are discussed in Sec. IV. The tracking charged particles: the silicon vertex dete¢8rX),
the vertex detectofVTX), and the central tracking chamber
(CTC). These devices are immersed in a magnetic field of
*Present address: Northwestern University, Evanston, IL 60208.1.4 Tesla pointed along the z axis generated by a super-
"Present address: University of California, Santa Barbara, CAconducting solenoid of length 4.8 m and radius 1.5 m.
93106. The innermost device is the SV®] which provides spa-

Ill. THE CDF DETECTOR
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tial measurements in the ¢ plane. The SVX consists of two Measured in a/¢ data sample using events in which the
cylindrical barrels that cover a region 51 cm longzirEach ~ muon under study need not have satisfied the requirements
barrel consists of four layers of silicon strip sensors withfor the event to be accepted. The efficiency for the nominal 2
strips oriented parallel to the beam axis. The distribution of(3) GeV/c threshold rose from 50% of the plateau efficiency

the pp collisions along the beamline is Gaussiarziwith a  at 1.95(3.05 GeVi/c to 95% of the plateau efficiency at 2.2

o of about 30 cm. Therefore only about 60% of ally (3.4 GeV/c. That plateau efficiency changed over the course

—u* " events have both muon tracks reconstructed in thef the run because of aging of the CTC and subsequent

SVX. modifications to the CFT algorithms. That dependence on
The SVXis surrounded by the VTX, a set of time projec- time is accounted for in the calculation of the trigger effi-

tion chambers which measure tkecoordinate of thepp  ciencies.

interaction (primary vertey. Surrounding the SVX and the  The level 3 software trigger required two muon candi-

VTX is the CTC. The CTC is a 3.2 m long cylindrical drift dates with an effective mass in ti&) mass region after full

chamber with 84 layers of sense wires ranging in radius frommeconstruction. Runs with known hardware problems for

31 cm to 133 cm. The combined momentum resolution of thenuons were removed yielding for this analysis a total run 1

tracking chambers i$p+/py=[(0.0009+)2+ (0.0066f]¥2  |Juminosity of 98 pb L.

wherep+ is the component of the momentum transverse to

the z axis and is measured in Ged//Charged track trajec- B. J/ 4 reconstruction

tories reconstructed in the CTC that are matched to strip ) ) )

clusters in the SVX have an impact parameter resolution of Background events in the dimuon sample collected with

oq4(pr) = (13+40/p7) wm [10] with p; in units of Geve.  these triggers are suppressed by applying additional muon

The track impact parameter is defined as the distance of Selection cuts. Track quality requirements are used to reduce

closest approach of the track helix to the beam axis measurdfieé backgrounds arising from poor track measurements.

in the plane perpendicular to the beam. Tighter cuts are imposed on the correlation between the track
The central muon system consists of three componenti#® the muon chamber and the extrapolated CTC track.
(CMU, CMP and CMX and detects muons withpy The transverse momentum of each muon fromJh/ for

=1.4 GeVk in the pseudorapidity rangén|<1.0. The run 1A is required to be greater than 1.8 GeWlith one
CMU system covers the regidm|<0.6 and consists of four muon of the pair greater than 2.8 GeV/For run 1B, both
layers of drift chambers outside the hadron calorimeter. Outmuons are required to have a transverse momentum greater
side the CMU there is an additional absorber of 60 cm ofthan 2.0 GeW¢. Events passing both the trigger apd re-
steel followed by four layers of drift chambef€MP). The  quirements identical to those of run 1A are also accepted.
CMX system extends the coverage to pseudorapidity 0.Ghe muons must have opposite charge and the separation in
<|7|<1.0 but is not used in this analysis. _ z between the two tracks must be less than 5.0 cm at the
CDF employs a three level trigger system. The first tWopoint of closest approach to the beamline. Eheoordinate

levels are implemented in custom electronics. To selects ihe decay vertex is required to be within60 cm of the
events in the third level, we employ a CPU farm using a etector center

version of the CDF event reconstruction program optimized " "ivariant mass and uncertainty,{) of the /4 can-

for speed. didates are calculated after constraining the two muon tracks
to come from a common point in spafeertex constraintto
IV. DATA SAMPLE SELECTION improve the mass resolution. The width of the reconstructed
J/y mass peak is 16 Me\¢f. The signal region is defined
to be those dimuon candidates with reconstructed mass
The data sample consists of events that passJife  within 3.30,, of the knownJ/ mass[12]. We find (8.7
—pu"p” trigger. In the first level of this trigger, we require +0.2)x 10*J/y over background. In this analysis, the two

two muon track segments in the central muon chambergyons from thel/y decay are required to be reconstructed
separated by at least 5° in azimuth. The trigger efficiency fofn the silicon detector.

each muon at level 1 rises from 50% fof=1.7 GeVk to
95% for pr=3.3 GeVk.

In the second level, we require muon segments found in o
level 1 to be associated with tracks identified by the central Knowledge of the distance between the primpgyinter-
fast tracker (CFT) [11]. The resolution of the CFT is action vertex and the secondary decay vertex in the trans-
opr/p3~0.03 (GeVE) . Inrun 1A and for a subset of the verse plane is crucial to this analysis since Bemeson
run 1B data, we required one of the two muons to beproper lifetime is used to discriminate betwegmesons and
matched to a CFT track with; greater than about 3 GeW/ background events. We find the transverse position of the
while in the bulk of the run 1B sample, we required two primary vertex using the average beamline calculated for
muon segments to have an associated track with a threshodéghch Tevatrompp store[13]. The longitudinal coordinate of
of about 2 GeVE. In run 1A (1B), the extrapolation of the the primary vertexz) is measured using data from the VTX
track was required to be typically within 105°) of the  detector. The slopes and intercepts of the run-averaged beam
muon segment. The efficiency of the track requirements waposition are combined with the event-by-evembcations of

A. Dimuon trigger

C. Primary vertex selection
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the vertices to determine the vertex position. The primary o [T T T T T T T T T T T
vertex uncertainties, , oy, ando, are estimated to be 25, 25 3

; s - Ne = 387 + 32 ]

and 300 um, respectively. = 300 4

D. B reconstruction g 1

2 4

To select chargedB candidates we considered each § i

charged particle track as a kaon candidate to be combined W ,4, -

with aJ/. A charged track in an event is combined with the

two muons if thez, parameter of the track is within 5 cm of

the z position of theld/ candidate decay vertex. The exit

radius of the kaon candidate, which corresponds to the radius

at which the track trajectory intersects the plane of the CTC foe
endplate, is required to be greater than 110 cm to limit the

search to a region of high tracking efficiency. A cut on the

kaon transverse momentum pf>1.25 GeVE is imposed

to reduce the large combinatorial background. This cut is ol v v 1 s 1
very effective since kaons frofd meson decay have a con- 5.00 5.20 5.;;00 _ 5.60M 3-88 2
siderably hardep; spectrum than particles from the under- andidate Mass (GeV/c)

lying event and from events with prompty production. FIG. 1. B* invariant mass distribution reconstructed from the
The muon and kaon tracks are constrained to come from gecays* . J/yK*. The curve is a binned fit to a Gaussian distri-

common point of origin and the mass of WEJVV pairis  pution plus linear background and is for illustration only.
constrained to the knowdY ¥y mass. Since the intrinsic width

of the .‘]/‘/' Is significantly s'ma.ller than our exper!mental unbinned maximum likelihood fit which is described in Sec.

resolution, the mass constraint improves the resolution of th¢) A The determination of the geometric acceptance, the ef-

recorr:structtfaB mhass. did . ired 1o b h ficiencies and the luminosity are described in Secs. VB, VC
The pr of eachB candidate Is required to be greater than,,q respectively. The systematic uncertainties are dis-

6.0 GeVk. The proper decay length is required to be greater, ,sqeq in Sec. VE, and the results are presented in Sec. VF.
than 100 um to suppress backgrounds associated with

promptJ/ ¢ mesons. The signed proper decay length inBhe

rest frame is defined as A. Fitting technique
. . To measure th&" meson differential cross section as a
Xar p? 1 MeXyy: p? function of pr, the B candidate sample is divided into four
ct(B)= T 5= o~ 1) pt bins: 6-9, 9-12, 12-15, and 15-25 GeVrhe invari-
PT (B7) (P7) ant mass distribution for each of tlpg ranges is then fitted

using an unbinned maximum likelihood fit to determine the

where number ofB candidates in eagh; range, as shown in Fig. 2.
The likelihood function is a Gaussian signal plus a linear
— o 2 .
Xary= (Xarp=Xp)i + (Yary—Ypv)] (2)  background:
and (Bvy)B is the relativistic boost of thé meson. The L= Nsig fooy (Ntota'_NSig)fb ) 3)
(X314.Ya14) are the transverse coordinates of they decay Niotal ° Ntotal ac

vertex, and theXpy,Ypy) are the transverse coordinates of

the event primgry vertex. The inter_section of the muon track§yhere the free parametl,  is the number of signal events
as measured in the SVX determines the location of Bhe andN,y, is the total number of candidates in each momen-

meson dgcay. , . o tum bin. The functiorf; is the Gaussian signal mass func-
The B~ candidate mass distribution is shown in Fig. 1. -

The distribution is fit with a Gaussian signal function plus a
linear background using an unbinned maximum likelihood

fit. The region below 5.15 Ge\¢f has been excluded from 1 —12[(M: Mo ]2
the fit since it includes contributions from partially recon- fsig= J2mso, e ' ' (4)
I

structed higher-multiplicityB-decay modes. The fit yields
387+32B* mesons.

whereM; is the candidate mass obtained from a kinematic fit

V. DIEEERENTIAL CROSS SECTION of the muon and kaon tracks. The uncertaisfyon the mass
is scaled by a free parametsiin the unbinned maximum
To measure the differential cross section, we divideBhe likelihood fit which is typically~1.2. The paramete¥ is

candidate sample into foys; ranges. The invariant mass the mearB mass obtained by fitting Fig. 1. The background
distributions for each of thp; ranges are then fitted using an mass function is linear:
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TABLE I. The product of the trigger efficiency and the accep-
tance in thep; bins for run 1A, run 1B and the integrated

L 9-12GeV/c ] luminosity-weighted average for run 1.
00 —

—y v T T T [ T T T
60Ny = 160 £23 ] [ Ng= 114 £17 1
[ 6-9 GeV/c ] [

pr range Trigger efficiencyk acceptancé%)
(GeVic) run 1A run 1B run 1

[o:]
o

6-9 2.01-0.02 1.610.02 1.76:0.02
glee oo i o o o glo e w i 507 9-12 5.2%0.05 4.20:-0.04 4.44-0.03
5

5.00 5.40 5.80 .00 5.40 5.80 12-15 8.36:0.10 6.53-0.09 6.93-0.07
B Candidate Mass (GeV/c?) B Candidate Mass (GeV/c®)  15_25 11.96 0.14 0.26-0.12 0.86-0.10

Events per 15 MeV/c?
Events per 30 MeV/c?

| N= 62413 | | Ne= 7110 |
12=15 GeV/c | 15-25 GeV/c | uncertainties due to these factors are expected to be smaller
than the uncertainty on the renormalization scale.
Decays of Monte Carlo—generatBdmesons into thd/ s
and kaon final states are performed using a modified version
of the CLEO Monte Carlo prografi8] which accounts for
the expected/y longitudinal polarization. Once thB me-
ol L .1 ol — sons are generated and decayed into their final state, a simu-
D Candidar Mass (Ges\ﬁgz) * D candidars Mass (G;\ﬁgz) lation of the CDF detector is utilized. A simulation of the
trigger efficiency has also been included in the acceptance
FIG. 2. B* candidate mass distribution for the fop¢ ranges.  calculation. The events are then processed by the same
The curve is a binned fit to a Gaussian distribution plus linearanalysis code used on the data to determine the combined
background and is for illustration only. acceptance and trigger efficiency for each momentum bin.
The run 1A and 1B results which incorporate different trig-
ger requirements are listed in Table | together with the com-
+ w (5)  bined results. The uncertainties given are statistical only.

IS
o

40

Events per 30 MeV/c?
Events per 30 MeV/c?

w
fhack=b| Mi— =

C. Efficiencies of the additional selection requirements

whereb is the slope of the background amdis the mass : U -
. . ) The detector acceptance and trigger efficiencies described
range in the fit (5.15 t 6.0 Gew?). The region well above in the previous section did not account for all of the criteria

the B mass y|e_Id§ a better estimate of phe slope of the ba‘Ckfor selecting &B candidate. The efficiencies of the additional
ground since it is not affected by partially reconstrucid

decays. The likelihood function is minimized with respect toselection requirements are discussed in this section. Most of
: o these efficiencies are determined using large CDF data
the parameterdl;q, s andb. The fit yields 16&-23, 114 g a9

. samples.
ri éztu?nzilln?’s and 7110 events in the four transverse mo-  There are two components that comprise the tracking ef-

ficiencies. The first part is the efficiency of the tracking in the

level 3 trigger system which is determined using an inclusive
B. Acceptances and trigger efficiencies single muon data set. The efficiency is measured to be (97
+2)% for run 1B. During run 1A, a portion of the data-
taking suffered from the start time of each event being incor-
rectly determined. The result was an inefficiency in recon-
struction at level 3 which was determined to k&% [19]
averaged over all of run 1A. The level 3 run 1A efficiency is
(93+2)%.

The acceptance is determined from a Monte Carlo simu
lation based on a next-to-leading-order QCD calculafibin
using the Martin-Roberts-Stirling-ThornéMIRST) parton
distribution functions[14]. The b-quark pole massm, is
taken to be 4.75 Ge\?. Theb quarks are produced in the
raplldlty. rangdyb|§1.1W|th pr(0)>55 Gevk. The renor- Once an event has been accepted at level 3, one must
malization scale igu= uo=ym;+p7(b), and the fragmen-  4ccount for the offline CTC track reconstruction which may
tation scale is equal to the renormalization scale. The fragimprove the muon track quality or find new tracks that are
mentation intoB mesons is modeled using the Petersonmissed at level 3. It is also necessary to correct for the track

fragmentation functior{15] with the parameterep set to  finding efficiency for the kaon track since it is not required in
0.006[16]. This value was extracted in a fit to data collectedihe |evel 3 trigger. A detailed study20] of the CTC track

atee” colliders. Recent results from the CERNe™ col-  reconstruction efficiencies was conducted. To measure the
lider LEP and SLAC Large DetectofSLD) suggest that efficiency, we simulate single kaon tracks with the CDF

lower values ofep and other functions better describe the Monte Carlo program. We then combine the generated CTC
fragmentation ob quarks intoB hadrong[17]. Furthermore  hjts for such a kaon with the hits in an event with an identi-

the assumption that a fragmentation function extracted fronfied displacedl/ from the CDF data sample. Hits in the
e+_e_ data is an accurate descriptionthragmentation ata CTC are characterized by a |eading edge and a time-over-
pp collider lacks a strong theoretical bag®. However, the threshold. Where a real and simulated hit overlap, the hits are
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TABLE II. Summary of reconstruction efficiencies for tte

meson. The efficiencies that are not common between 1A and 1Becay lengthct greater than 10Qum is determined using
are averaged and weighted by integrated luminosity.

Efficiency in %

Source Run 1A Run 1B

CTC tracking (98.5:1.4) (99.6°09°
=95.6+2.4 =08.8"97

L3 u*u~ tracking 93-2 97+2

CTC-u linking (99.8+0.2y

=99.6+0.3

Muon chamber (9801.0)

efficiency =96.0+1.4

nu” matching cut 98.70.2

Z vertex cut 95.31.1 93.7#1.1

SVX fraction 52.4-0.6 56.3:0.2

ct>100 pum 78.4:0.5

Total 36.4-1.2

combined. Thus the leading edges used in the track recon-
struction may be obscured for the simulated kaon as the
would be for real particles. We then run the full track recon
struction program on the modified event and search for
track corresponding to the embedded kaon. We find the effi:

ciency of the track reconstruction to be (993)% for par-
ticles with pt>0.8 GeVk that traversed all layers of the

CTC, independent of instantaneous luminosity. The run 1

single track reconstruction efficiency of (983.4)% is

taken from Ref[6].

The muon segment reconstruction efficiency is found to
be (98.6:1.0)% resulting in a combined efficiency of
(96.0£1.4)%. The efficiency of requiring both muons from

A

PHYSICAL REVIEW D 65 052005

The efficiency to reconstruct B meson with a proper

Monte Carlo simulations. Thet resolution is measured in
the J/ s data set by fitting the proper lifetime of events in the
sidebands of th& candidate mass distribution with a Gauss-
ian function for the prompt component and an exponential
function for the long-lived component. The lifetimes of the
Monte Carlo generated events are then smeared using the
resolution measured in eaphk range. The efficiency showed
no significant variation with theB transverse momentum
even though the propert resolution was degraded by a fac-
tor of 2 from the lowest to the highept bin. The efficiency
of (78.4£0.5)% is the mean of the values measured in each
pt bin.

The reconstruction efficiencies are summarized in Table
Il. For the B candidates decaying to particles completely
contained within the detector acceptance, the reconstruction
efficiency is (36.41.2)%.

D. Luminosity determination

At CDF the luminosity is measured using two telescopes
f beam-beam counters to an accuracy of about 4%. We stud-
ed the quality of the integrated luminosity calculation in the

énclusive\]/ y—u u” sample. After correcting for the time-

dependent trigger efficiency, we found that in run 1B the
measured/ ¢ cross sectiorr, fell linearly as a function of
instantaneous luminositg [21]. However, for any narrow
range ofZ, o, was constant as a function of time. Since the
minimum  luminosity of the data sample is 4
x10°® cm ?s !, we have considered two possible extrapo-
lations of o, as a function ofC to £=0 to calculate a cor-
rected integrated luminosity. The first extrapolation is per-
formed assuming that the linear dependence is valid below
£<4x10% and that

the J/ ¢ to have a muon chamber track segment that matches

a track reconstructed in the CTC is found to be (98.7
+0.2)%. The efficiency of this cut is determined from a
sample ofl/ ¢ candidate events containing muons that were

. oy(0)
f L d'[—f ﬁ(t)g¢(£)dt. (6)

required to pass less stringent matching requirements at level

3

The fraction of events in which both muons from thes

We also perform the extrapolation assuming that no correc-
tion is needed below<4x 10°°. The luminosity correction

have been reconstructed in the SVX is measured using is taken to be the average of the two extrapolations and we
large J/ 4 data set. This fraction is (52440.6)% for run 1A assign a systematic uncertainty that covers the range between
and (56.3:0.2)% for run 1B. The fraction for run 1B is the two hypotheses. The correction to the integrated luminos-

larger than run 1A because the inner layer of the SVX deteclly for run 1B is
tor was moved closer to the beamline, eliminating a small
separation between silicon wafers in the first layer present in

run 1A. REEJ L‘dt/ J,C’dt=0.88t0.04. @)

TABLE lll. Summary of p; dependent systematic uncertainties.

Source Fractional uncertainty in eaph bin
p7 range (GeVe) 6-9 9-12 12-15 15-25
QCD renormalization uncertainty 1.6% 1.5% 1.7% 1.5%
Peterson parameter uncertainty 0.7% 1.6% 1.0% 1.7%
Trigger efficiency uncertainty 3.1% 2.7% 2.1% 1.7%
pr dependent totalsyst, ) 3.6% 3.5% 2.9% 2.8%
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TABLE IV. Summary of fully correlated systematic uncertain- largest of these uncertainties is due to limited knowledge of

ties. theB™ — J/4K™ branching ratid 12] which yields a system-
: : atic uncertainty of about 10%. Other sources of correlated
Source Fractional uncertainty  yncertainties are due to the uncertainty on the total recon-
Reconstruction efficiency 42704 struction efficiency shown in Table Il and knowledge of the

integrated luminosity collected at CDF during run 1. There is

L . RPN
tﬂ%?;%ﬂffﬂg;y ;jéc;: an additignal systematic uncertaipty_associated with the re-
Branching ratio uncertainty +10.2% cpnstru_ctlon of kaons that decay inside the CTC vo_lum_e. A
Kaon decay-in-flight uncertainty - 4.0% S|mulgt|on shows that about 8% of the kaons decay in flight,
Fully correlated total (sys) :12‘ 8% of which half are successfully reconstructgg]. We assign

the full value of the correction as an uncertainty for the kaon
acceptance of (964)%. This assumes that such tracks are
E. Systematic uncertainties modeled realistically in the simulation. The total correlated

We divide the systematic uncertainties in the measuredncertainty of 12.78% is given by the sum in quadrature of
ment of theB* meson production cross section into two the fully correlated systematic uncertainties summarized in

classes:pr dependent uncertaintiessyst, ) that change Table IV.

from onepr bin to the next and fully correlated uncertainties
(syst.) that are independent qf; .

F. Results

The differential cross sectioto/d py is calculated using
1. py dependent systematic uncertainties the following equation:

The p; dependent systematic uncertainties include varia- .
tions of the production and decay kinematics that would af- do(B7) _ Nsig/2
fect the determination of the acceptance. We have considered dpr Apr-L'-A-e-B
effects due to the model used to generatelitgpiark spec-
trum and uncertainties in our knowledge of the trigger effi-whereNg;q is the number of chargeB mesons determined
ciency. from the likelihood fit of the mass distribution in eaph

The model used to generate thequarks is based on a range. The factor of 1/2 is included because @thandB ™~
QCD calculation at next-to-leading order. Large uncertaintiesnesons are detected while we report the cross sectiddfor
in the calculation are due to unknown higher-order effectsmesons assuming charge invariance in the production pro-
These effects are quantified by estimating the scale depewess. The width of the bin isApy and£’ is the corrected
dence when the renormalization and factorization scales aii@tegrated luminosity of the sample. The geometric and ki-
varied by a factor of 2 above and below their central value ohematic acceptanca is determined from the Monte Carlo
M= o= \/pT2+ mzb. The Peterson fragmentation parameter issimulation and includes the kinematic and trigger efficien-
varied by +0.002 around its central value e,=0.006. In  cies. The efficiencye is the additional reconstruction effi-
each case the uncertainty on the acceptance is taken to be ttiency not included in the simulation. The product of branch-
difference between the acceptance found with the centrahg ratiosB is determined using the the world-averdde]
value and the value found when each variable is varied bypranching fractions:
the indicated amounts. The dependence of acceptance on the

®

parton density parametrization and thequark mass are BR(B*—J/y K*)=(10.0+1.0)x10™* 9
much smaller and are not included in the systematic uncer-

tainty. In addition, the parameters of the trigger simulation BR(J/¢y—pu* ™ )=(5.88+0.10 X 102 (10

are varied by=1¢. The totalpr dependent uncertainty is ) ) ) ) )

given by the sum in quadrature of tpg dependent system- Table V lists the differential cross section as a function of
atic uncertainties summarized in Table III. pr. The three uncertainties quoted on the cross section are

statistical(sta), pr dependent systematic (syTs)t; and fully
correlated systematic (syst, respectively.

The correlated systematic uncertainties include uncertain- Figure 3 shows the measured differential cross section at
ties that are independent of tiBemesonp; spectrum. The the meanpt of each bin compared to the next-to-leading-

2. Correlated systematic uncertainties

TABLE V. B* meson differential cross section from the run 1 data.

(p7) Acceptance Cross section
(GeVic) Events (%) (nb/[GeV/c])

7.34 160- 23 1.70:0.02 815 117(stat)= 31(sysp ) + 104(syst;)
10.35 114-17 4.44+0.03 222+ 33(stat)+ 8(sys} ) + 28(syst.)
13.36 62+ 13 6.93:0.07 77.5-16.2(stat) 2.4(sys$.) +9.9(syst,)
18.87 7110 9.86:0.10 18.7-2.6(stat} 0.6(sys}. ) + 2.4(syst.)
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B* Meson Differential Cross Section > 5.0 T T T T T T T T
z [T T 2 | — Fitto points )
5 10F W = = Data/Theory = 2.9 + 0.2 + 0.4
8 L. — < Systematic + |7 E r [ |Fully Correlated Systematic Error 7
= . i Statistical Error |] ©
£ _ L<— statistical Error | = - ) g
T - B . Ay
® ok ] 5 DR A |
107 = 2.5

o E E I |

- . NLO QCD MRST, 4.5 < m, < 5.0 GeV,/c?, 1

r 1 2 /2 < i < 24, 0.004 < g, < 0.008,

" T rooTT 0.352 < f, < 0.398 T

i 1 |« (CTEQS—MRST) /MRST J

10" = F_"__-__________________________________________________......._._._.-
F ] 0.0 s
= ‘\ ...............................
P S T T [ TR T RO S NN SR SR TR T N SO S T
1 PR T ST T T TR T T T S S N S SR thed 5 10 15 20 25
5 10 15 20 25 p; (GeV/c)

pr (GeV/c)

) ] FIG. 4. Plot of data/theory as a shape comparison with the NLO
FIG. 3. B" meson differential cross measurements compared tQycp differential cross section calculations.

the theoretical prediction. The solid curve is the theoretical predic-

tion for m,=4.75 GeVk? uo=\my+pr, €=0.006 andf,  the QCD predictions obtained using a different set of parton
=0.375. The dashed I|ne§ illustrate th_e chgnges in the theory onG§istribution functions determined by the CTEQ Collabora-
these parameters are varied as explained in the text. tion [23]. The effect of changing the parton distribution func-

tions is negligible in comparison with the variation associ-

order QCD[1] calculation using the MRST parton density ated with uncertainties in theb quark mass, the

fun_ctio_ns[14]. The experimeptal points are plott_ed <¢1T>_ fragmentation parameter and the renormalization scale
which is the value op+ for which the theoretical differential shown by the dashed curves
cross sectiof14] equals the mean cross section in each mo- '

mentum range
VI. THE TOTAL CROSS SECTION

do

— L [erde 11 The total cross section is obtained by using a method
de Pr- ( )

(pr) Apr dpr similar to the one used for the determination of the differen-

tial cross section. However, the last tranverse momentum
The dashed lines in Fig. 3 indicate the change in the thebin, 15-25 GeW, is replaced with the invariant mass dis-

oretical predictions as tHequark mass is varied between 4.5 tribution for B* candidate events withpr>15 GeVk

and 5.0 GeV¢?, the renormalization scale is varied between

mol2 and 2uq, and the Peterson fragmentation parameter is

varied between 0.004 and 0.008. The solid curve is for the Ne= 81+ 11

central values of these parametens;=4.75 GeVE?, uq 60~ S TET 7]

= JmZ+pZ, and ep=0.006. The fraction ob quarks that [ 7
fragment intoB™ is f,=0.375-0.023[22]. This fraction is
varied between 0.352 and 0.398.

The comparison between data and theorydetdpy is
aided by plotting the ratio of data/theory on a linear scale, as
shown in Fig. 4. The level of agreement between the data
and the theoretical prediction is determined by fitting a line
through the four ratio points. The fit yields a scale factor for
data/theory of 2.90.2 (staﬂasyng)tOA (syst.) with a

confidence level of 72%. The first uncertainty on the scale
factor is the uncertainty returned by the fit to the ratio points
whose uncertainties were determined by summing the statis-
tical and the pr dependent systematic uncertainties in ob— e L 1
quadrature. The second uncertainty is the fully correlated 5:00 5'2080 d%‘t‘OM G5\’/?2 250
systematic uncertainty. The hatched band shows the magni- andidate Mass (GeV/c’)

tude of the fully correlated uncertainty which arises mainly FIG. 5. B* candidate mass distribution fpr(B)>15 GeVk.
due to the poor knowledge of th®@"—J/¢K™ branching The curve is a binned fit to a Gaussian distribution plus linear
fraction. Also shown is a comparison between the shape dfackground and is for illustration only.

S
(@]

Events per 30 MeV/c?

N
o

052005-9



D. ACOSTAet al. PHYSICAL REVIEW D 65 052005

shown in Fig. 5. With 81+ 11 candidates and an acceptance The measured totaB* production cross section for
of (10.19-0.16)%, the integrated cross section fpr  p7(B)>6.0 GeVk and|y|<1.0 is

>15 GeVk is 207+ 28(§tat)t 5(sysp,) + 26(syst:) nb. os(pr>6.0 GeVk,|y|<1.0=3.6+0.6(statbsysh ub
The integrated cross section fBrtransverse momentuimy (14)
>6.0 GeVkt and|y|<1.0 is given by:

4

where the uncertainty is the sum in quadrature of the statis-
N;/2 tical and both correlated argr dependent systematic uncer-
0(B+)=2 T A-eB (12 tainties. The differential cross section is measured to be 2.9
=1 & Aine +0.2 (stabsysh)+0.4 (sysf) times higher than the

each momentum bind; is the acceptance and is recon- uncertainty is the sum in quadrature of the statistical ppd
struction efficiency. Thle total cross section is: dependent systematic uncertainty and the second is the cor-

related systematic uncertainty. The new measurement of the

og(pr>6.0 GeVk,|y|<1.00=3.6+0.4 (statdsyst, ) B* differential cross section confirms that the absolute rate
T is larger than the limits of that predicted by typical variations
+0.4 in the theoretical parameters.
0.4 (syste)ub, 13) These measurements supersede those of| Bf.
where the first uncertainty is the sum in quadrature of the ACKNOWLEDGMENTS
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