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Detecting gravitational wave burstsharacterized by short durations and poorly modeled waveforeas
quires coincidences between several interferometric detectors in order to reject nonstationary noise events. As
the wave amplitude seen in a detector depends on its location with respect to the source direction and as the
signal to noise ratio of these bursts is expected to be low, coincidences between antennas may not be very
likely. This paper investigates this question from a statistical point of view by using a simple model of a
network of detectors; it also estimates the timing precision of a detection in an interferometer, which is an
important issue for the reconstruction of the source location based on time delays.
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[. INTRODUCTION information—source location in the sky, GW waveforms, as-
trophysical parameters—from these triggered dpta@—

In the next few years, the first generation of long baselinel9,21]. In this article we will not address this question,
interferometric detectors of gravitational wavgaw'’s) will which will be the main topic of forthcoming papers aiming at
be operational1-4]. Among the most promising sources of developing coincidence strategies for the detection of bursts
GW'’s, the compact binary inspirals and the periodic sourcesvith a network of both GW antennas and detectors sensitive
have already been studied for a long tifsee[5] or [6] for  to other radiation such as neutrinos.

a review; more recently, some analysis methods have been Simulations of massive star collapg@®?,23 give typical
developed to look for GW bursts of short duration and un-GW amplitudes too low to expect a likely detection of
known waveform, which are the subject of this paper. sources outside the Galaxy; more optimistic estimates have

Type |l supernovad|[7] and references thergimnd the been computed recently for the merging phase of two neu-
merging phase of binary compact star and/or black hole sygron starg24] or a neutron star and a black h¢R5], whose
tems[8] are the most common burst sources foreseen butoalescences could be detected to 10 MPc given the planned
others such as, e.g., cosmic striri§$ could also be consid- sensitivity of the first generation of detectors. In both cases,
ered promising. The lack of knowledge of such GW signalsas the GW amplitude is just above the noise level, the signal
prevents us from using the optim@Vieney filtering method to noise ratiogSNR’S) are nevertheless expected to be low,
and requires suboptiméle., less efficient yet robusfilters;  all the more that the wave amplitude detected in a given
various techniques have already been studied by differerantenna depends on its location and orientation with respect
groups. The “excess power statistic$10] monitors the to the sourc¢5]: when the source direction is not orthogonal
power of the detector output with time and is shown to beto the detector plane, the response to the GW is not optimal
optimal when minimal hypothesésignal duration and band- and so the SNR is decreased.
width are the only known quantitiesire taken into account Therefore the feasibility and efficiency of coincidences
[11]. Time-frequency methods have also been presented: tHeetween interferometers currently under construction world-
authors in[12] use the Wigner-Wille distribution to trans- wide is an important question: are these coincidences likely
form a time series into two-dimensional maps in whichor not? This problem has so far attracted little attention in the
ridges are looked for by using the Steger algorithm; dliterature, whereas it should be the starting point of the study
Student-like test on noise periodograms has been studied of coincidence strategies: a precise knowledge on how a net-
order to detect nonstationary evefit8]. More generally, we work of detectors surveys the sky is essential in defining the
have developed a set of filters able to be used as on-linkest possible methods to analyze their data.
triggers[14—16, the most promising being the “alternative ~ This paper addresses this topic from a statistical point of
linear fit filter” (ALF) [16], which aims at detecting a non- view by performing Monte Carlo simulations of the detec-
zero slope in data windows. tion process in a network of antennas. After describing the

As burst signals are poorly modeled, only an accuratenodel used in the computations, we briefly recall the struc-
knowledge of the detector behavior could allow us to prop-ture of the beam pattern functions—describing the interac-
erly separate a real GW from nonstationarities in a singldion between a GW and a detector—and extract from them
antenna; therefore, one will be more confident about the resome information on the accuracy with which a particular
ality of a candidate event in the case of a significant coincisky direction is surveyed by a given interferometer. We will
dence between several interferometers, or between an intasse the celestial sphere coordinates, i.e., the right ascension
ferometer and other types of detect@meutrinos, y-ray  « and the declinatiord to label sources. Sky maps will be
satellites, et¢. Many studies in the literature assume suchconstructed to characterize the detection power of each an-
multidetections as the starting point of the analysis and deaknna and any combination of them.
with the “inverse problem,” i.e., how to extract Next, we introduce a quantity independent of any detec-
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TABLE |. Detector data; all angles given in degrees.

Detector Latitudd LongitudeL Arm separationy Azimuth y
VIRGO 43.6 —10.5 90.0 206.5
LIGO Hanford 46.5 119.4 90.0 261.8
LIGO Livingston 30.6 90.8 90.0 333.0
GEOG600 52.3 -9.8 94.3 158.8
TAMA300 35.7 —139.5 90.0 315.0
AIGO —31.4 —115.7 90.0 To be defined

tor, pmax,» Characterizing a GW strength; the simulation interferometric detectors, several noise features are likely to
results—detection probabilities for different configurationsbe present on top of Gaussian noise: power lines, long term
in the network: single antenna, twofold coincidence, threedrifts, transients, and so ofsee, e.g.[30]). They imply a
fold coincidence—are then presented either as functions dhodification of the noise statistics and therefore a change in
pmax @nd (@, 8 on a sky map, or simply versys,,, after  the response of detection algorithms. The main consequence
averaging over all the sky directions. is an increase of the false alarm rate with respect to the more
Finally, the timing accuracy is strongly connected to theideal simulations.
detection problem: reconstructing the source location in the One way to solve this problem would be to increase the
sky or performing coincidences with other types of detectoirigger levels but this is quite unsatisfactory as it would
(y rays, neutrinos, etcrequires a good knowledge of the lower the detection sensitivity. The nonstationarities must
GW event timing in the interferomete@y. Therefore, we also therefore be studied and then removed by some suitable sets
present some results about the timing precision one can ef “on-line” algorithms before the data filtering. Some of

pect for typical burst detection before concluding. them already exisf13,31,33 and others will be developed
when real data are available in parallel with a better under-
Il. MODELING THE DETECTION PROCESS standing of the interferometers. For the sake of simplicity,
IN A NETWORK OF INTERFEROMETERS we assume in this paper that such a treatment is performed

before the data analysis and so we do not take into account
In this section we present the different hypotheses used iany non-Gaussian contribution in the detector noise.
the Monte Carlo simulations whose results are presented be-
low: first about the network of detectors; then we give some B, The gravitational wave burst and the source direction
assumptions about the GW burst and the calibration of its

amplitude; finally, we detail the detection process itself. As a generic GW burst signal, we use a one-parameter set

of Gaussian bursts

A. The network

t2
G.(tH)=K - =/, 2.1
Each detectoD; is described by a set of four angles: its A ex;{ 27 ) @D

latitudel;, its longitudeL;, the angle between the two arms

xi» and an orientation angle defined as the angle between where the widthr is taken between 0.1 and 10 ms dds a

the local South direction and the bisecting line of the detecscaling factor. Therefore, the maximum SN&rresponding
tor arms counted counterclockwise. The values of thes& an optimal detector orientation with respect to the source
angles can be found in Table | extracted fr¢@6], apart direction and by using Wiener filtering referred to apmax

from those for AIGO[27]. in the following, is given by[14]
The interferometer noise components are assumed to be
white (after whitening[28,29 and applying line removal a4 for
[31] method$, Gaussian, broadband, additive, and uncorre- Pmax:KT- (2.2)

lated; lacking realistic sensitivities validated by

measurements—this information will appear when detectoBy assuming a value fop.,, it is straightforward to com-
runs start—we also assume they all have the same noisgteK from Eq.(2.2) and so to characterize the amplitude of
standard deviatiomr and sampling frequenci,. the GW burst independently of any detector.

The exact value otr is of no importance as all the dis-  Of course the real waveforms are not expected to be
cussion of the paper is focused on SNR comparison. Fopurely Gaussian but will present one or several peaks carry-

example, by assuming a sampling frequefigy: 20 kHz(as  ing a large fraction of the total signal. This justifies the use of
in the VIRGO experimentand a uniform one-sided spectral

density S,~16x 10" *9Hz (equal to the minimum of the

foreseen VIRGO power spectrgmone finds from o IThis choice corresponds to what Thorne calls “optimum source
~\/S,fo/2 a rms noise value aF=4x10 2%, direction and polarizationt[5], p. 37)). pmaxiS computed from the

Another assumption to be discussed is the choice of &viener filtering theory by wusing the formula p?,,
stationary noise. As shown by data taken by prototypes of(fy/d?)[G,(t)%dt.
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Gaussian pulses in the present generic study. More definite h(t)=F_ (t)h,(t)+Fy(t)h(t). (3.2
studies could be performed for GW sources with well-
modeled waveforms. The corresponding weighting factors are called beam pattern

In addition to the two coordinatea and & previously functions; they have values in the rangel; 1] depending
introduced, a third variable is necessary to determine comen the longitude and the latitude of the detector location, as
pletely the GW: the polarization angk one of the Euler well as its orientation, the angle between the interferometer
angles describing the wave coordinate system in the transwms y, the sky coordinatesa, 6) of the source, and the
verse traceless gauge with respect to the celestial frame. Miave polarization angle. Still following the notation and
the simulations, unless specified otherwise, the GW sourcednalysis of 26], one can compute the general expression for
are assumed to be uniformly distributed over the sky=(  the beam pattern functions:

[— ], sinde[—1;1),¢e[ —m ). )

Finally, one has to note that the arrival time of the GW in F.(t) cos2y  sin2y
the detectors ia priori not synchronized with the sampling, Fx(t) —sin2y cos 2y
which will cause some losses in SNR and in timing accuracy
for very narrow bursts. The factor siny recalls that the best response is achieved for

detectors with orthogonal armfsuch as, for instance,
VIRGO and the two Laser Interferometric Gravitational
Wave ObservatoryL IGO) interferometerf the a andb fac-

The detection method used is Wiener filtering— tors depend neither o nor ony and so 2 appears like a
correlation with the known signal itself—for the sake of sim- rotation angle and sig like a scale factor for the beam pat-
plicity: it is an approximation of no consequence as an eartgrn functions.
lier paper[14] showed that the one-dimensional parameter Because of the earth proper rotational motion the sky is in
space] 7min=0.1 Ms7m=10 Mg can be covered by a dis- gpparent motion with a period equal to a mean sidereal day.
crete lattice of Gaussian filters ensuring a detection with arherefore, the beam pattern functions associated with a
mismatch SNR loss lower than 1%. The threshold value Oréource |ocatior(a, 5) depend also on the Uﬂ;' let us intro-
the filter output is set top=4.89 which corresponds to a dyce the local sidereal tim#(t) for a detector of longitude
false alarm rate of 1C, i.e., 72/h for the VIRGO value of |-
the sampling frequency,. This rather high value of the
threshold is a compromise between a good detector sensitiv- T(t)=kt+T greenwick 0) — L (3.9
ity and a reasonable number of false alarms. Moreover, as_ ) )
soon as interferometers work together in a network, theiWith x=1.002737%15°/h. Tgreenwic0) is the Greenwich
thresholds can be lowered even more as coincident falseidereal time &0 h UT and theminus sign before. comes

alarms are really unlikely. For instance, assuming the samf0m the fact that longitudes are counted positive westward.
false alarm rate in two detectoré72/h) and an— Then one can define the local hour angle of the source:

overestimated—coincidence time window of 100 ms, one _ R _
expects only 3.5 compatible false alarms a day. HO)=T(t) = a=rt=(a+L)* Tereenmick 0). (3.5

One claims a detection if the filter output overcomes the  gytensive calculations yield the complete expressions for
threshold at least once in the analysis window. Decreasing andb (depending on, 8, 1, L, , andt); we recall them for
_7 _8 - . ) ) ) ) 1 1
the false alarm rat€10™,10°%, etc) will not dramatically  the sake of completeness even though they are completely

increase the threshold, so the results presented in the follovgguivalent to those presented in Sec. 2.126f (see also the

a(t)
b(t)

. (33

=sin)((

C. The detection procedure

I1l. AVERAGED BEAM PATTERN SKY MAP a(t)=-— ﬁ sin 2y(3—cos 2)(3—cos 25)cos (1)
— % cos 2y sinl(3— cos 25)sin 2h(t)
— % sin 2y sin 2l sin 26 cosh(t)

A. Beam pattern functions

In the frame associated with the Gilhe wave direction

beingz by convention, in the TT gauge, the spatial metric — 3 €0s 2y cosl sinf(t) —§ cos 2y cos’ | cos’ &,
perturbation is given by (3.6
he(t) hy() O b(t)= —cos 2y sinl sindcos Z(t)+ 2 sin 2y
H(t)=| hx(t) —h.(t) O (3.2 X (3—cos 2)sinssin 2h(t)
0 0 0 —cos 2y cosl cosé cosh(t)
+ 1 sin 2y sin 2l coséd sink(t). (3.7

with h, andhy corresponding to the two independent wave
polarizations. By assuming the detector size small compared
to the reduced wavelength of the GM/] and by following

the treatment presented, e.g.[18,26], it is straightforward The main interest in studying beam pattern functions is to
to show that the respon$gt) of an interferometric detector characterize the sensitivity of an interferometric detector for
to this wave is a linear combination of the two polarizations:different directions in the sky, independently of its noise

B. Detector sky maps
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tions that are orthogonal to the detector plane and four
minima (direction of the bisector of the two arms and its
three images by rotations of angle#2, 7, and 37/2 in the

detector plangincluded in a large “valley” wherd- remains
quite small.

To simplify the analysis presented in this paper we now
consider only three of these antennas as this is the minimum
number required in order to be able to reconstruct the source
direction in the sky in case of a full coincidence. We keep the
two LIGO interferometers as they have been planned to work
coherently by construction and as they have the same design

sensitivities; VIRGO and GEO600 have almost identigal
sky maps(at least for the areas where the averaged beam
pattern function is maximaland so keeping one of the two
(retaining VIRGO which is expected to have a sensitivity
similar to LIGO) is enough to compute the main properties
of an American-European network. Finally, even though the
TAMA300 sky map is different from the other ones, its ex-
pected sensitivity is too small—with respect to the other an-
tennas previously mentioned—to help the network detection.
So, in the following and in Sec. IV, the network chosen is

FIG. 1. Comparison of the beam pattern maps averaged over “}rgade of three detectors: VIRG(Y) and the o LIGG in-

polarizationy for the six detectors of the network: VIRGO, LIGO lerftel;;)metters n Hart?:ordH) andtLéVItngSt?P (_);ththi S?_b d
Hanford and Livingston, GEO600, TAMA300, and AIGO. The ected antennas are those expected to achieve (né best broad-

AIGO orientation yyeo=0°, not currently specified, has been band senS|t|V|t|es._ Nevertheless, the results present'e'd in thls
roughly optimized by Monte Carlo simulations. paper can be easily extended to accommodate additional in-
terferometers into the network as shown in Sec. V.

curve. This can be done by performing a quadratic average The regions of maximunf are rather close for the two
of the beam pattern amplitude over the unknown polarizatiortrlllGRg(;nt_?_::erofmewfs but quite different fforr? IQOSG Ofd
iy 2 i . Therefore one can expect on one hand a goo

angley: It leads to ajrindependent quantiyf(t) given by complementarity between the three interferometers for a
single detection—a clear advantage to maximize sky cover-

. (3.8 age. On the other hand, the ability to perform coincidences
among the three detectors is expected to be significantly
reduced—at least for small SNR values.

N

0
TAMA

F(t)= % JaZ(t)+b%(t) e

1
0;,—
V2

We choose to present the variations Bfin a two-
dimensional contour plot figure—the “sky map”—where
any direction is located by a couplexsiné)e[—m;7] . _ . _
X[—1:1]. For a given detectoEdepends not only or and As mentioned before, the two-dimensional maps previ-
Sbut ;ilso on the time. For thé sake of simplicity, each sky ously defined are also functions of time. Therefore, another
map shown below in the paper is determined at the time Way to present the information they contain is to avergge
=t, defined byxto+ Tgreenwic{0)=0[27]; to have results Over one sidereal dagand so overa) and keep only the
at another time one can simply imagine the map on a cyl- dependence in the declination variable 8in
inder whose axis is along the sédirection and rotate it by 1 (n
a9 (1) =H(t) — H(to). (F)avefageesing):—f daF(a,sind). (3.9

Figure 1 compares the sky maps of thh@veraged beam 27 )
pattern functionF for the six interferometers currently in
deVeIOpment or planned in the world: VIRGO, the two LIGO Figure 2 presents the graphs (ﬁ)everage‘jfor the three
antennas, GEO600, TAMA300, and AIGO. In each case, thgjetectors VIRGO, LIGO Hanford, and LIGO Livingston.

F averaged value over the whole sky is 0.42 and the rms ilote that the vertical axis scale is zero suppressed to enhance
0.16; each map presents two maxima corresponding to dire¢he variations which are in fact smalkc30%) around the
mean value of 0.42. Due to the successive averages, these
plots mainly depend on the detector’s latitude, which ex-
Because of this procedure it is no longer possible to separatplains why the VIRGO and LIGO Hanford curves are quite
“+”and “ X" polarizations and thus the averaged values are equasimilar. To make this figure more concrete, vertical lines are
for the two beam pattern functions. This definitionfoinay seem  given corresponding to the locations of some centers of gal-
to be somewhat arbitrary but it is well correlated with the detectionaxies where GW sources are expected to be found: the Gal-
probability as shown by results given later in the paper. axy, the Magellanic clouds, M31 Andromeda, and M87 in the

C. Daily averaging
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FIG. 2. Daily average@ for the three detectors VIRGO and the FIG. 3. Detection efficiency versyse,, for a false alarm rate of
two LIGO interferometers; the vertical dashed lines correspond ta Q6.
the location of some galaxy centers: the Galaxy, Magellanic clouds,

Andromeda M31, and M87, one of the biggest components of the ] o ) ) ) L
Virgo cluster. rate. This efficiency is simply given bys; erfd(»n

—prea) /2] Where 7 is the corresponding threshold and erfc

Virgo cluster. For the galactic center and M31, the three deth® complementary error function.

tectors are roughly identical whereas Livingston is better for The 50% efficiency is reached fpfe,=threshold=5 and

M87 and VIRGO/Hanford for the Magellanic clouds. the detection is almost always successful for real SNR’s
higher than 7(efficiency higher than 989 Note that this

curve obviously does not depend on the beam pattern.
IV. DETECTOR CONFIGURATIONS Adding the effect of the nonoptimal detector response
gives graphs such as those shown in Fig. 4. For two values of
Pmax—L10 and 20—and a Gaussian width &1 ms, one
sees the following; continuous line—the distributionmf,

The detection procegsvhether exceeding a threshold or
not) is not linear; therefore, it can only be studied by using

Norte Caro Smlators, %0, 1 1 010U, 01T 10 p;consan s curve shape 1 tue only 1 the ear
9 P ! pattern; and dashed line—the fraction of events really de-

of sources in the sky which correspond to the ranges of vari: . : o
ables quoted in Sec. Il B. The results are twofold: detectio tected, computed by including the detector efficiency from

o . r]:ig. 3. From 0 top,,,/2 the distribution ofp,.y is flat; for
Eghcfﬁycﬁzgsr?gpmgé?e\girgr?i)?o%\;egi[ii; T/g,rg:;g;hd;t% ? h_igher value_zs, it d_ecreas_es monot(_)nically up to the maximal
a givenp a,ve.rz.a,ged om. Various configurations are stud- s!gnal to noise ratio. Adding the noisy detection process con-
ied frommgx’single interferbmeter to the search for full coin-Slderably lowers the number of events detected at small real
cidences between VIRGO and the two LIGO antennas, o\ R Put keeps almost all those with,= 7. By comparing

" the number of detected events with the total number of
events generated by the Monte Carlo simulation, one can
A. Single detector compute the detection efficiencies: 32% fgf.,=10, 66%
for pmax=20.
1. The example of VIRGO Simulating the real detection process, one obtains Fig. 5,

As shown in Sec. Il A, the amplitude of the GW interact- which shows the detection probability versws,, for differ-
ing with a detector has to be multiplied by the beam patterrent values ofr. As expected, this probability depends only on
function with respect to the ideal cag@ptimal incidence and the signal to noise ratio, which is the relevant variable in
polarization. Therefore the signal to noise ratio is lowered signal analysis. Due to the beam pattern functions, the detec-
by the same factor: let us denote Py, the productF tion efficiency remains low even for large optimal signal to
X pmax,» WhereF is the beam pattern function. Figure 3 pre- noise ratios: withp,,,=10 the detection efficiency is only
sents the detection efficiency as a function of the real signedbout 30%; it reaches 50% fgr,,,=14, and 90% for—
to noise ratiop,ey for a linear filter with a 10° false alarm  unlikely—high values.
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Prmoc=20 Prea FIG. 6. Comparison of detection efficiency sky maps for three

FIG. 4. Distribution of the real SNR of the GW burst assuming values ofpy,: 10, 15, and 20. The polarization angfeis ran-
Pmax=10 or 20 andr=1 ms. The continuous line shows the SNR domly generated ensuring more realistic probabilities. Note the dif-
distribution due only to the beam pattern functions; the dashed linéerences in the black/white code on the various graphs.
represents the final fraction of events detected by the filterin
method computed by using the results shown in Fig. 3.

i Threshold

(=2}

gdepends on the relative position of the source with respect to
the interferometer. Figure 6 presents the detection efficien-
From these graphs one can conclude that including beagies versusa, siné) for three values 0p .. Note that these
pattern functions in data analysis has major consequences dtree maps are highly correlated with the upper graph of Fig.
detection efficiency by greatly reducing the detection prob-1: F is thus a good—and easily computable—estimator of
ability even for highpmax- the detection probability in a given sky direction, especially
The previous results deal with averaged efficienciesn the low SNR region where the first detected events are
around the whole sky; of course, the detection probabilitylikely to be located.
In the first case g,ax=10), detections are possible for

&qoo ; incoming wave directions almost orthogonal to the detector
[ plane, considerably reducing the detection rate: a large frac-
080 [ . tion of the sky remains invisible. Fg¥,,,=15 and 20, the
2 e detection probability is more uniform over the sky; the four
& 80 e minima are still there but they now cover narrower regions
g g // whose areas decreasem®s, increases. In the last case, there
070} & are simply blind islands among regions where the detection
z = - .
g I / efficiency is larger than 60%. . .
© 60 [ Converting the results of these maps into fractions of sky
S / with given detection probability leads to Fig. 7. One can note
50 7. =0.1ms that especially at largpe .« the fraction of sky covered de-
// —_7=05ms creases first slowly when the detection probability level in-
i = 1 ms creases and then more rapidly after some critical value. The
/ :; ?;“:13 reason for this evolution can be understood by looking at
o i Fig. 6, considering the large part of the sky where the effi-
F ciency is large and almost constant. The detection probability
C / is higher than 30% in 40% of the sky fqry,.,=10; for
€0 Eo Pmax=15 it is more than 50% in half of the sky; and it is
i / almost 60% in 70% of the sky fgs,,.x=20. Therefore de-
10 :/ tections are likely for high maximal SNR,,, in any direc-
i tion but even forp,,.=20 the efficiency never reaches 90%.
9590 15 20 25 30 35 40 45 50 . . .
Prmox 2. Daily averaged detection probability
FIG. 5. VIRGO detection efficiencgin %) for different values This analysis can also be done for the two LIGO interfer-
of the width 7 of the Gaussian signal as a functionmf,. ometers; as expected, averaging the detection probability

042004-6



DETECTION IN COINCIDENCE OF GRAVITATIONA. . .. PHYSICAL REVIEW D 65 042004

~100 ~J00
T K N L —
g . N [ Any single L
:g- %0 : i A T - 5\90 :interf rometer. : ny. tw folq VVVVVVV R
c [ N : g coinc dencg, _________ .
Ceol ", Prer=20 SISO S NS N N } e
S 80 = 80 - g
S [ [ . Single ..
8] . [}
2 [ S c [ / y interferometer (Virgo)
270 F 070 |
. \ Omo=15 Tt ’ -
[ o R S o S T R R SR
60 Y o 60
r Pre=10 X / ..+~ Threefold
50 L 50 | & coincidence
40 | 40 :
30 | \
20 |
10 | \ !
0 0 10 20 30 40 50 60 70 80 90 100

15 20 25 30 35 40 45 50

Detection efficiency (in percent) Ormox
~ FIG. 7. Fraction of skyin %) associated with a detection effi-  FIG. 9. Efficiency of detectiottin %) for various network con-
ciency higher than a given value fpf,,=10, 15, and 20. figurations of the VIRGO and the two LIGO interferometers. Con-

tinuous line, detection in at least one of the three interferometers;
over the whole sky while taking ., constant gives exactly for comparison, dashed line recalls the detection efficiency in a
the same results. To compare the three interferometers, wingle given interferometer. Dotted line, detection in at least two
simply average onx over one day. Thus Fig. 8 shows the antennas; dot-dashed line, full coincidence in the three detectors.
daily averaged detection efficiencies for each of the detectors
and for three different values of the maximal signal to noisethat the detection probability is shifted to higher values for
ratio, pmax=10, 15, and 20. As in Fig. 2, the dashed verticalincreasing ppax; nevertheless, the curve shapes do not
lines indicate some locations of galaxy centers. One can se&hange too much and remain close to those shown in Fig. 2

for the averaged beam pattern functions: LIGO Livingston

ol has the best results for small valueq sin 5| whereas LIGO

~ I Hanford and VIRGO are more efficient for largsin §|. But

% 60 i i : i there remain some differences between the two figures so
s [N i : i that we should refine our previous statement: computing av-
STl vl N D YT S - eraged beam pattern maps allows us to have an idea of the
B e T i e o G Gl T o et W detection probability in different sky areas but it is necessary
o -1 -08-06-04-02 °=1O°‘2 04 08 O'ssina; to perform Monte Carlo simulations including the detection
s Prox process to compute the correct probabilities.

Shal’

« 6o L B. Detector complementarity

[ M] i

g i ; As we already checked that detection depends only on
540 ; i i signal to noise ratio and not on the signal shape itself, we
A & P A T A T S chooser=1 ms—a typical burst duration for the Gaussian
o -1 -08-06-04-02 O=15O'2 04 06 o.ssim; waveform we use—in the following. In this section, we
s i study the complementarity of the antennas, i.e., how their
X sky coverages complement each other, either for a single
£ 60 detection—the bR’ strategy—or for different types of

o coincidence—the AND” strategies.

Sl . : : Figure 9 shows the detection probability versus,, for

L T T T different configurations of detectors in the network; the curve
& -7 -08 -06 -04 02 0 0.2 04 06 08 1 already presented in Fig. 5—single detector efficiency—is

mox =20 siné simply recalled for comparison. The continuous line shows

FIG. 8. Detection efficiencyin %) averaged over one day for the efficiency of detection in any single detector, i.e., the
the three detectors of the network and three valugs,gf: 10, 15,  probability for a detection in at least one of the three inter-
and 20. ferometers. Network detection potential is clearly better than
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FIG. 10. Sky map of the detection efficiency in at least one of 5 10 15 20 25 30 35 40 45 50
the three interferometersg;, ., has been taken equal to 10. Prmax

FIG. 11. Twofold coincidence detection probability. Bottom
for a single antenna and the smaller {hg,, the higher the plot: full graph withp,,..[5;50]. Top plot: Enlargement of area of
difference: more than twice more detections fok B,  small maximal signal to noise ratio values.

i;ghg:;o;; thz]Sléi db%?;pmagllgt'h-gh:rgggﬁiIif;'?sler:};%é? sopigtion between the two LIGO antennas is alwa_ys more
than 85% onﬁaxaverage corT(gxsponding t0 a likely detection iefﬂment than between VIRGO and one of the LIGO mterfer-
' "Ymeters. Nevertheless, the detection efficiency remains

most parts of the §ky. small: it is only 20% for the two LIGO antennas withay

On the same figure, one can also see the curve COIe=1( One can therefore conclude that simultaneous detection
sponding to e} coyllnC|dence deteptpn in at least two detectors, wyo given detectors is unlikely for weak GW signals and
among thred" or” of twofold _CO|_nC|dence$ For_;mall val_- becomes likely~40%) only for p,=15. The last graph of
ues of pmax, the twofold coincidence probability remains this figure presents the twofold coincidence detection prob-
lower than the detection efficiency in a single interferometerapility in the network, when triggering occurs in at least two
but abovep ,.=13—where the two compared probabilities interferometers among the three. For the smallest values of
are about equal to 50%—it becomes more likely to trigger inp,.... it corresponds to the two LIGO antennas case but then
two detectors. Finally, the probability of full coincidence in it increases more quickly: already at,..=10 this probabil-
the three interferometers of the network is considered. It isty is about 50% larger than for the two LIGO interferom-
quite small forp,,=10 and reaches useful levels only for eters.
very high maximal signal to noise ratios: the 50% efficiency As the coincidence detection efficiency remains low for
is reached only fop,,,=30. small values ofphay it IS instructive to investigate how it is

To conclude this section, Fig. 10 presents the detectiodistributed over the sky. Figure 12 presents the detection
probability in at least one interferometer of the networkefficiency of twofold coincidences versuse,sind) for
(“ OR” strategy) as a function of the source location in the p,,,=10—a likely value for the SNR of the first GW events
sky. The maximal signal to noise ratio is set to 10 and so thisletected. The three first maps are for the different twofold
graph can be compared with the top map of Fig. 6. The bettetoincidences in the network while the fourth shows the de-
efficiency achievedabout double, 67% on average insteadtection probability in at least two detectors. One can see that,
of 34%) indeed corresponds to a more homogeneous deteclespite the differences in the black and white code of the
tion probability over the sky. graphs, the areas of high coincident detection probability are

In this section and the next more details are given on the@f small extent for the three configurations. In the last graph
coincidence probabilities as simultaneous detection in differthese regions are connected and the detection efficiency is
ent interferometers will ensure much higher confidence levhigher, but nevertheless a major part of the sky remains in-
els for candidate events. visible for the two-detector coincidences for low—but unfor-

tunately realistic—p,ax Values.
C. Twofold coincidences

Figure 11 shows the detection efficiencies for the three D. Threefold coincidences

combinations of two detectors: VIRGO-Hanford, VIRGO-  From the conclusions of the previous sections it is clear
Livingston, and Hanford-Livingston. By construction, the as-that a simultaneous detection in the three detectors is not
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likely unless the optimal signal to noise ratio is large. There-different networks corresponding to a given number of inter-
fore it appears difficult to reconstruct GW astrophysical in-ferometers. The aim is to define some sets of detectors suit-
formation from a source at the expected sensitivity level proable for detection or for signal reconstructi@oincidences
vided by the first generation of detectors.

Nevertheless, Fig. 13 shows the detection efficiency sky A. Full network performances
maps for values of the maximal signal to noise ratio of 10, _. .
15, and 20, respectively. In the first cage,{,=10), nonzero Figure 14 presents t.he detection performances. .Of the ex-
efficiency is concentrated in two small regions correspondinéended network. The six curves show the probability of de-

to the common visible areas of the LIGO-VIRGO combina- _

tion, but even in these parts of the sky the detection effi-5 30

ciency is lower than 30%. In the two other cases, the distri- gg

bution is more uniform with unfortunately some large areas © 15

that remain invisible—although they decreasepgs, in- -0.5 ;0

creases. —1 e L,
-3 -2 -1 0 1 2 3

V. TOWARD A MORE EXTENDED NETWORK o 1 60

OF INTERFEROMETERS 5 - 50

In this section we extend the previous study by including ¢ ;‘8

in the analysis other GW detectors located at the sites of_ 20

GEOG600, TAMA, and AIGO. For simplicity, we assume that = 10

they all have identical sensitivities. Such a situation may ~' =3 -2 —1 0 1 2 3 ©

happen in some years when all these antennas are updatt SKy Map Ppex = 15 o
and/or replaced by second generation detectors. This hypotle 1
esis allows us to get a better understanding of the comple®o.5
mentarity one can expect with the interferometers currently

0 =
planned all around the world. The AIGO orientation has been :

chosen to maximize the six-interferometer network perfor- ~°
mance; Monte Carlo simulations showed thajgo~0° is i - -1 0 1 2 3 0
suitable. Sky Map Ppex = 20 «

Two aspects have been studigd) Which fraction of FIG. 13. Threefold coincidences: sky maps for three values of

sources are detected by at least titloree, fouj antennas the optimal signal to noise ratip,,,=10, 15, 20; note the differ-
among the six with respect {@,,.? (2) A comparison of the ences in the black/white code of the various graphs.
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£ 100 R aa TABLE Ill. Averaged detection probability versus the size of the
—~ [ Atleast <TAt least . RIS AL L .
< 5 Rt leost R network; pyna=5.
\o/>\ 90 1/6 '," 2/6 3/6 ."""--At least 4/6
o . Network size 1 2 3 4 5 6
< 80 [ .
oot Averaged detection 5 g 75 11, 147 182 213
g 70 efficiency (%)
[
5 r
o 60 -
F B. Network comparison
[ At least 5/6
%0 Considering networks has interest only for coincidence
w0 b detection. The differences between different sets of interfer-
E ometers appear better with small valuepgfy: indeed, any
30 [ ) detector is likely to trigger on a strong GW signal, not be-
I Full detection . . .
i ; ; cause it has a good location with respect to the source, but
20F |} because of the signal strength itself. Therefore, this section
r P deals only with small maximum SNR's, roughty,,,=15.
10
A | | 1. Two- and three-interferometer networks
o o

S 1015 20 25 30 35 40 45 . 50 As already mentioned, only two of the six

FIG. 14. Detection efficiency for the network of six interi“fu;rom- mterferometers_—LIG.O. Hanford and .L!GO LIVIng_sFon—

oters. ha\{e been Qe_5|gn.ed jointly. Therefore, it is not surprising that
) their association is by far the best of the two-detector net-

tecting a signal in at least a given number of interferometeryvorks: the twofold detection is more than twice bigger than
(from 1 to 6 versus the maximum SNR.. As expected, the average value of the other networks gy, =10 and this
the situation appears much more promising than with dlifference remains around 30-40% @fa=15. On the
smaller network. other hand, the network LIG®LIGO has the worst results
First, for pmax=7, the “OR” detection probability is al- for a single detection: less than 50% of efficiencypafy
ready about 70% and becomes higher than 99%pfgy, =10 instead of about 60% for the other configurations. The
=>12. For a single detector and for the Virgo-Hanford- close orientation of the two interferometers implies that they

Livingston network, the 70% efficiency is reached only atoften both detect omissa given source. Therefore, the two
pmax Values of 23 and 11, respectively; in those cases, 4L1GO detectors are not sufficient by themselves for detection
virtually certain detection occurs only for unlikely high val- and the network must be extended.

ues of the maximum SNR. The situation is also much better The situation is similar for the three-interferometer net-
for coincidences as shown in Table I with two examples ofWorks. For instance, wittpma,=10, all the configurations
coincidence aims. The first one, “multiple detection,” corre- With the two LIGO detectors miss more signd2% on
sponds to a detection in at least two interferometers, which i§verage instead of 22—26 % for the other netwplks have
the minimum necessary to claim a true astrophysical signg#oincidences more often: about 30% of multidetections in-
because of the detector noises. The second one is the posgfgad of 25%. These probabilities essentially do not depend
bility of extracting physical information from the ©n the choice of the third interferometer.
coincidence—source location in the sky, GW polarizations—

which implies that the SNR is higher than the threshold in at 2. Larger interferometer network

least three interferometers to allow some suitable triangula- ., <mall values b5 for instance—adding the in-

tion. For these two possibilities, Table Il gives the MINIMUM 0 tarometers in “OR” does not allow one to reach a much

values of pyay for which the detection efficiency exceeds peqer sensitivity: the detector efficiency is only slightly bet-
some Ieve|.> . , ter than 20% as the GW signal is too weak. Table 11l shows
For pma=16,50% of the GW events are detected in foury,e getection probability averaged among all possible net-

detectors or more, which allows a more precise analysis dugq ks of a given size versus the number of detectors in-

to the redundancy of signals. Finally, detection in the comy,,eq Note that the results are roughly equal to the single

plete network remains unlikely except for very large SNRgetection probability times the number of interferometers:

values. there are very few coincidence detections. On the other hand,
TABLE II. Minimal values of p,, needed to achieve a given Of Pmax=10, the situation is much more promising: with
level of detection efficiency for two coincidence scenarios. four interferometers, the detection efficiency is higher than
80% and reaches 90% for five detectors.
Detection efficiency 50% 90% 95% The particular connection between the two LIGO interfer-
Multiple detection 9 13 15 ometers still appears even if it is reduced by the presence of
Source location and GW other instruments in the network: when these two detectors
polarization determination 2 20 23 are present, the no-detection probability is higher but coinci-

dence detections are more likely. Apart from this particular
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feature, the differences between networks are not very sig-+ 035t
nificant: configurations “well distributed” over the Earth ™ L =01 ms
(like, for instance, VIRGO/LIGO Livingston/TAMA/AIGQ Q 0325 It
have results very similar to networks chosen in a more “ran- 1\ A R B B SAS 7 =05ms
dom” way. One can conclude that the number of interferom- ‘g’ 03 N
eters used for a coincidence analysis is more important thal o i
their geographical locations for detection purpose. If the aim £ 0-275 [\ SIS
of the detection is to extract some physical informatiGw £ }
timing, source location and nature, ¢f¢his conclusion is of < 025 |
course modified; it will be studied in a forthcoming article i
[36]. 0.225 |
02 T
VI. TIMING RECONSTRUCTION "’\;,:; ) \\J\

Determination of the absolute timing of a detected GW o178 |
burst is an important question. First, coincidences in different . .
antennas require time correlations between the respective de i
tected signals. Secondly, the reconstruction of the source o |, 3
cation is based only on arrival times detected in three detec i
tors located in different places on Earth, and the better the 0.1

precision, the smaller the angular error box in the sky. 5 16 15 20 25 30 35 40 45 50
Thirdly, coincidences with other types of detector will also _ o _p"““
be based on time correlations. An application of the latter F!G- 15. Normalized timing error rmsA("™¥r), 7 being the
using neutrinos can be found [83]. Gau.SS|ar? width, versus the maximal signal to noise ratjg and
Let At be the time difference between the actual arrival®" five different values ofr between 0.1 and 10 ms.

time of the GW on the detectdy,., and the reconstructed
time tgeectCOrresponding to a detection with a given filter in
the interferometer’s output, when the SNR is maximal:

Figure 15 shows the normalized rm\$"™¥ 7 as a function
of pmax for different values of the Gaussian width Apart
from the case withr=0.1 ms, which is sensitive to the finite
sampling frequency as previously mentioned, all the other
At=tear tetect (6.1 curves are identical.

From the data analysis point of view, it is mandatory to
Generally speaking, there could be an offset betviggrand link the timing error with a measure;d qugntity, the filter out-
tyerecrSPECIfiC t0 the filter algorithm but here we assume it toPUt p- The dependence dft™ on this variable forr values
be zero as would be obtained with matched filtering whosdnsensitive to the sampling rate can be represented by
output peaks when the signal and the filter oveflapen the
only significant parameter is the rms of the distribution Atrms~1'—45 TS) 6.2
At"™S. A priori At can be split into two parts. p \1ms’ '
Atsampiingdue to the discrete data sampling of the experi-
ments. For a signal of characteristic duratiem 1/f; it is  The validity range of this equation is=0.2 ms and the filter
completely negligible as it is well approximated by a uni- outputp=5-6, as shown in Fig. 16 for a particular case,
form distribution in the rangg—1/2f(;1/2f,] whose stan- =1 ms andp,,,=20: the fit curve and the real one are in
dard deviation is 1y12f,~1.4x 10 2 ms, e.g., for VIRGO. good agreement from=6.
But for signals of small duration it can become significant by For 7=1 ms and a filter maximal output of about 10, one
randomly dropping high amplitude parts of the GW whosehas At™~0.1 ms, which is well below a millisecond, the
consequence would be to trigger off maximgon to lose the  minimum level of precision suitable for coincidences with,

evenj. for instance, neutrino detectof35].
Atiself the GW signal is embedded in detector noise, the
precise location of the output highest value will depend on VIl. CONCLUSIONS

the actual noise time series; one expects this component to
dominate for larger. From dimensional analysis it is clear ~ This paper deals with the basic aspects of burst coinci-
that At must be proportional te and so it is convenient to dence detection in a network of three gravitational wave an-
use the dimensionless quantiiyt/ 7. tennas: VIRGO, LIGO Hanford, and LIGO Livingston. It
does not focus on the signal parameter reconstruction—the
inverse problem—but rather on studying the coincidence de-
3For the ALF filter—which is not designed for matched filtering tection probability to see whether this kind of event is likely
and is nota priori well suited for precise timing—the time offset Or not. In this respect, the results obtained are somewhat
due to systematic and statistical errors is below 0.5 ms for typicaflisappointing: the detection probability in a given interfer-
supernovae wavefornjg4]. ometer is strongly reduced by the beam pattern
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The basic aspects covered in this paper about beam pat-
tern functions and timing accuracy apply equally well to all
]1‘ transient sources whose characteristic times are much shorter
than a day; in particular, this is the case for the coalescing
binary signals that are expected to last from one second to a

Fo few minutes in the detector bandwidths. So coincidence
0.25 ; . o X ) .

g S analysis of binary inspirals will face the same detection effi-
ciency problem as discussed for the bursts. Apart from this
0.2 Prme inescapable fact the situation of the data analysis is different

i ﬁm\ here since the known binary signals can be searched for

0.3

-3
gl

-
N3

Timing error RMS At™ (ms)

through matched filtering. This opens the possibility of “co-
herent” rather than “coincidence” analyses, as proposed in
[19,20, which are showrj21] to give better results than a
"""-\m simple coincidence analysis; thus, this method may compen-

01T i sate for some of the geometric effects presented in this paper
i q‘"’”"‘ﬂﬂ»«-.m by using in an optimal way all the information available in
0.05 | the detectors. This improvement is made at the cost of a large
B increase in computing power since the source sky coordi-
nates have to be included in the template definition. There-
oLl e L L ) fore, despite the fact that it is suboptimal, coincidence analy-
6 8 0 12 14 16 18 20

sis may be the only available tool in the first years of
operation of the interferometers, even for binaries and espe-
cially for poorly modeled sources such as GW bursts.

One cana priori imagine two main strategies for their
search.
functions—on the average to only about 40%. We also show (1) If the detector understanding is high enough to allow a
that there is a good complementarity between VIRGO angroper elimination of nonstationary noise events, a burst de-
the two LIGO interferometers for detectidthe “OR" strat-  tection is quite likely in at least one interferometer of the
egy efficiency is higher than 50% for an optimal signal tonetwork since they cover the sky in a complementary way.
noise ratiopn,=8), but coincidences are very unlikely for Extending the number of sensitive antennas would further
weak signals. improve the detection efficiency. This situation is neverthe-

Concerning twofold coincidences, the two-LIGO- less not likely to arise in the first periods of data taking; it
antennas configuration has a much better detection efficienayould even then be hopeless if the interferometer noise is not
compared to VIRGO with one of the LIGO interferometers Gaussian. However, this strategy is well adapted to coinci-
(a factor of 2 larger forpy.—=10). Nevertheless, adding dences with non-GW detectors if they have a negligible false
VIRGO and looking for any twofold coincidences allows the alarm rate[35].
region of likely detection to be significally extended and the (2) GW detection will in general require coincidences be-
efficiency to be correspondingly increased: a 50% enhanceaween interferometers. They may not be very frequent unless
ment is obtained fop,,—10, leading to a value averaged improvements are performed in the detector noise levels.
over the sky slightly higher than 30%. Finally, threefold co- Nevertheless, specific strategies must be devised in order to
incidences between detectors are quite unlikely below thenaximize sky coverage and detection efficiehgg].
value p.,=30 where 50% efficiency is reached. The results presented in this article give an overview of

As far as timing is concerned, the situation is quite satisthe GW burst detectability in a network of antennas focusing
factory: Monte Carlo simulations show that the rms timingonly on the detection efficiency. To go beyond, it is neces-
can remain below 1 ms even for low valuespgf,,, which is  sary to take into account the corresponding false alarm rates
an interesting point for coincidence with other kinds of de-and to compare all the available associations of detectors
tector. Even if the detection itself remains unlikely, the tim- sensitive to GW's or other types of radiation such as neutri-
ing will be accurate enough if the GW is seen by the detecnos. Forthcoming papers will deal with these questions and

Filter output p

FIG. 16. At"™S versusp for 7=1 ms andp,,,=20; the dashed
line shows the fit value.

tors. also present new ideas about the “inverse probl¢8%,36.
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