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Detection in coincidence of gravitational wave bursts with a network
of interferometric detectors: Geometric acceptance and timing
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Detecting gravitational wave bursts~characterized by short durations and poorly modeled waveforms! re-
quires coincidences between several interferometric detectors in order to reject nonstationary noise events. As
the wave amplitude seen in a detector depends on its location with respect to the source direction and as the
signal to noise ratio of these bursts is expected to be low, coincidences between antennas may not be very
likely. This paper investigates this question from a statistical point of view by using a simple model of a
network of detectors; it also estimates the timing precision of a detection in an interferometer, which is an
important issue for the reconstruction of the source location based on time delays.
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I. INTRODUCTION

In the next few years, the first generation of long basel
interferometric detectors of gravitational waves~GW’s! will
be operational@1–4#. Among the most promising sources
GW’s, the compact binary inspirals and the periodic sour
have already been studied for a long time~see@5# or @6# for
a review!; more recently, some analysis methods have b
developed to look for GW bursts of short duration and u
known waveform, which are the subject of this paper.

Type II supernovae~@7# and references therein! and the
merging phase of binary compact star and/or black hole
tems @8# are the most common burst sources foreseen
others such as, e.g., cosmic strings@9# could also be consid
ered promising. The lack of knowledge of such GW sign
prevents us from using the optimal~Wiener! filtering method
and requires suboptimal~i.e., less efficient yet robust! filters;
various techniques have already been studied by diffe
groups. The ‘‘excess power statistics’’@10# monitors the
power of the detector output with time and is shown to
optimal when minimal hypotheses~signal duration and band
width are the only known quantities! are taken into accoun
@11#. Time-frequency methods have also been presented
authors in@12# use the Wigner-Wille distribution to trans
form a time series into two-dimensional maps in whi
ridges are looked for by using the Steger algorithm;
Student-like test on noise periodograms has been studie
order to detect nonstationary events@13#. More generally, we
have developed a set of filters able to be used as on
triggers@14–16#, the most promising being the ‘‘alternativ
linear fit filter’’ ~ALF! @16#, which aims at detecting a non
zero slope in data windows.

As burst signals are poorly modeled, only an accur
knowledge of the detector behavior could allow us to pro
erly separate a real GW from nonstationarities in a sin
antenna; therefore, one will be more confident about the
ality of a candidate event in the case of a significant coin
dence between several interferometers, or between an i
ferometer and other types of detector~neutrinos, g-ray
satellites, etc.!. Many studies in the literature assume su
multidetections as the starting point of the analysis and d
with the ‘‘inverse problem,’’ i.e., how to extrac
0556-2821/2002/65~4!/042004~13!/$20.00 65 0420
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information—source location in the sky, GW waveforms, a
trophysical parameters—from these triggered data@17–
19,21#. In this article we will not address this questio
which will be the main topic of forthcoming papers aiming
developing coincidence strategies for the detection of bu
with a network of both GW antennas and detectors sensi
to other radiation such as neutrinos.

Simulations of massive star collapses@22,23# give typical
GW amplitudes too low to expect a likely detection
sources outside the Galaxy; more optimistic estimates h
been computed recently for the merging phase of two n
tron stars@24# or a neutron star and a black hole@25#, whose
coalescences could be detected to 10 MPc given the plan
sensitivity of the first generation of detectors. In both cas
as the GW amplitude is just above the noise level, the sig
to noise ratios~SNR’s! are nevertheless expected to be lo
all the more that the wave amplitude detected in a giv
antenna depends on its location and orientation with res
to the source@5#: when the source direction is not orthogon
to the detector plane, the response to the GW is not opti
and so the SNR is decreased.

Therefore the feasibility and efficiency of coincidenc
between interferometers currently under construction wo
wide is an important question: are these coincidences lik
or not? This problem has so far attracted little attention in
literature, whereas it should be the starting point of the stu
of coincidence strategies: a precise knowledge on how a
work of detectors surveys the sky is essential in defining
best possible methods to analyze their data.

This paper addresses this topic from a statistical poin
view by performing Monte Carlo simulations of the dete
tion process in a network of antennas. After describing
model used in the computations, we briefly recall the str
ture of the beam pattern functions—describing the inter
tion between a GW and a detector—and extract from th
some information on the accuracy with which a particu
sky direction is surveyed by a given interferometer. We w
use the celestial sphere coordinates, i.e., the right ascen
a and the declinationd to label sources. Sky maps will b
constructed to characterize the detection power of each
tenna and any combination of them.

Next, we introduce a quantity independent of any det
©2002 The American Physical Society04-1
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TABLE I. Detector data; all angles given in degrees.

Detector Latitudel LongitudeL Arm separationx Azimuth g

VIRGO 43.6 210.5 90.0 206.5
LIGO Hanford 46.5 119.4 90.0 261.8

LIGO Livingston 30.6 90.8 90.0 333.0
GEO600 52.3 29.8 94.3 158.8

TAMA300 35.7 2139.5 90.0 315.0
AIGO 231.4 2115.7 90.0 To be defined
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tor, rmax, characterizing a GW strength; the simulatio
results—detection probabilities for different configuratio
in the network: single antenna, twofold coincidence, thr
fold coincidence—are then presented either as function
rmax and ~a, d! on a sky map, or simply versusrmax after
averaging over all the sky directions.

Finally, the timing accuracy is strongly connected to t
detection problem: reconstructing the source location in
sky or performing coincidences with other types of detec
~g rays, neutrinos, etc.! requires a good knowledge of th
GW event timing in the interferometer~s!. Therefore, we also
present some results about the timing precision one can
pect for typical burst detection before concluding.

II. MODELING THE DETECTION PROCESS
IN A NETWORK OF INTERFEROMETERS

In this section we present the different hypotheses use
the Monte Carlo simulations whose results are presented
low: first about the network of detectors; then we give so
assumptions about the GW burst and the calibration of
amplitude; finally, we detail the detection process itself.

A. The network

Each detectorDi is described by a set of four angles: i
latitude l i , its longitudeLi , the angle between the two arm
x i , and an orientation angleg i defined as the angle betwee
the local South direction and the bisecting line of the det
tor arms counted counterclockwise. The values of th
angles can be found in Table I extracted from@26#, apart
from those for AIGO@27#.

The interferometer noise components are assumed t
white ~after whitening @28,29# and applying line remova
@31# methods!, Gaussian, broadband, additive, and uncor
lated; lacking realistic sensitivities validated b
measurements—this information will appear when detec
runs start—we also assume they all have the same n
standard deviations and sampling frequencyf 0 .

The exact value ofs is of no importance as all the dis
cussion of the paper is focused on SNR comparison.
example, by assuming a sampling frequencyf 0520 kHz ~as
in the VIRGO experiment! and a uniform one-sided spectr
density Sh'16310246/Hz ~equal to the minimum of the
foreseen VIRGO power spectrum!, one finds from s
'AShf 0/2 a rms noise value ofs54310221.

Another assumption to be discussed is the choice o
stationary noise. As shown by data taken by prototypes
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interferometric detectors, several noise features are likel
be present on top of Gaussian noise: power lines, long t
drifts, transients, and so on~see, e.g.,@30#!. They imply a
modification of the noise statistics and therefore a chang
the response of detection algorithms. The main conseque
is an increase of the false alarm rate with respect to the m
ideal simulations.

One way to solve this problem would be to increase
trigger levels but this is quite unsatisfactory as it wou
lower the detection sensitivity. The nonstationarities m
therefore be studied and then removed by some suitable
of ‘‘on-line’’ algorithms before the data filtering. Some o
them already exist@13,31,32# and others will be developed
when real data are available in parallel with a better und
standing of the interferometers. For the sake of simplic
we assume in this paper that such a treatment is perfor
before the data analysis and so we do not take into acc
any non-Gaussian contribution in the detector noise.

B. The gravitational wave burst and the source direction

As a generic GW burst signal, we use a one-paramete
of Gaussian bursts

Gt~ t !5K expS 2
t2

2t2D , ~2.1!

where the widtht is taken between 0.1 and 10 ms andK is a
scaling factor. Therefore, the maximum SNR~corresponding
to an optimal detector orientation with respect to the sou
direction1 and by using Wiener filtering!, referred to asrmax
in the following, is given by@14#

rmax5K
p1/4Af 0t

s
. ~2.2!

By assuming a value forrmax, it is straightforward to com-
puteK from Eq.~2.2! and so to characterize the amplitude
the GW burst independently of any detector.

Of course the real waveforms are not expected to
purely Gaussian but will present one or several peaks ca
ing a large fraction of the total signal. This justifies the use

1This choice corresponds to what Thorne calls ‘‘optimum sou
direction and polarization’’~@5#, p. 37#!. rmax is computed from the
Wiener filtering theory by using the formula rmax

2

5(f0 /s2)*Gt(t)
2dt.
4-2
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Gaussian pulses in the present generic study. More defi
studies could be performed for GW sources with we
modeled waveforms.

In addition to the two coordinatesa and d previously
introduced, a third variable is necessary to determine c
pletely the GW: the polarization anglec, one of the Euler
angles describing the wave coordinate system in the tr
verse traceless gauge with respect to the celestial fram
the simulations, unless specified otherwise, the GW sou
are assumed to be uniformly distributed over the sky (aP
@2p;p#,sindP@21;1#,cP@2p;p#).

Finally, one has to note that the arrival time of the GW
the detectors isa priori not synchronized with the sampling
which will cause some losses in SNR and in timing accur
for very narrow bursts.

C. The detection procedure

The detection method used is Wiener filtering
correlation with the known signal itself—for the sake of sim
plicity: it is an approximation of no consequence as an e
lier paper@14# showed that the one-dimensional parame
space@tmin50.1 ms;tmax510 ms# can be covered by a dis
crete lattice of Gaussian filters ensuring a detection wit
mismatch SNR loss lower than 1%. The threshold value
the filter output is set toh54.89 which corresponds to
false alarm rate of 1026, i.e., 72/h for the VIRGO value o
the sampling frequencyf 0 . This rather high value of the
threshold is a compromise between a good detector sens
ity and a reasonable number of false alarms. Moreover
soon as interferometers work together in a network, th
thresholds can be lowered even more as coincident f
alarms are really unlikely. For instance, assuming the sa
false alarm rate in two detectors~72/h! and an—
overestimated—coincidence time window of 100 ms, o
expects only 3.5 compatible false alarms a day.

One claims a detection if the filter output overcomes
threshold at least once in the analysis window. Decreas
the false alarm rate~1027,1028, etc.! will not dramatically
increase the threshold, so the results presented in the fol
ing remain essentially the same.

III. AVERAGED BEAM PATTERN SKY MAP

A. Beam pattern functions

In the frame associated with the GW~the wave direction
being z by convention!, in the TT gauge, the spatial metr
perturbation is given by

H~ t !5S h1~ t ! h3~ t ! 0

h3~ t ! 2h1~ t ! 0

0 0 0
D ~3.1!

with h1 andh3 corresponding to the two independent wa
polarizations. By assuming the detector size small compa
to the reduced wavelength of the GW@5# and by following
the treatment presented, e.g., in@18,26#, it is straightforward
to show that the responseh(t) of an interferometric detecto
to this wave is a linear combination of the two polarization
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h~ t !5F1~ t !h1~ t !1F3~ t !h3~ t !. ~3.2!

The corresponding weighting factors are called beam pat
functions; they have values in the range@21; 1# depending
on the longitude and the latitude of the detector location,
well as its orientation, the angle between the interferome
arms x, the sky coordinates~a, d! of the source, and the
wave polarization anglec. Still following the notation and
analysis of@26#, one can compute the general expression
the beam pattern functions:

S F1~ t !
F3~ t ! D5sinxS cos 2c sin 2c

2sin 2c cos 2c D S a~ t !
b~ t ! D . ~3.3!

The factor sinx recalls that the best response is achieved
detectors with orthogonal arms@such as, for instance
VIRGO and the two Laser Interferometric Gravitation
Wave Observatory~LIGO! interferometers#; thea andb fac-
tors depend neither onc nor onx and so 2c appears like a
rotation angle and sinx like a scale factor for the beam pa
tern functions.

Because of the earth proper rotational motion the sky is
apparent motion with a period equal to a mean sidereal d
Therefore, the beam pattern functions associated wit
source location~a, d! depend also on the UTt; let us intro-
duce the local sidereal timeT(t) for a detector of longitude
L:

T~ t !5kt1GGreenwich~0!2L ~3.4!

with k'1.0027379315°/h. TGreenwich(0) is the Greenwich
sidereal time at 0 h UT and theminus sign beforeL comes
from the fact that longitudes are counted positive westwa
Then one can define the local hour angle of the source:

h~ t !5T~ t !2a5kt2~a1L !1TGreenwich~0!. ~3.5!

Extensive calculations yield the complete expressions
a andb ~depending ona, d, l, L, g, andt!; we recall them for
the sake of completeness even though they are comple
equivalent to those presented in Sec. 2.1 of@26# ~see also the
references therein!:

a~ t !52 1
16 sin 2g~32cos 2l !~32cos 2d!cos 2h~ t !

2 1
4 cos 2g sin l ~32cos 2d!sin 2h~ t !

2 1
4 sin 2g sin 2l sin 2d cosh~ t !

2 1
2 cos 2g cosl sinh~ t !2 3

4 cos 2g cos2 l cos2 d,
~3.6!

b~ t !52cos 2g sin l sind cos 2h~ t !1 1
4 sin 2g

3~32cos 2l !sind sin 2h~ t !

2cos 2g cosl cosd cosh~ t !

1 1
2 sin 2g sin 2l cosd sinh~ t !. ~3.7!

B. Detector sky maps

The main interest in studying beam pattern functions is
characterize the sensitivity of an interferometric detector
different directions in the sky, independently of its noi
4-3
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NICOLAS ARNAUD et al. PHYSICAL REVIEW D 65 042004
curve. This can be done by performing a quadratic aver
of the beam pattern amplitude over the unknown polariza
anglec. It leads to ac-independent quantity2 F̄(t) given by

F̄~ t !5
sinx

&
Aa2~ t !1b2~ t !PF0;

1

&
G . ~3.8!

We choose to present the variations ofF̄ in a two-
dimensional contour plot figure—the ‘‘sky map’’—wher
any direction is located by a couple (a,sind)P@2p;p#

3@21;1#. For a given detector,F̄ depends not only ona and
d but also on the timet. For the sake of simplicity, each sk
map shown below in the paper is determined at the timt
5t0 defined bykt01TGreenwich(0)50@2p#; to have results
at another timet one can simply imagine the map on a cy
inder whose axis is along the sind direction and rotate it by
dH(t)5H(t)2H(t0).

Figure 1 compares the sky maps of thec-averaged beam
pattern functionF̄ for the six interferometers currently i
development or planned in the world: VIRGO, the two LIG
antennas, GEO600, TAMA300, and AIGO. In each case,
F̄ averaged value over the whole sky is 0.42 and the rm
0.16; each map presents two maxima corresponding to d

2Because of this procedure it is no longer possible to sepa
‘‘ 1’’ and ‘‘ 3’’ polarizations and thus the averaged values are eq

for the two beam pattern functions. This definition ofF̄ may seem
to be somewhat arbitrary but it is well correlated with the detect
probability as shown by results given later in the paper.

FIG. 1. Comparison of the beam pattern maps averaged ove
polarizationc for the six detectors of the network: VIRGO, LIGO
Hanford and Livingston, GEO600, TAMA300, and AIGO. Th
AIGO orientation gAIGO50°, not currently specified, has bee
roughly optimized by Monte Carlo simulations.
04200
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tions that are orthogonal to the detector plane and f
minima ~direction of the bisector of the two arms and i
three images by rotations of anglesp/2, p, and 3p/2 in the
detector plane! included in a large ‘‘valley’’ whereF̄ remains
quite small.

To simplify the analysis presented in this paper we n
consider only three of these antennas as this is the minim
number required in order to be able to reconstruct the sou
direction in the sky in case of a full coincidence. We keep
two LIGO interferometers as they have been planned to w
coherently by construction and as they have the same de
sensitivities; VIRGO and GEO600 have almost identicalF̄
sky maps~at least for the areas where the averaged be
pattern function is maximal! and so keeping one of the tw
~retaining VIRGO which is expected to have a sensitiv
similar to LIGO! is enough to compute the main properti
of an American-European network. Finally, even though
TAMA300 sky map is different from the other ones, its e
pected sensitivity is too small—with respect to the other
tennas previously mentioned—to help the network detect
So, in the following and in Sec. IV, the network chosen
made of three detectors: VIRGO~V! and the two LIGO in-
terferometers in Hanford~H! and Livingston (L); the se-
lected antennas are those expected to achieve the best b
band sensitivities. Nevertheless, the results presented in
paper can be easily extended to accommodate additiona
terferometers into the network as shown in Sec. V.

The regions of maximumF̄ are rather close for the two
LIGO interferometers but quite different from those
VIRGO. Therefore one can expect on one hand a go
complementarity between the three interferometers fo
single detection—a clear advantage to maximize sky cov
age. On the other hand, the ability to perform coinciden
among the three detectors is expected to be significa
reduced—at least for small SNR values.

C. Daily averaging

As mentioned before, the two-dimensional maps pre
ously defined are also functions of time. Therefore, anot
way to present the information they contain is to averageF̄
over one sidereal day~and so overa! and keep only the
dependence in the declination variable sind:

~ F̄ !averaged~sind!5
1

2p E
2p

p

da F̄~a,sind!. ~3.9!

Figure 2 presents the graphs of (F̄)averagedfor the three
detectors VIRGO, LIGO Hanford, and LIGO Livingston
Note that the vertical axis scale is zero suppressed to enh
the variations which are in fact small~&30%! around the
mean value of 0.42. Due to the successive averages, t
plots mainly depend on the detector’s latitude, which e
plains why the VIRGO and LIGO Hanford curves are qu
similar. To make this figure more concrete, vertical lines
given corresponding to the locations of some centers of
axies where GW sources are expected to be found: the
axy, the Magellanic clouds, M31 Andromeda, and M87 in t
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Virgo cluster. For the galactic center and M31, the three
tectors are roughly identical whereas Livingston is better
M87 and VIRGO/Hanford for the Magellanic clouds.

IV. DETECTOR CONFIGURATIONS

The detection process~whether exceeding a threshold
not! is not linear; therefore, it can only be studied by usi
Monte Carlo simulations. So, in the following, noa priori
average onc is performed; we assume uniform distributio
of sources in the sky which correspond to the ranges of v
ables quoted in Sec. II B. The results are twofold: detect
efficiencies versusrmax averaged overa, sind, andc; detec-
tion sky maps, i.e., detection probability versus~a, sin d! for
a givenrmax, averaged onc. Various configurations are stud
ied, from a single interferometer to the search for full co
cidences between VIRGO and the two LIGO antennas.

A. Single detector

1. The example of VIRGO

As shown in Sec. III A, the amplitude of the GW interac
ing with a detector has to be multiplied by the beam patt
function with respect to the ideal case~optimal incidence and
polarization!. Therefore the signal to noise ratio is lowere
by the same factor: let us denote byr real the productF
3rmax, whereF is the beam pattern function. Figure 3 pr
sents the detection efficiency as a function of the real sig
to noise ratior real for a linear filter with a 1026 false alarm

FIG. 2. Daily averagedF̄ for the three detectors VIRGO and th
two LIGO interferometers; the vertical dashed lines correspond
the location of some galaxy centers: the Galaxy, Magellanic clou
Andromeda M31, and M87, one of the biggest components of
Virgo cluster.
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rate. This efficiency is simply given by 1
2 erfc@(h

2rreal) /&# whereh is the corresponding threshold and er
the complementary error function.

The 50% efficiency is reached forr real5threshold'5 and
the detection is almost always successful for real SN
higher than 7~efficiency higher than 98%!. Note that this
curve obviously does not depend on the beam pattern.

Adding the effect of the nonoptimal detector respon
gives graphs such as those shown in Fig. 4. For two value
rmax—10 and 20—and a Gaussian width oft51 ms, one
sees the following; continuous line—the distribution ofr real
for rmax constant; this curve shape is due only to the be
pattern; and dashed line—the fraction of events really
tected, computed by including the detector efficiency fro
Fig. 3. From 0 tormax/2 the distribution ofr real is flat; for
higher values, it decreases monotonically up to the maxi
signal to noise ratio. Adding the noisy detection process c
siderably lowers the number of events detected at small
SNR but keeps almost all those withr real>7. By comparing
the number of detected events with the total number
events generated by the Monte Carlo simulation, one
compute the detection efficiencies: 32% forrmax510, 66%
for rmax520.

Simulating the real detection process, one obtains Fig
which shows the detection probability versusrmax for differ-
ent values oft. As expected, this probability depends only o
the signal to noise ratio, which is the relevant variable
signal analysis. Due to the beam pattern functions, the de
tion efficiency remains low even for large optimal signal
noise ratios: withrmax510 the detection efficiency is only
about 30%; it reaches 50% forrmax514, and 90% for—
unlikely—high values.

to
s,
e

FIG. 3. Detection efficiency versusr real for a false alarm rate of
1026.
4-5
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NICOLAS ARNAUD et al. PHYSICAL REVIEW D 65 042004
From these graphs one can conclude that including b
pattern functions in data analysis has major consequence
detection efficiency by greatly reducing the detection pr
ability even for highrmax.

The previous results deal with averaged efficienc
around the whole sky; of course, the detection probabi

FIG. 5. VIRGO detection efficiency~in %! for different values
of the widtht of the Gaussian signal as a function ofrmax.

FIG. 4. Distribution of the real SNR of the GW burst assumi
rmax510 or 20 andt51 ms. The continuous line shows the SN
distribution due only to the beam pattern functions; the dashed
represents the final fraction of events detected by the filte
method computed by using the results shown in Fig. 3.
04200
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depends on the relative position of the source with respec
the interferometer. Figure 6 presents the detection effic
cies versus~a, sind! for three values ofrmax. Note that these
three maps are highly correlated with the upper graph of F
1: F̄ is thus a good—and easily computable—estimator
the detection probability in a given sky direction, especia
in the low SNR region where the first detected events
likely to be located.

In the first case (rmax510), detections are possible fo
incoming wave directions almost orthogonal to the detec
plane, considerably reducing the detection rate: a large f
tion of the sky remains invisible. Forrmax515 and 20, the
detection probability is more uniform over the sky; the fo
minima are still there but they now cover narrower regio
whose areas decrease asrmax increases. In the last case, the
are simply blind islands among regions where the detec
efficiency is larger than 60%.

Converting the results of these maps into fractions of s
with given detection probability leads to Fig. 7. One can n
that especially at largermax the fraction of sky covered de
creases first slowly when the detection probability level
creases and then more rapidly after some critical value.
reason for this evolution can be understood by looking
Fig. 6, considering the large part of the sky where the e
ciency is large and almost constant. The detection probab
is higher than 30% in 40% of the sky forrmax510; for
rmax515 it is more than 50% in half of the sky; and it
almost 60% in 70% of the sky forrmax520. Therefore de-
tections are likely for high maximal SNRrmax in any direc-
tion but even forrmax520 the efficiency never reaches 90%

2. Daily averaged detection probability

This analysis can also be done for the two LIGO interf
ometers; as expected, averaging the detection probab

e
g

FIG. 6. Comparison of detection efficiency sky maps for thr
values ofrmax: 10, 15, and 20. The polarization anglec is ran-
domly generated ensuring more realistic probabilities. Note the
ferences in the black/white code on the various graphs.
4-6
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over the whole sky while takingrmax constant gives exactly
the same results. To compare the three interferometers
simply average ona over one day. Thus Fig. 8 shows th
daily averaged detection efficiencies for each of the detec
and for three different values of the maximal signal to no
ratio, rmax510, 15, and 20. As in Fig. 2, the dashed vertic
lines indicate some locations of galaxy centers. One can

FIG. 7. Fraction of sky~in %! associated with a detection effi
ciency higher than a given value forrmax510, 15, and 20.

FIG. 8. Detection efficiency~in %! averaged over one day fo
the three detectors of the network and three values ofrmax: 10, 15,
and 20.
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that the detection probability is shifted to higher values
increasing rmax; nevertheless, the curve shapes do n
change too much and remain close to those shown in Fi
for the averaged beam pattern functions: LIGO Livingst
has the best results for small values ofu sind u whereas LIGO
Hanford and VIRGO are more efficient for largeu sind u. But
there remain some differences between the two figures
that we should refine our previous statement: computing
eraged beam pattern maps allows us to have an idea o
detection probability in different sky areas but it is necess
to perform Monte Carlo simulations including the detecti
process to compute the correct probabilities.

B. Detector complementarity

As we already checked that detection depends only
signal to noise ratio and not on the signal shape itself,
chooset51 ms—a typical burst duration for the Gaussi
waveform we use—in the following. In this section, w
study the complementarity of the antennas, i.e., how th
sky coverages complement each other, either for a sin
detection—the ‘‘OR’’ strategy—or for different types of
coincidence—the ‘‘AND’’ strategies.

Figure 9 shows the detection probability versusrmax for
different configurations of detectors in the network; the cu
already presented in Fig. 5—single detector efficiency—
simply recalled for comparison. The continuous line sho
the efficiency of detection in any single detector, i.e., t
probability for a detection in at least one of the three int
ferometers. Network detection potential is clearly better th

FIG. 9. Efficiency of detection~in %! for various network con-
figurations of the VIRGO and the two LIGO interferometers. Co
tinuous line, detection in at least one of the three interferomet
for comparison, dashed line recalls the detection efficiency i
single given interferometer. Dotted line, detection in at least t
antennas; dot-dashed line, full coincidence in the three detecto
4-7
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for a single antenna and the smaller thermax the higher the
difference: more than twice more detections for 5<rmax
<10, more than 1.5 belowrmax517. The 50% efficiency is
reached atrmax58 and forrmax>15 the probability is higher
than 85% on average, corresponding to a likely detection
most parts of the sky.

On the same figure, one can also see the curve co
sponding to a coincidence detection in at least two detec
among three~‘‘ OR’’ of twofold coincidences!. For small val-
ues of rmax, the twofold coincidence probability remain
lower than the detection efficiency in a single interferome
but abovermax513—where the two compared probabilitie
are about equal to 50%—it becomes more likely to trigge
two detectors. Finally, the probability of full coincidence
the three interferometers of the network is considered. I
quite small forrmax<10 and reaches useful levels only f
very high maximal signal to noise ratios: the 50% efficien
is reached only forrmax530.

To conclude this section, Fig. 10 presents the detec
probability in at least one interferometer of the netwo
~‘‘ OR’’ strategy! as a function of the source location in th
sky. The maximal signal to noise ratio is set to 10 and so
graph can be compared with the top map of Fig. 6. The be
efficiency achieved~about double, 67% on average inste
of 34%! indeed corresponds to a more homogeneous de
tion probability over the sky.

In this section and the next more details are given on
coincidence probabilities as simultaneous detection in dif
ent interferometers will ensure much higher confidence l
els for candidate events.

C. Twofold coincidences

Figure 11 shows the detection efficiencies for the th
combinations of two detectors: VIRGO-Hanford, VIRGO
Livingston, and Hanford-Livingston. By construction, the a

FIG. 10. Sky map of the detection efficiency in at least one
the three interferometers;rmax has been taken equal to 10.
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sociation between the two LIGO antennas is always m
efficient than between VIRGO and one of the LIGO interfe
ometers. Nevertheless, the detection efficiency rema
small: it is only 20% for the two LIGO antennas withrmax
510. One can therefore conclude that simultaneous detec
in two given detectors is unlikely for weak GW signals a
becomes likely~'40%! only for rmax>15. The last graph of
this figure presents the twofold coincidence detection pr
ability in the network, when triggering occurs in at least tw
interferometers among the three. For the smallest value
rmax it corresponds to the two LIGO antennas case but t
it increases more quickly: already atrmax510 this probabil-
ity is about 50% larger than for the two LIGO interferom
eters.

As the coincidence detection efficiency remains low
small values ofrmax it is instructive to investigate how it is
distributed over the sky. Figure 12 presents the detec
efficiency of twofold coincidences versus (a,sind ) for
rmax510—a likely value for the SNR of the first GW even
detected. The three first maps are for the different twof
coincidences in the network while the fourth shows the
tection probability in at least two detectors. One can see t
despite the differences in the black and white code of
graphs, the areas of high coincident detection probability
of small extent for the three configurations. In the last gra
these regions are connected and the detection efficienc
higher, but nevertheless a major part of the sky remains
visible for the two-detector coincidences for low—but unfo
tunately realistic—rmax values.

D. Threefold coincidences

From the conclusions of the previous sections it is cl
that a simultaneous detection in the three detectors is

f

FIG. 11. Twofold coincidence detection probability. Botto
plot: full graph withrmaxP@5;50#. Top plot: Enlargement of area o
small maximal signal to noise ratio values.
4-8
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FIG. 12. Twofold detection efficiency sky
maps computed withrmax510.
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likely unless the optimal signal to noise ratio is large. The
fore it appears difficult to reconstruct GW astrophysical
formation from a source at the expected sensitivity level p
vided by the first generation of detectors.

Nevertheless, Fig. 13 shows the detection efficiency
maps for values of the maximal signal to noise ratio of 1
15, and 20, respectively. In the first case (rmax510), nonzero
efficiency is concentrated in two small regions correspond
to the common visible areas of the LIGO-VIRGO combin
tion, but even in these parts of the sky the detection e
ciency is lower than 30%. In the two other cases, the dis
bution is more uniform with unfortunately some large are
that remain invisible—although they decrease asrmax in-
creases.

V. TOWARD A MORE EXTENDED NETWORK
OF INTERFEROMETERS

In this section we extend the previous study by includ
in the analysis other GW detectors located at the sites
GEO600, TAMA, and AIGO. For simplicity, we assume th
they all have identical sensitivities. Such a situation m
happen in some years when all these antennas are up
and/or replaced by second generation detectors. This hyp
esis allows us to get a better understanding of the com
mentarity one can expect with the interferometers curre
planned all around the world. The AIGO orientation has be
chosen to maximize the six-interferometer network perf
mance; Monte Carlo simulations showed thatgAIGO'0° is
suitable.

Two aspects have been studied:~1! Which fraction of
sources are detected by at least two~three, four! antennas
among the six with respect tormax? ~2! A comparison of the
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different networks corresponding to a given number of int
ferometers. The aim is to define some sets of detectors
able for detection or for signal reconstruction~coincidences!.

A. Full network performances

Figure 14 presents the detection performances of the
tended network. The six curves show the probability of d

FIG. 13. Threefold coincidences: sky maps for three values
the optimal signal to noise ratiormax510, 15, 20; note the differ-
ences in the black/white code of the various graphs.
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tecting a signal in at least a given number of interferome
~from 1 to 6! versus the maximum SNRrmax. As expected,
the situation appears much more promising than with
smaller network.

First, for rmax57, the ‘‘OR’’ detection probability is al-
ready about 70% and becomes higher than 99% forrmax
>12. For a single detector and for the Virgo-Hanfor
Livingston network, the 70% efficiency is reached only
rmax values of 23 and 11, respectively; in those cases
virtually certain detection occurs only for unlikely high va
ues of the maximum SNR. The situation is also much be
for coincidences as shown in Table II with two examples
coincidence aims. The first one, ‘‘multiple detection,’’ corr
sponds to a detection in at least two interferometers, whic
the minimum necessary to claim a true astrophysical sig
because of the detector noises. The second one is the p
bility of extracting physical information from the
coincidence—source location in the sky, GW polarizations
which implies that the SNR is higher than the threshold in
least three interferometers to allow some suitable triang
tion. For these two possibilities, Table II gives the minimu
values of rmax for which the detection efficiency exceed
some level.

For rmax>16,50% of the GW events are detected in fo
detectors or more, which allows a more precise analysis
to the redundancy of signals. Finally, detection in the co
plete network remains unlikely except for very large SN
values.

FIG. 14. Detection efficiency for the network of six interferom
eters.

TABLE II. Minimal values of rmax needed to achieve a give
level of detection efficiency for two coincidence scenarios.

Detection efficiency 50% 90% 95%
Multiple detection 9 13 15

Source location and GW
polarization determination

12 20 23
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B. Network comparison

Considering networks has interest only for coinciden
detection. The differences between different sets of inter
ometers appear better with small values ofrmax: indeed, any
detector is likely to trigger on a strong GW signal, not b
cause it has a good location with respect to the source,
because of the signal strength itself. Therefore, this sec
deals only with small maximum SNR’s, roughlyrmax<15.

1. Two- and three-interferometer networks

As already mentioned, only two of the si
interferometers—LIGO Hanford and LIGO Livingston—
have been designed jointly. Therefore, it is not surprising t
their association is by far the best of the two-detector n
works: the twofold detection is more than twice bigger th
the average value of the other networks forrmax510 and this
difference remains around 30–40 % atrmax515. On the
other hand, the network LIGO1LIGO has the worst results
for a single detection: less than 50% of efficiency atrmax
510 instead of about 60% for the other configurations. T
close orientation of the two interferometers implies that th
often both detect ormissa given source. Therefore, the tw
LIGO detectors are not sufficient by themselves for detect
and the network must be extended.

The situation is similar for the three-interferometer n
works. For instance, withrmax510, all the configurations
with the two LIGO detectors miss more signals~32% on
average instead of 22–26 % for the other networks! but have
coincidences more often: about 30% of multidetections
stead of 25%. These probabilities essentially do not dep
on the choice of the third interferometer.

2. Larger interferometer network

For small values ofrmax—5 for instance—adding the in
terferometers in ‘‘OR’’ does not allow one to reach a mu
better sensitivity: the detector efficiency is only slightly be
ter than 20% as the GW signal is too weak. Table III sho
the detection probability averaged among all possible n
works of a given size versus the number of detectors
volved. Note that the results are roughly equal to the sin
detection probability times the number of interferomete
there are very few coincidence detections. On the other h
for rmax>10, the situation is much more promising: wit
four interferometers, the detection efficiency is higher th
80% and reaches 90% for five detectors.

The particular connection between the two LIGO interfe
ometers still appears even if it is reduced by the presenc
other instruments in the network: when these two detec
are present, the no-detection probability is higher but coin
dence detections are more likely. Apart from this particu

TABLE III. Averaged detection probability versus the size of th
network;rmax55.

Network size 1 2 3 4 5 6
Averaged detection

efficiency ~%!
3.8 7.5 11.2 14.7 18.2 21.3
4-10
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feature, the differences between networks are not very
nificant: configurations ‘‘well distributed’’ over the Eart
~like, for instance, VIRGO/LIGO Livingston/TAMA/AIGO!
have results very similar to networks chosen in a more ‘‘r
dom’’ way. One can conclude that the number of interfero
eters used for a coincidence analysis is more important
their geographical locations for detection purpose. If the a
of the detection is to extract some physical information~GW
timing, source location and nature, etc.!, this conclusion is of
course modified; it will be studied in a forthcoming artic
@36#.

VI. TIMING RECONSTRUCTION

Determination of the absolute timing of a detected G
burst is an important question. First, coincidences in differ
antennas require time correlations between the respective
tected signals. Secondly, the reconstruction of the source
cation is based only on arrival times detected in three de
tors located in different places on Earth, and the better
precision, the smaller the angular error box in the s
Thirdly, coincidences with other types of detector will al
be based on time correlations. An application of the la
using neutrinos can be found in@33#.

Let Dt be the time difference between the actual arri
time of the GW on the detectort real and the reconstructe
time tdetectcorresponding to a detection with a given filter
the interferometer’s output, when the SNR is maximal:

Dt5t real2tdetect. ~6.1!

Generally speaking, there could be an offset betweent real and
tdetectspecific to the filter algorithm but here we assume it
be zero as would be obtained with matched filtering wh
output peaks when the signal and the filter overlap.3 Then the
only significant parameter is the rms of the distributi
Dt rms. A priori Dt can be split into two parts.

Dtsamplingdue to the discrete data sampling of the expe
ments. For a signal of characteristic durationt@1/f 0 it is
completely negligible as it is well approximated by a un
form distribution in the range@21/2 f 0 ;1/2 f 0# whose stan-
dard deviation is 1/A12f 0'1.431022 ms, e.g., for VIRGO.
But for signals of small duration it can become significant
randomly dropping high amplitude parts of the GW who
consequence would be to trigger off maximum~or to lose the
event!.

DtnoiseIf the GW signal is embedded in detector noise, t
precise location of the output highest value will depend
the actual noise time series; one expects this compone
dominate for larget. From dimensional analysis it is clea
that Dt must be proportional tot and so it is convenient to
use the dimensionless quantityDt/t.

3For the ALF filter—which is not designed for matched filterin
and is nota priori well suited for precise timing—the time offse
due to systematic and statistical errors is below 0.5 ms for typ
supernovae waveforms@34#.
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Figure 15 shows the normalized rmsDt rms/t as a function
of rmax for different values of the Gaussian widtht. Apart
from the case witht50.1 ms, which is sensitive to the finit
sampling frequency as previously mentioned, all the ot
curves are identical.

From the data analysis point of view, it is mandatory
link the timing error with a measured quantity, the filter ou
put r. The dependence ofDt rms on this variable fort values
insensitive to the sampling rate can be represented by

Dt rms'
1.45

r S t

1 msD . ~6.2!

The validity range of this equation ist*0.2 ms and the filter
outputr*5 – 6, as shown in Fig. 16 for a particular caset
51 ms andrmax520: the fit curve and the real one are
good agreement fromr56.

For t51 ms and a filter maximal output of about 10, on
hasDt rms'0.1 ms, which is well below a millisecond, th
minimum level of precision suitable for coincidences wit
for instance, neutrino detectors@35#.

VII. CONCLUSIONS

This paper deals with the basic aspects of burst coin
dence detection in a network of three gravitational wave
tennas: VIRGO, LIGO Hanford, and LIGO Livingston.
does not focus on the signal parameter reconstruction—
inverse problem—but rather on studying the coincidence
tection probability to see whether this kind of event is like
or not. In this respect, the results obtained are somew
disappointing: the detection probability in a given interfe
ometer is strongly reduced by the beam patte

al

FIG. 15. Normalized timing error rms (Dt rms/t), t being the
Gaussian width, versus the maximal signal to noise ratiormax and
for five different values oft between 0.1 and 10 ms.
4-11
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NICOLAS ARNAUD et al. PHYSICAL REVIEW D 65 042004
functions—on the average to only about 40%. We also sh
that there is a good complementarity between VIRGO a
the two LIGO interferometers for detection~the ‘‘OR’’ strat-
egy efficiency is higher than 50% for an optimal signal
noise ratiormax*8!, but coincidences are very unlikely fo
weak signals.

Concerning twofold coincidences, the two-LIGO
antennas configuration has a much better detection efficie
compared to VIRGO with one of the LIGO interferomete
~a factor of 2 larger forrmax510!. Nevertheless, adding
VIRGO and looking for any twofold coincidences allows th
region of likely detection to be significally extended and t
efficiency to be correspondingly increased: a 50% enhan
ment is obtained forrmax510, leading to a value average
over the sky slightly higher than 30%. Finally, threefold c
incidences between detectors are quite unlikely below
valuermax530 where 50% efficiency is reached.

As far as timing is concerned, the situation is quite sa
factory: Monte Carlo simulations show that the rms timi
can remain below 1 ms even for low values ofrmax, which is
an interesting point for coincidence with other kinds of d
tector. Even if the detection itself remains unlikely, the tim
ing will be accurate enough if the GW is seen by the det
tors.

FIG. 16. Dt rms versusr for t51 ms andrmax520; the dashed
line shows the fit value.
s
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The basic aspects covered in this paper about beam
tern functions and timing accuracy apply equally well to
transient sources whose characteristic times are much sh
than a day; in particular, this is the case for the coalesc
binary signals that are expected to last from one second
few minutes in the detector bandwidths. So coinciden
analysis of binary inspirals will face the same detection e
ciency problem as discussed for the bursts. Apart from
inescapable fact the situation of the data analysis is diffe
here since the known binary signals can be searched
through matched filtering. This opens the possibility of ‘‘c
herent’’ rather than ‘‘coincidence’’ analyses, as proposed
@19,20#, which are shown@21# to give better results than
simple coincidence analysis; thus, this method may comp
sate for some of the geometric effects presented in this p
by using in an optimal way all the information available
the detectors. This improvement is made at the cost of a la
increase in computing power since the source sky coo
nates have to be included in the template definition. The
fore, despite the fact that it is suboptimal, coincidence ana
sis may be the only available tool in the first years
operation of the interferometers, even for binaries and es
cially for poorly modeled sources such as GW bursts.

One cana priori imagine two main strategies for the
search.

~1! If the detector understanding is high enough to allow
proper elimination of nonstationary noise events, a burst
tection is quite likely in at least one interferometer of t
network since they cover the sky in a complementary w
Extending the number of sensitive antennas would furt
improve the detection efficiency. This situation is neverth
less not likely to arise in the first periods of data taking;
could even then be hopeless if the interferometer noise is
Gaussian. However, this strategy is well adapted to coin
dences with non-GW detectors if they have a negligible fa
alarm rate@35#.

~2! GW detection will in general require coincidences b
tween interferometers. They may not be very frequent un
improvements are performed in the detector noise lev
Nevertheless, specific strategies must be devised in orde
maximize sky coverage and detection efficiency@36#.

The results presented in this article give an overview
the GW burst detectability in a network of antennas focus
only on the detection efficiency. To go beyond, it is nec
sary to take into account the corresponding false alarm r
and to compare all the available associations of detec
sensitive to GW’s or other types of radiation such as neu
nos. Forthcoming papers will deal with these questions
also present new ideas about the ‘‘inverse problem’’@35,36#.
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