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We present measurements of the semi-inclusive cross sections fornm- and n̄m-nucleon deep inelastic scat-
tering interactions with two oppositely charged muons in the final state. These events dominantly arise from the
production of a charm quark during the scattering process. The measurement was obtained from the analysis of

5102nm-induced and 1458n̄m-induced events collected with the NuTeV detector exposed to a sign-selected
beam at the Fermilab Tevatron. We also extract a cross-section measurement from a reanalysis of 5030

nm-induced and 1060n̄m-induced events collected from the exposure of the same detector to a quad-triplet
beam by the Chicago Columbia Fermilab Rochester~CCFR! experiment. The results are combined to obtain
the most statistically precise measurement of neutrino-induced dimuon production cross sections to date. These
measurements should be of broad use to phenomenologists interested in the dynamics of charm production, the
strangeness content of the nucleon, and the Cabibbo-Kobayashi-Maskawa matrix elementVcd .
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I. INTRODUCTION

Oppositely charged dimuon production in neutrin
nucleon deep inelastic scattering~DIS! provides an excellen
source of information on the structure of the nucleon,
dynamics of heavy quark production, and the values of s
eral fundamental parameters of the standard model~SM! of
particle physics. These events are produced most comm
in charged-current~CC! neutrino DIS interactions when th
incoming neutrino scatters off a strange or down quark
produce a charm quark in the final state, which subseque
fragments into a charmed hadron that decays se
muonically. This distinct signature is easy to identify a
measure in massive detectors, which allows for the collec
of high statistics data samples. Consequently, dimuon ev
have played a significant role in the last 20 years in und
standing charm production in DIS@1#.
0556-2821/2001/64~11!/112006~19!/$20.00 64 1120
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Since the contribution of the down quark to charm pr
duction is Cabibbo suppressed, scattering off a strange q
is responsible for a significant fraction of the total dimu

rate:;90% in n̄mN and;50% innmN scattering. Therefore
the measurement of this process provides an excellent so
for the determination of the strange quark parton distribut
function ~PDF! of the nucleon. Other methods involvin
measurements of the difference in parity violating struct
functions fromn and n̄ scattering off an isoscalar target an
the ratio of parity conserving structure functions fro
charged lepton and neutrino DIS suffer from theoretical a
experimental systematic uncertainties. Its prominent role
DIS charm production makes thes quark PDF an importan
ingredient in tests of two-scale quantum chromodynam
~QCD! @2–6#, the two scales being the squared invariant m
mentum transferQ2 and the charm massmc . The s quark
©2001 The American Physical Society06-1
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PDF also enters into background calculations for new ph
ics searches at the Fermilab Tevatron and the CERN La
Hadron Collider~LHC!. For example, in some scenarios t
super-symmetric top quarkt̃ is best searched for via its loo
decay to a charm quark and a neutralino@7#, t̃→cx̃0. The
dominant background to this mode is from the gluon-stra
quark processgs→W2c, with theW2 decaying leptonically.
Accurate separate measurement ofs and s̄ PDFs may also
shed light on the interplay between perturbative and n
perturbative QCD effects in the nucleon@8#.

In the following we present a new measurement
dimuon production from the scattering ofnm and n̄m beams
from an iron target in the NuTeV experiment at the Fermi
Tevatron. This measurement exploits the high puritynm and
n̄m beams produced by the Fermilab Sign-Selected Qua
pole Train~SSQT! to extend acceptance for muons down
5 GeV/c momentum without any ambiguity in the determ
nation of the muon from the primary interaction. Our ana
sis proceeds as follows: We first perform a fit to NuTeVnm

and n̄m dimuon data using a leading order~LO! QCD cross-
section model to obtain values for effective charm massmc ,
parameters describing the size and shape of the nuc
strange and anti-strange sea, and parameters describin
fragmentation of charm quarks into hadrons followed
their subsequent semi-muonic decay. The LO parameter
low us to make contact with previous measurements
provide an accurate description of the dimuon data. We t
go on to use the LO model for acceptance and resolu
corrections in extracting, for the first time, the cross secti
ds(nm / n̄mFe→m7m6X)/dxdy for forward secondary
muons tabulated in bins of neutrino energyEn , Bjorken scal-
ing variablex, and inelasticityy. These cross-section table
provide the most model-independent convenient represe
tion of nm andn̄m dimuon data. They may be used to test a
cross-section calculation for dimuon production from iro
provided that the model is augmented with a fragmenta
and decay package such as that provided byPYTHIA @9#. We
then repeat the cross-section extraction on an older CC
data set@13# from the same detector; and, after demonstr
ing consistency between the CCFR and NuTeV data,
combine the cross-section tables to obtain the most sta
cally precise high energy neutrino dimuon production c
lected to date. We finish by performing a LO QCD fit to th
combined cross-section tables and extract precise determ
tions of mc , the Cabibbo-Kobayashi-Maskawa~CKM! pa-
rameterVcd , and size and shape parameters for the stra
sea.

II. LEADING ORDER CHARM PRODUCTION

Dimuon production from charm depends on three diff
ent components: the charm production cross section,
fragmentation of the charm quark to a charmed hadron,
the semileptonic decay of the charmed hadron. In LO QC
charm production arises from scattering off a strange
down quark:nm1N→m21c1X, where the second muon i
produced from the semileptonic decay of the charmed h
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ron ~Fig. 1!. In this case, the dimuon production cross sect
factorizes into the form

d3smm
LO~nmN→m2m1X!

dxdydz
5

d2sc
LO~nmN→cX!

dj dy
D~z!Bc .

~1!

Here, y is the inelasticity,z is the fraction of charm quark
momentum carried by the charm quark hadron, andj5x(1
1mc

2/Q2)(12x2M2/Q2) is the fraction of the nucleon’s mo
mentum carried by the struck quark, withx the Bjorken scal-
ing variable andM the nucleon mass.D(z) is the fragmen-
tation function for the charm quark;Bc , the semi-muonic
branching fraction for charmed hadrons; both averaged o
all charmed hadrons produced in the final state. The ch
production cross sectionds(nmN→cX)/dj dy for an iso-
scalar targetN can be expressed as

d2sc
LO~nmN→m2cX!

djdy
5

2GF
2ME/p

~11Q2/MW
2 !2 S 12

mc
2

2MEnj D
3$uVcsu2s~j,Q2!1uVcdu2@u~j,Q2!

1d~j,Q2!#/2%, ~2!

where GF51.1731025 GeV2, MW580.42 GeV/c2, and
Vcs /Vcd are thecs/cd CKM matrix elements. The corre
spondingn̄m process has the quarks replaced by their a
quark partners. One observes that the non-strange cont
tions to the cross section are large in the neutrino mo
where they dominate at highj, and small in the anti-neutrino
mode, wheres̄(j,Q2) dominates at allj. In the case where
s(j,Q2)5 s̄(j,Q2), the neutrinoj distribution determines
the relative size of thes(j,Q2) and @u(j,Q2)1d(j,Q2)#/2
contributions, the anti-neutrinoj distributions determines the
shape ofs(j,Q2), the energy dependence of the cross sect
determinesmc , the ratio of the dimuon cross section to th
single muon inclusive cross-section setsBc , and the energy
distribution of the charm decay muon constrainsD(z).

FIG. 1. Dimuon production inn-nucleon DIS from scattering
off a strange or down quark~LO QCD charm production!.
6-2
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PRECISE MEASUREMENT OF DIMUON PRODUCTION . . . PHYSICAL REVIEW D64 112006
The non-strange PDFs are determined from inclusivenN

and n̄N CC scattering and from charged lepton scatteri
they contribute negligible uncertainty tosc . The final state
charmed hadron admixture is obtained from neutrino d
from an emulsion experiment@10# that has been corrected fo
improved knowledge of charmed hadron lifetimes@11#. Ex-
traction of CKM matrix elements from the data requires
independent determination ofBc ; this analysis uses the Pa
ticle Data Group charm semi-leptonic branching fractio
@12# convolved with the species production cross secti
just mentioned. The result isBc

ext50.09360.009.
In next-to-leading-order~NLO! QCD, additional diagrams

complicate the expression forsc and also spoil the factoriza
tion of the various components ofsmm . The charm produc-
tion cross section also becomes dependent on the QCD
torization and renormalization schemes and their respec
scales.

III. EXPERIMENTAL MEASUREMENT AND ANALYSIS
TECHNIQUE

In an ideal situation one would like to present direct me
surements of the differential charm production cross sect

dsc
n( n̄)N/dxdy at several different neutrino energies. Neith

NuTeV nor its predecessor CCFR measures charm, but ra
dimuons. The charm cross section is thus related to the
by model-dependent corrections for charm fragmenta
and decay and by experimental effects of resolution, acc
tance, and neutrino flux. One way of handling these issue
to fit a parametric model directly to the data and extr
parameters from the model. This approach was used in
past for LO QCD@14–17# and NLO QCD@13# in the vari-
able flavor Aivazis, Collins, Olness, Tung~ACOT! @2#
scheme.

The approach taken here begins with the same idea, a
QCD parametric fit based on Eq.~1!. Events passing selec
tion criteria detailed in the next section are binned separa
in the nm and n̄m modes in the quantities

EVIS5Em11Em21EHAD , ~3!

xVIS5
4Em1~Em11Em21EHAD!sin2um1/2

2M ~Em21EHAD!
, ~4!

and

zVIS5
Em2

Em21EHAD
, ~5!

whereEm1 is the energy of the primary muon with the sam
lepton number as the beam,Em2 is the energy of the othe
muon,EHAD is the observed hadronic energy in the calori
eter, andum1 is the scattering angle of the primary muo
The ‘‘VIS’’ subscript indicates that these quantities diff
from the true values ofx, E, andz, due to the energy carrie
away by the neutrino from charm decay and due to dete
smearing. Other quantities of interest for comparison p
poses are
11200
;

ta

s
s

c-
ve

-
s

r
er
ta
n
p-
is
t
he

O

ly

-

or
r-

yVIS5
Em21EHAD

Em11Em21EHAD
~6!

and

QVIS
2 52MEVISxVISyVIS . ~7!

A binned likelihood fit is performed which compares th
data to a model composed of a charm source describe
Eqs. ~1! and ~2!. The charm events are augmented with
contribution from dimuon production throughp/K decay in
the charged-current neutrino interaction’s hadron shower
then processed through a detailed Monte Carlo~MC! simu-
lation of the detector and the same event reconstruction s
ware used for the data. The MC dimuon sample is norm
ized to the data through use of the inclusive single mu
event rates innm and n̄m mode. The fit varies a commo
charm massmc , branching fractionBc , and fragmentation
parametere for both modes, and two parameters for ea
mode, (kn ,an) and (kn̄ ,an̄), that describe the magnitud
and shape of thes ands̄ quark PDFs. The strange sea para
eters are defined by

s~x,Q2!5kn

ū~x,Q2!1d̄~x,Q2!

2
~12x!an ~8!

and

s̄~x,Q2!5kn̄

ū~x,Q2!1d̄~x,Q2!

2
~12x!an̄. ~9!

In these parametrizations,1 values of kn5kn̄51 and an

5an̄50 would imply an SU~3!-flavor symmetric sea; previ
ous measurements have yieldedk values around 0.4, anda
values consistent with zero~within large errors!. The frag-
mentation process is described using the Collins-Spiller fr
mentation function@18#:

D~z,e!5N@~12z!/z1eC~22z!/~12z!#~11z!2@12~1/z!

2eC /~12z!#22. ~10!

The Peterson function@19# was also tried but produce
worse agreement between MC and data.

1This parametrization differs slightly from previous LO analys
in the definition ofkn and kn̄ in the general case ofan and an̄

Þ0. The motivation for not using the older definitions—of the for

s~x,Q2!5
kn

2
@ū~x,Q2!1d̄~x,Q2!#~12x!an

3

E
0

1

dx@ū~x,Q2!1d̄~x,Q2!#

E
0

1

dx@ū~x,Q2!1d̄~x,Q2!#~12x!an

—is to avoid a procedure that requires information about the P
outside the experimentally accessiblex range of the experiment.
6-3
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The analysis proceeds based on the observation tha
dimuon data are well described by the LO fit. The inform
tion on charm production from the LO fit is, in fact, not o
great importance; our goal is to use the fit parameters to
construct a cross section. This task is performed by form
a new grid inxVIS , yVIS , andEVIS in the data and MC, and
a corresponding grid ofx, y, andE in the MC. The dimuon
cross section is computed at the weighted center of e
(x,y,E) bin i. The MC also predicts, with the result of th
LO fit, the number of events in each (xVIS ,yVIS ,EVIS) bin j.
The MC can further be used to establish a corresponde
between (x,y,E) and (xVIS ,yVIS ,EVIS) bins; this is accom-
plished by finding the binj i in (xVIS ,yVIS ,EVIS) space that
receives the largest fraction of events produced in (x,y,E)
bin i. After this procedure the cross section for (x,y,E) bin i
is then determined by

H d2smm~nmN→m2m1X!

dxdy J
(x,y,E) i

5
Di

N i ,LO fit8
E

Em2.Em2min

dzdV

3H d3smm~nmN→m2m1X!

dxdydz J
(x,y,E) i2LO fit

.

~11!

In this expression the left-hand side represents the meas
cross section for dimuon production as a function ofx, y, and
E in bin i with the requirement that the second muon in t
event exceeds the threshold used in the experiment,Em2
.Em2min. On the right-hand side,Di is the number of data
corresponding to bini, and N i ,LO fit8 is the corresponding
number of events predicted by the LO fit. In the integra
d3smm(nmN→m2m1X)/dx dy dzis taken from Eq.~1!, and
the integral over the fragmentation variablez and charmed
hadron decay variableV maintains the conditionEm2

.Em2min. The procedure for definingDi andN i ,LO fit8 is de-
tailed further in Appendix A.

The end result is two tables, one each for thenm and n̄m
modes, of the ‘‘forward’’ dimuon cross section~which is
closest to what the experiment actually measures!. It will be
shown later that these tables can be used to re-extract th
fit parameters and can be combined with similar tables fr
the CCFR experiment. More details on the apparatus, e
selection, and analysis procedure will be given first.

IV. NuTeV EXPERIMENTAL DETAILS

A. Detector and beamline

The NuTeV ~Fermilab-E815! neutrino experiment col-
lected data during 1996–1997 with the refurbished Lab
neutrino detector and a newly installed Sign-Selected Qu
rupole Train~SSQT! neutrino beamline. Figure 2 illustrate
the sign-selection optics employed by the SSQT to pick
charge of secondary pions and kaons that determines wh
nm or n̄m are predominantly produced. The SSQT produc
11200
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beam impurities ofn̄m (nm) events in thenm mode (n̄m
mode! at the 1023 level. During NuTeV’s run the primary
production target received 1.1331018 and 1.4131018 pro-
tons on target in neutrino and anti-neutrino modes, resp
tively, resulting in inclusive CC samples of 1.33106 events
in the neutrino mode and 0.463106 n̄ inclusive CC events.
The very low ‘‘wrong-flavor’’ backgrounds@20# imply that
only one muon charge measurement is needed to make
correct assignments forEm1 andEm2 described above.

The Lab E detector, described in detail elsewhere@21#,
consists of two major parts, a target calorimeter and an i
toroid spectrometer. The target calorimeter contains 690 t
of steel sampled at 10 cm~Fe! intervals by 84 333 m2

scintillator counters and at 20 cm~Fe! intervals by 42 333
m2 drift chambers. The toroid spectrometer consists of fo
stations of drift chambers separated by three iron toroid m
nets that provide apT kick of 2.4 GeV/c. The toroid mag-
nets were set to always focus the muon with the same lep
number as the beam neutrino. Precision hadron and m
calibration beams monitored the calorimeter and spectr
eter performance throughout the course of data taking.
calorimeter achieves a sampling-dominated resolution
sE /E52.4%% 87%/AE and an absolute scale uncertainty
dE/E50.4%. The spectrometer’s multiple-Coulom
scattering-dominated muon momentum resolution issp /p
511%, and the muon momentum scale is known todp/p
51.0%.

B. Data selection

A typical dimuon event has the characteristics shown
Fig. 3. In this figure, the toroid can be seen to focus
leading muon originating from the leptonic vertex and
de-focus the secondary muon, which originates most pr
ably from charm decay. In the event shown both muons p
through the toroid, and both their signs are measured
events where the sign of one muon is not measured,
assumed to be opposite the one measured. Since the si
the primary muon is known because of the sign selection
the SSQT, the measurement of the sign of only one muo
sufficient to identify the primary and secondary muon in t
event. The rate of the same sign dimuon events with b
muons toroid analyzed is very low@20#.

Candidate opposite sign dimuon events, in both data
Monte Carlo simulations, were selected using the followi
criteria.

The event must occur in coincidence with the beam a
fire the penetration trigger~charged-current interaction trig
ger!.

FIG. 2. Schematic of the NuTeV beamline.
6-4
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FIG. 3. Typical dimuon event.
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The incident neutrino energyEn must be greater than2
GeV and the energy of the hadronic showerEhad greater than
10 GeV.

In order to ensure event containment, only events oc
ring within an active fiducial volume are accepted: the tra
verse vertex positions (Vx ,Vy) must satisfy 2127 cm

,Vx,y,127 cm andAVx
21Vy

2,152.4 cm, and the longitu
dinal vertex position must lie between counters 15 and
which corresponds to 2.7 and 13.3 hadronic interact
lengths from the upstream and downstream ends of the c
rimeter, respectively.

Two muons must be identified in the event and satisfy
following criteria:

~i! The energy of each of the two muons,Em1,m2, must be
greater than 5 GeV.

~ii ! The time obtained from fitting each track must
within 36 ns of the trigger time.

~iii ! One of the muons must be toroid-analyzed and
energy of the toroid-analyzed muon at the entrance of
toroid must be greater than 3 GeV.

~iv! At least one toroid-analyzed muon must pass throu
at least 2/3 of the toroid.

~v! The toroid-analyzed muons must hit the front face
the toroid inside a circle of radiusRFF,152 cm, and more
than 80% of the path length of the muon must be in
toroid steel.

Finally, in order to remove mis-reconstructed events
requirement is imposed on the reconstructedxVIS kinematic
variable: 0<xVIS<1.

The final event sample contains 5102nm-induced and
1458n̄m-induced events. Of these, 2280/655 innm / n̄m mode
have both muons reconstructed in the toroid spectrome
11200
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All other events have only one. The meanEVIS of the events
is 157.8 GeV, the meanQVIS

2 521.1 GeV2, and the mean
xVIS50.14. The overall reconstruction efficiency, includin
the detector acceptance, is;60% for events withEm2' 5
GeV, and;80% whenEm2 is above 30 GeV.

C. Detector Simulation

A hit-level Monte Carlo simulation of the detector bas
on theGEANT package@22# was used to model the detecto
response and provide an accurate representation of the d
tor geometry. The Monte Carlo events were analyzed us
the same reconstruction software used in the data anal
The detector response in the simulation was tuned to b
hadron and muon test beam data at various energies. To
sure the accurate modeling of the muon reconstruction e
ciency the drift chamber efficiencies implemented in t
simulation were measured in the data as a function of tim

The primary neutrino interactions were generated us
the LO QCD model and fragmentation function described
Sec. III. Electroweak radiative corrections based on
model by Bardin@23# were applied to this cross section. Th
main background source from ordinary CC interactions
which a pion or kaon produced in the hadronic shower
cays muonically was generated following a parametrizat
of hadron test beam muoproduction data for simulating s
ondary decays, and theLEPTO @24# package for the decays o
primary hadrons@25#. The total probability to produce suc
muons with momentum greater than 4 GeV/c is '231024

for events withEhad;30 GeV, and'1023 for Ehad;100
GeV. The contribution from the primary hadron decays
roughly two times larger than that from the secondary
cays.
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D. Neutrino flux and normalization

The total flux, energy spectra, and composition for b
neutrino and anti-neutrino beams are calculated usin
Monte Carlo simulation of the beamline based on theDECAY

TURTLE program @26# and production data from Atherto
@27# as parametrized by Malensek@28# for thick targets. This
flux is used to generate an inclusive charged-current inte
tion Monte Carlo sample using theGEANT based hit-level
detector Monte Carlo simulation described in Sec. IV C.

The predicted flux is then tuned so that the inclus
charged-current interaction spectra in the Monte Carlo ma
the data. Selection criteria for this sample of inclusi
charged-current interactions are exactly the same as t
used to select the dimuon sample with the requirement
two muons removed. Flux corrections of up to 15% are
plied in bins of neutrino energy and transverse vertex p
tion to force the single muon data and Monte Carlo to agr
In addition, an overall factor is determined for each be
~neutrino or anti-neutrino! that absolutely normalizes th
single muon Monte Carlo simulation to the data. The dimu
Monte Carlo simulation uses the flux determined with t
above procedure; and it is absolutely normalized to the
clusive single muon charged-current data through the
tuning procedure.

The procedure used to tune the flux to the observed si
muon rate is iterative since the event rate observed in
detector depends on the convolution of the cross section
neutrino flux, and the result of the charm measurement h
small effect on the total cross section. Corrections fou
from the single muon Monte Carlo simulation and data co
parisons are used in the dimuon Monte Carlo simulation
is used to determine the dimuon cross section, and thus

FIG. 4. Charged-current Monte Carlo distributions~histograms!
compared to data~points!. Top: energy of the primary muon
Middle: energy of the primary muon entering the toroid. Botto
hadronic energy. All energies are in GeV. The neutrino mode
shown on the left, anti-neutrinos are shown on the right side of
plot. Thex2 per degree of freedom is shown for each distributio
11200
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charm production cross section within our LO model. T
charm cross-section results are then used in the single m
Monte Carlo simulation and the procedure is repeated u
the flux parameters do not change~in practice the conver-
gence is very fast!. Figures 4 and 5 show a comparison b
tween data and Monte Carlo simulation for the single mu
~flux! sample; the level of agreement is very good. Note t
muon and hadron energies are not adjusted separately in
flux tuning procedure.

V. RESULTS

A. NuTeV and CCFR leading order QCD fits

The LO QCD fits were performed using three differe
parton distribution function~PDF! sets with their corre-
sponding QCD evolution kernels: 1994 Glu¨ck-Reya-Vogt
~GRV94! leading order ~LO! @29# and coordinated
theoretical/experimental projection QCD phenomenolo
~CTEQ!4LO @30# , as implemented in thePDF compilation
PDFLIB @31#, and a Buras-Gaemers parametrization@32#
~BGPAR! that has been used extensively in this experim
and its CCFR predecessor. In the BGPAR case, an exp
Callan-Gross relation violation is implemented by replaci
the term 12mc

2/2MEnj in Eq. ~2! with (11RL)@1
1(2Mj/Q)2#21(12y2Mxy/2E)1xy/j, where RL , the
ratio of longitudinal to transverseW6N cross sections, is
taken from a fit to electroproduction data@33#. Table I lists fit
results with the rightmost column showing the combin
x2 for n and n̄ modes. All three models have the sam
good level of agreement with the dimuon dat
Figure 6 illustrates the quality of the BGPAR fi
by comparing it to the data for the kinematic variabl
used directly in the fit; Fig. 7 shows a compariso

:
is
e
.

FIG. 5. Charged-current Monte Carlo distributions~histograms!
compared to data~points!. Top: neutrino energy in GeV,EVIS

5E1m1E2m1Ehad . Middle: the event vertex position in thex
plane. Bottom: the event vertex position in they plane. Neutrinos
are shown on the left, anti-neutrinos on the right. Thex2 per degree
of freedom is shown for each distribution.
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TABLE I. Results of LO fits to NuTeV data. The first error is statistical, the second systematic

Model mc(GeV/c2) e Bc(%) x2/DOF

BGPAR 1.3360.1960.10 2.0760.3160.64 11.4061.0861.15 105/112
GRV 1.6560.1860.09 2.0960.3160.64 11.1161.5161.60 101/112
CTEQ 1.6360.1760.09 2.0760.3160.63 10.7061.6661.76 100/112

Model k k̄ a ā

BGPAR 0.3260.0660.04 0.3760.0560.04 21.1061.0560.59 22.7860.4260.40
GRV 0.3760.0560.03 0.3760.0660.06 0.8761.2560.71 0.2860.4460.42
CTEQ 0.4460.0660.04 0.4560.0860.07 1.1761.2060.68 1.0860.4460.41
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for variables not used directly in the fit. One observes t
differences in the choice of PDF parametrization result
different charm production parameters, indicating signific
model dependence at LO. Because of this dependence
most relevant quantity to extract is the dimuon product
cross section.

B. CCFR leading order QCD fits

The CCFR dimuon data set used in the CCFR LO@14#
and NLO @13# analysis is used to extract LO QCD param
eters using the same procedure described in the previous
tion. Results, shown in Table II, are consistent with t
NuTeV fits except for the fragmentation function shape
rameter e. This difference is caused by the fact that
NuTeV a much higher percentage of low energy muons
used, thus thezVIS distribution has significant shape diffe
ences to that of CCFR. In addition, the uncertainty in

FIG. 6. x, z, andE distributions for dimuons~points! compared
to Monte Carlo~histogram!. Neutrinos are shown on the left, ant
neutrinos on the right. These distributions are used in
logarithmic-likelihood fit. The crosses show the Monte CarlopK
background component, and the stars show the strange sea c
bution.
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p/K background parametrization is larger for low muon e
ergies; this effect is reflected in the size of the error on
determination ofe.

Table II shows the results of a combined fit to the da
from both NuTeV and CCFR performed using the same p
cedure and the BGPAR PDF set. Since the fragmenta
shape parameter is different for the two experiments,
Monte Carlo sample for each is reweighted to the appropr
e and then kept fixed in the combined fit to simplify th
fitting procedure.

C. Comparing CCFR with NuTeV

Different BGPAR PDF sets are used to analyze NuT
and CCFR data. Thus, since we have shown that diffe
PDF sets can produce different LO parameters, the num
presented in Table II should not be compared directly w
each other. Furthermore, the combined fit uses the NuT

e

tri-

FIG. 7. Dimuon data kinematic distributions~points! not used in
the fit: Q2 in GeV2, Em2 in GeV, andy, from top to bottom. Neu-
trinos are shown on the left, anti-neutrinos on the right. The to
Monte Carlo prediction is represented by the histogram, while
crosses show thepK background component, and the stars sh
the strange sea contribution.
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TABLE II. Results of LO fits to NuTeV, CCFR, and a combined data set, using the BGPAR PDF set.
the statistical errors are shown.

Set mc(GeV/c2) e Bc(%) k k̄ a ā

NuTeV 1.3360.19 2.0760.31 11.4061.08 0.3260.06 0.3760.05 21.1061.05 22.7860.42
CCFR 1.2060.23 0.8860.12 11.4360.95 0.3160.05 0.3660.05 3.1460.91 3.4660.73
combined 1.3860.13 11.5760.70 0.3560.04 0.4160.04 20.7760.66 22.0460.36
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BGPAR PDF set, an approach that is not completely rig
ous. Parameters in Table II should be compared to their
responding values in Table III, which gives the result of t
fit to the dimuon cross-section table discussed in the n
section. In this case, the use of any PDF set or mode
equally appropriate, since the purpose is to compare the
sults of the fit to the dimuon data to those of the fit to t
extracted cross-section tables.

We caution readers against takingk anda parameters for
strange seas extracted using the BGPAR sets and using

to constructs(x,Q2)/ s̄(x,Q2) PDFs according to Eqs.~8!
and ~9! from a different PDF set. Since the NuTeV/CCF
PDFs are not publicly available, a safer course would be
take the strange sea parameters for CTEQ or GRV. E
then, it is important to matchk anda from our fits with the
appropriate PDF set.

D. Systematic uncertainties

Although the main thrust of the analysis is the extract
of the dimuon production cross section, the various sour
of systematic uncertainty are presented by listing their c
tributions to the LO fit parameters. This is done for reaso
of clarity, since the individual systematic uncertainty cont
butions add too many entries in the cross-section tab
These methods are completely equivalent since the sys
atic uncertainty on the parameters of the LO fits propaga
directly to the cross-section measurement.

The main sources of the systematic uncertainties a
from modeling uncertainties in the Monte Carlo. The mo
significant are thep/K decay background simulation, th
detector calibration from the analysis of test beam had
and muon data as functions of energy and position, and
overall normalization. In addition, in the case of the BGPA
fits, the uncertainty on the longitudinal structure function
important.

The systematic error sources are given in Table IV. F
the combined NuTeV1CCFR fit, systematic errors begin t
dominate the uncertainties for several fit parameters.
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E. NuTeV cross-section tables

As was shown in the previous section, charm cro
section parameters depend on the details of the charm
duction model used in the fit. In addition, a fragmentati
and decay model must be used to extract the charm pro
tion cross section from the observed dimuon rate, introd
ing further model dependence. These model dependence
exacerbated by the experimental smearing correction, du
the missing neutrino energy of the charmed hadron de
and the detector resolution, and the substantial accept
correction for low energy muons. In order to minimize mod
dependencies, we choose to present our result in the form
a dimuon production cross section.

We have shown in the previous section that we can ob
a very good description of our dimuon data, independen
the charm production model assumptions in our Mo
Carlo. We thus limit the use of the Monte Carlo simulation
correct experimental effects to the measured dimuon r
and we limit the measurement of this rate to regions of ph
space where the acceptance of the experiment is high. In
case, the only model dependence comes from poten
smearing effects close to our acceptance cuts, i.e., the un
tainty on production of events produced with kinematic va
ables outside our cuts that smeared to reconstructed va
within the cuts. The prediction for this kind of smearin
depends on the underlying physics model, which is not w
constrained by our data, since it involves phase space
accessed by our data. However, this model dependence
second order effect.

The dimuon cross-section extraction procedure depe
on the ability of our Monte Carlo program to describe t
data. The ‘‘true’’ three-dimensional phase space (x,y,E) is
divided into a number of bins. The grid is set up so that th
is the same number of Monte Carlo events in each bin
any projection into one dimension. The cross section
dimuon production withEm2>5 GeV is calculated according
to Eq. ~11! at the center of gravity of each bin. The size
the bins in ‘‘visible’’ phase space (xVIS ,yVIS ,EVIS) is de-
fined in such a way so that there is a correspondence betw
bined
TABLE III. Results of LO fits to the cross-section tables extracted from the NuTeV, CCFR, and com
data sets.

Set mc(GeV/c2) Bc(%) k k̄ a ā

NuTeV 1.3060.22 10.2261.11 0.3860.08 0.3960.06 22.0760.96 22.4260.45
CCFR 1.5660.24 12.0860.99 0.2860.05 0.3360.05 3.8561.17 3.3060.83
NuTeV1 1.4060.16 11.0060.71 0.3660.05 0.3860.04 21.1260.73 22.0760.39
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TABLE IV. Systematic error sources for the LO-QCD fit to the NuTeV data.

mc(GeV/c2) e Bc(%) k k̄ a ā

n p/K(15%) 0.022 0.51 0.81 0.018 0.031 0.01 0.0

n̄ p/K(21%) 0.006 0.13 0.06 0.001 0.017 0.01 0.1

RL(20%) 0.037 0.09 0.17 0.001 0.010 0.48 0.2
m energy scale(1%) 0.080 0.33 0.74 0.036 0.023 0.25 0.2
Hadron energy scale (0.4%) 0.012 0.08 0.02 0.005 0.003 0.01
MC statistics 0.047 0.02 0.31 0.012 0.006 0.23 0.
Flux 0.010 0.01 0.07 0.001 0.000 0.03 0.0
Systematic error 0.104 0.64 1.15 0.043 0.043 0.59 0
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a visible binj i and a generatedi established by the conditio
that bin j i contains at least 60% of the events from bini. The
relative error on the cross section is taken to be equa
ds2

/s2m5s2m /AD( j i). Cross-section tables were produc
using all three BGPAR, GRV, and CTEQ models; Figs. 8 –
demonstrate the insensitivity of the cross section to P
choice. Further details of the binning procedure are defi
in Appendix A.

F. Charm production fits using the dimuon cross-section tables

Using the cross-section tables involves similar steps
used in the direct data analysis, but with all detector and
11200
to

1
F
d

s
x

dependent effects removed. One must provide a model
charm production, fragmentation, and decay; construct
dimuon cross-section number for each entry in the table;
perform ax2 fit. The x2 function should employ the statisti
cal and systematic errors in each bin added in quadratur

One must also account for correlations between the v
ous table entries. These correlations derive from our us
the LO fit to parametrize the data and from our method
binning; they are an inherent consequence of the incomp
kinematic reconstruction of the dimuon final state. We ha
adopted a pragmatic approach towards handling this is
Rather than compute a large correlation matrix, we inflate
cross-section errors in each bin by a factor that is typica
e

s
e
s
.
-

e

FIG. 8. s2m(x) from NuTeV
neutrinos for variousEn2y bins
in units of charged-currents. The
cross section extracted using th
BGPAR model in the Monte Carlo
is shown in squares, the circle
correspond to extraction using th
CTEQ model, and the triangle
correspond to the GRV model
The curves show the model pre
diction for GRV ~dashed!, CTEQ
~dotted!, and BGPAR~solid! after
the models have been fit to th
data.
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FIG. 9. s2m(x) from NuTeV
anti-neutrinos for variousEn2y
bins in units of charged-currents.
The cross section extracted usin
the BGPAR model in the Monte
Carlo is shown in squares, th
circles correspond to extractio
using the CTEQ model, and th
triangles correspond to the GRV
model. The curves show the
model prediction for GRV
~dashed!, CTEQ ~dotted!, and
BGPAR ~solid! after the models
have been fit to the data.
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be
1.4. This factor is chosen so that anuncorrelatedx2 fit to the
tables returns the same parameter errors as a direct fit to
data. A consequence of this error inflation is an apparent
fit x2 per bin (x2/bin) that is approximately 1/4 rather tha
1. This low value results from overcounting the number
degrees of freedom~DOF! present in the table and is com
pensated for by using an effective DOF per bin determin
via the MC calculation and given along with cross sect
data in the tables. Further details of the determination of
effective DOF are presented in Appendix A.

We tested this fitting procedure on the tables using
same BGPAR, fragmentation, and decay models used to
tain the table; Table III summarizes this study. Both the
rameter values and their uncertainties obtained from fitting
the cross-section table agree with the corresponding va
obtained by fitting directly to the data. It has also been ve
fied that GRV94 parameters, for example, can be extra
from a cross-section table constructed with either the CT
or BGPAR model so as to agree with parameters obtaine
fitting directly to the data.

While our cross-checks in fitting the cross-section tab
entail using the same physics model used in generating
tables, we emphasize that the table presents a set of phy
observables which may be used to testany dimuon produc-
tion model. For the most interesting case of dimuon prod
11200
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tion through charm, a typical model test would consist of t
following steps.2

For each bin, generate a~large! ensemble ofNGEN events
with x , y, andpW c , wherepW c denotes the laboratory momen
tum of the produced charm quark, according to the mo
charm production differential cross sectiondsc2mod/
dxdydpW c

Fragment the charm quarks into hadrons and decay
charmed hadrons~using, for example,PYTHIA!, and deter-
mineNPASSthe number of events which have a charm dec
muon withEm2>5 GeV.

The cross section to compare to the table value
then dsmm2mod/dx dy5(NPASS/NGEN)*dpW c dsc2mod/
dxdydpW c .

A fit should then be performed to minimize

x25 (
table2bins

~dsmm2mod/dxdy2dsmm2data
1 /dxdy!2

sstat
2 1ssyst

2

~12!

in each beam mode with respect to the desired paramete
dsc2mod/dxdydpW c .

2A simple PYTHIA implementation of the first three steps may
obtained at www-e815.fnal.gov, or by contacting the authors.
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FIG. 10. s2m(x) from CCFR
neutrinos for variousEn2y bins
in units of charged-currents. The
cross section extracted using th
BGPAR model in the Monte Carlo
is shown in squares, the circle
correspond to extraction using th
CTEQ model, and the triangle
correspond to the GRV model
The curves show the model pre
diction for GRV ~dashed!, CTEQ
~dotted!, and BGPAR~solid! after
the models have been fit to th
data.
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The confidence level for the fit may be obtained by co
paring thex2 to the sum of the effective DOF for table bin
used in the fit.

To provide further experimental information for mod
testing, the following kinematic quantities are given alo
with the cross section in each bin:^EHAD&, the mean visible
hadronic energy;̂ Em2&, the mean energy of the seconda
muon; ^pT2in

2 &, the mean square of the secondary muo
transverse momentum in the event scattering plane;
^pT2out

2 &, the mean square of the secondary muons transv
momentum perpendicular to the event scattering pla
These quantities are computed from the dimuon data, w
the LO fit used only for acceptance and smearing correctio
Tables V–XVI contain the measurements.3 Appendix B con-
tains a supplementary discussion of the cross sections at
x.

VI. SUMMARY

We present a measurement of the dimuon produc
cross section from an analysis of the data of the NuT
neutrino DIS experiment at the Tevatron. NuTeV data
combined with an earlier measurement from the CCFR

3These data may also be obtained electronically at ww
e815.fnal.gov
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periment that used the same detector but a different be
line. A leading order QCD analysis of charm production p
formed on the combined data yields the smallest errors
date on model parameters describing the charm mass
size and shape of the strange sea, and the mean semi-m
branching fraction of charm. The leading order QCD mod
describes NuTeV and CCFR data very well, but cross-sec
model parameters extracted vary depending on the partic
choice of model. The extracted dimuon production cross s
tion, by contrast, is insensitive to the choice of the lead
order QCD model and should be of the most use to
community of phenomenologists.

APPENDIX A: CROSS-SECTION TABLE BINNING
PROCEDURE

In this analysis we report the differential cross sectio
ds(nm / n̄mFe→m7m6X)/dxdy for forward secondary
muons tabulated in bins of neutrino energyE, Bjorken scal-
ing variablex, and inelasticityy. The measurement is ob
tained by using a LO Monte Carlo fit to the data to find t
correspondence~mapping! between the ‘‘true’’~unsmeared!
and reconstructed~smeared! phase space, as discussed
Sec. III. This procedure maps the statistical fluctuations
the observed event rate to the ‘‘true’’ phase space bins wh
the cross section is reported. The consistency of the pro
-
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TABLE V. NuTeV forward differential cross section fornmN→m2m1X at E;90.18 GeV. The forward cross section requiresEm1>5
GeV, and the cross-section values should be multiplied by1

1003GF
2ME/p. The first error given for the cross sections is statistical and

second systematic. Units are in GeV or GeV2, where appropriate, for the averages of the kinematic quantities.

x2 x y

ds~nmN→m2m1X!

dxdy U
1 ^EHAD& ^Em1& ^pTm1 in

2 & ^pTm1out
2 &

0.64 0.021 0.334 0.41960.07160.003 18.361.0 7.960.5 0.4060.55 0.1460.24
0.45 0.058 0.334 0.53860.09060.022 18.661.2 9.060.6 1.0861.14 0.7661.49
0.44 0.102 0.334 0.42760.06960.007 17.961.2 8.360.7 1.1960.78 0.2660.48
0.46 0.168 0.334 0.32360.04960.008 18.761.2 8.260.5 0.7460.28 0.1460.25
0.67 0.324 0.334 0.13260.01960.003 19.460.9 8.560.4 0.9560.09 0.0760.04
0.64 0.021 0.573 0.77460.10760.015 36.361.4 10.960.8 0.1960.09 0.0960.03
0.46 0.058 0.573 0.80860.10860.027 34.361.5 10.960.7 0.2960.14 0.1160.07
0.47 0.102 0.573 0.79260.10360.012 36.561.5 10.060.6 1.0860.97 0.4460.96
0.50 0.168 0.573 0.47160.06060.017 34.861.6 10.660.7 0.8560.72 0.2560.43
0.62 0.324 0.573 0.19860.02760.003 34.661.6 11.160.7 0.7460.11 0.0760.03
0.58 0.021 0.790 0.79560.12660.096 49.663.0 14.661.4 0.2660.35 0.1060.05
0.43 0.058 0.790 0.89460.13360.029 52.862.5 13.561.5 0.3460.35 0.2460.44
0.41 0.102 0.790 0.82660.12360.027 52.162.5 11.261.0 0.2460.21 0.0960.08
0.52 0.168 0.790 0.70660.10860.005 52.962.5 12.661.2 0.3060.15 0.1060.08
0.58 0.324 0.790 0.21060.03860.004 49.062.9 12.861.2 0.5260.18 0.0960.04

FIG. 11. s2m(x) from CCFR
anti-neutrinos for variousEn2y
bins in units of charged-currents.
The cross section extracted usin
the BGPAR model in the Monte
Carlo is shown in squares, th
circles correspond to extractio
using the CTEQ model, and th
triangles correspond to the GRV
model. The curves show the
model prediction for GRV
~dashed!, CTEQ ~dotted!, and
BGPAR ~solid! after the models
have been fit to the data.
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TABLE VI. NuTeV forward differential cross section fornmN→m2m1X at E;174.37 GeV. The forward cross section requiresEm1

>5 GeV, and the cross-section values should be multiplied by1
1003GF

2ME/p. The first error given for the cross sections is statistical a
the second systematic. Units are in GeV or GeV2, where appropriate, for the averages of the kinematic quantities.

x2 x y

ds~nmN→m2m1X!

dxdy U
1 ^EHAD& ^Em1& ^pTm1 in

2 & ^pTm1out
2 &

0.66 0.021 0.334 1.01360.14860.022 39.161.8 12.161.0 0.5761.32 0.2460.49
0.45 0.058 0.334 0.83760.12760.018 39.662.1 12.261.1 0.3360.09 0.0860.04
0.40 0.102 0.334 0.73760.11160.009 39.862.3 12.261.1 0.5760.17 0.0860.03
0.39 0.168 0.334 0.48460.07160.010 38.562.2 11.360.9 0.6960.15 0.1160.10
0.57 0.324 0.334 0.21260.02860.005 39.561.8 12.760.8 1.4460.20 0.0860.03
0.57 0.021 0.573 1.30460.19660.015 69.062.3 18.161.8 0.1960.07 0.1160.06
0.43 0.058 0.573 1.16160.17660.021 71.062.5 16.761.5 0.2560.08 0.0860.04
0.35 0.102 0.573 1.14060.17860.019 72.963.2 19.262.1 0.6360.24 0.2660.78
0.42 0.168 0.573 0.68560.10760.007 75.063.2 14.861.6 1.3461.26 0.1560.27
0.52 0.324 0.573 0.24260.03860.004 76.863.3 13.661.6 0.7460.24 0.0760.04
0.43 0.021 0.790 1.26760.17960.025 101.863.6 22.062.8 0.2060.09 0.1160.05
0.34 0.058 0.790 1.30160.17660.031 101.563.2 21.162.4 0.2960.11 0.0960.04
0.32 0.102 0.790 1.07260.15360.023 98.663.6 21.963.1 0.3760.17 0.0960.05
0.37 0.168 0.790 0.78860.11860.020 101.864.3 20.463.3 0.7260.65 0.0960.06
0.41 0.324 0.790 0.25160.04060.005 100.464.2 20.263.1 0.6960.40 0.0860.07
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dure is checked by comparing fits of various models to
extracted cross-section tables to fits of the same models
formed directly to the data. The criteria for the check is th
the obtained central values and the errors on the model
rameters are the same in both cases. In order to meet t
criteria the binning of the smeared and the unsmeared p
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Usually in cross-section measurements, the procedure

lowed is to bin both the ‘‘true’’ and the reconstructed va
ables using the same grid, and select the bin size empiric
so that for each bin the purity is maximized and the smear
contribution from other bins is minimized.4 In such a method
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e bin.
TABLE VII. NuTeV forward differential cross section fornmN→m2m1X at E;244.72 GeV. The forward cross section requiresEm1

>5 GeV, and the cross-section values should be multiplied by1
1003GF

2ME/p. The first error given for the cross sections is statistical a
the second systematic. Units are in GeV or GeV2, where appropriate, for the averages of the kinematic quantities.

x2 x y

ds~nmN→m2m1X!

dxdy U
1 ^EHAD& ^Em1& ^pTm1 in

2 & ^pTm1out
2 &

0.79 0.021 0.334 1.15460.16760.015 54.862.9 15.161.5 0.8261.29 0.0960.05
0.54 0.058 0.334 1.30660.19660.034 59.363.1 14.261.3 0.3160.10 0.2960.40
0.46 0.102 0.334 0.91360.13260.017 61.264.5 13.261.6 0.4060.11 0.1160.14
0.41 0.168 0.334 0.71260.10360.013 65.763.3 14.161.4 0.8260.18 0.0960.03
0.63 0.324 0.334 0.27860.03660.003 69.963.5 13.861.2 1.2960.30 0.1160.10
0.68 0.021 0.573 1.48760.23460.010 97.763.8 20.163.0 0.1960.09 0.1460.16
0.47 0.058 0.573 1.41960.23560.016 105.763.9 19.762.6 0.8360.98 0.1060.09
0.46 0.102 0.573 1.01860.16660.011 105.566.1 21.263.9 0.8460.62 0.1360.52
0.42 0.168 0.573 0.70060.11660.005 108.164.9 17.563.4 0.7860.34 0.1060.07
0.60 0.324 0.573 0.29460.04660.003 109.664.5 18.662.7 0.8660.27 0.0860.04
0.56 0.021 0.790 1.65660.22260.060 148.964.9 22.663.3 0.1960.11 0.1660.20
0.43 0.058 0.790 1.54660.21660.013 144.365.5 27.664.5 0.3960.20 0.1360.17
0.40 0.102 0.790 1.21160.17460.046 149.867.2 25.464.4 1.2561.19 0.2660.51
0.36 0.168 0.790 0.96860.14160.011 150.366.9 22.263.5 0.5260.32 0.4861.98
0.37 0.324 0.790 0.31160.04760.005 154.566.3 19.263.6 0.5060.26 0.0760.04

4Purity is defined here as the fraction of events which have both their unsmeared and smeared variables belonging to the sam
6-13
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TABLE VIII. NuTeV forward differential cross section forn̄mN→m1m2X at E;78.98 GeV. The forward cross section requiresEm2

>5 GeV, and the cross-section values should be multiplied byGF
2ME/p. The first error given for the cross sections is statistical and

second systematic. Units are in GeV or GeV2, where appropriate, for the averages of the kinematic quantities.

x2 x y

ds~n̄mN→m1m2X!

dxdy
U
1 ^EHAD& ^Em2& ^pTm2 in

2 & ^pTm2out
2 &

0.61 0.016 0.356 0.40360.10160.004 16.961.3 7.560.8 0.1160.07 0.0660.06
0.39 0.044 0.356 0.39360.10160.019 15.961.9 8.261.0 1.3461.80 0.5961.57
0.34 0.075 0.356 0.41760.10760.007 16.561.6 7.961.1 0.4260.33 0.1160.13
0.37 0.117 0.356 0.27560.06760.025 16.561.5 8.460.7 0.3760.19 0.1260.13
0.63 0.211 0.356 0.08060.01860.003 18.561.9 8.060.9 0.7460.23 0.0860.06
0.61 0.016 0.586 0.46360.09760.030 30.662.2 13.061.9 0.1960.09 0.0560.04
0.39 0.044 0.586 0.53360.11060.007 31.262.5 10.361.4 0.1760.08 0.1160.05
0.42 0.075 0.586 0.62160.12560.026 33.562.2 10.761.4 0.3260.17 0.0560.05
0.44 0.117 0.586 0.35760.07160.008 31.562.4 11.161.3 0.3560.13 0.0960.06
0.63 0.211 0.586 0.18360.03660.003 32.262.3 10.761.2 0.9360.39 0.0760.04
0.53 0.016 0.788 0.62360.16160.009 43.763.8 12.161.6 0.1460.13 0.1360.20
0.39 0.044 0.788 0.62360.15460.016 44.864.3 10.161.8 0.1060.08 0.0460.03
0.42 0.075 0.788 0.52060.12460.004 43.463.7 13.463.3 0.1960.11 0.1060.09
0.41 0.117 0.788 0.39960.09860.016 41.165.2 11.962.7 0.3060.21 0.0960.10
0.64 0.211 0.788 0.15360.03960.004 46.865.1 10.062.4 0.3060.26 0.0760.06
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the correspondence between smeared and unsmeared b
trivial since the same grid of bins is used. In the case of
dimuon cross-section measurement, a complication ar
from the large smearing effects due to the missing neut
energy in the reconstructed dimuon final state. Unlike de
tor resolution effects, this smearing is not a symmetric fu
tion of the true, unsmeared variables, but rather an asym
ric mapping similar to electroweak radiative correction
Because of this effect, we have followed a more elabor
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procedure to map the visible phase space bins to those o
true phase space. This procedure allows us to obtain the
sired high purity for each bin and also achieve stability of t
result independently of the binning choice. In addition
mapping, our procedure allows us to take into account
significant bin-to-bin correlations which arise from the lar
smearing corrections without having to construct a full er
matrix. This correlation matrix can be calculated, but it is t
unwieldy to be useful, and it is difficult to incorporate effec
the

TABLE IX. NuTeV forward differential cross section forn̄mN→m1m2X at E;146.06 GeV. The forward cross section requiresEm2

>5 GeV, and the cross-section values should be multiplied byGF
2ME/p. The first error given for the cross sections is statistical and

second systematic. Units are in GeV or GeV2, where appropriate, for the averages of the kinematic quantities.

x2 x y

ds~n̄mN→m1m2X!

dxdy
U
1 ^EHAD& ^Em2& ^pTm2 in

2 & ^pTm2out
2 &

0.68 0.016 0.356 0.79360.17160.017 32.862.5 12.762.0 0.5060.62 0.7861.84
0.42 0.044 0.356 0.74460.17260.024 36.163.3 12.262.0 0.2360.12 0.0860.06
0.37 0.075 0.356 0.75260.17460.013 33.662.9 11.261.6 0.3360.11 0.2160.36
0.38 0.117 0.356 0.42760.09760.009 36.763.7 10.361.4 0.7360.27 0.0760.06
0.56 0.211 0.356 0.14060.03060.003 38.564.1 8.860.8 0.6160.22 0.0660.05
0.53 0.016 0.586 1.33860.31760.025 58.563.0 16.462.2 0.0960.07 0.0760.04
0.37 0.044 0.586 0.93060.22360.048 66.364.4 13.262.5 0.1260.09 0.0960.12
0.36 0.075 0.586 0.74460.17360.017 60.164.5 16.762.5 0.2760.13 0.0860.08
0.34 0.117 0.586 0.65360.15960.005 64.063.9 14.762.9 0.3860.18 0.0860.07
0.50 0.211 0.586 0.25760.06360.006 59.864.6 14.463.2 0.6960.32 0.0560.04
0.46 0.016 0.788 0.91560.19860.013 83.065.1 18.163.4 0.1260.09 0.0960.14
0.37 0.044 0.788 1.10660.24060.042 84.366.4 22.064.1 0.3060.18 0.0960.07
0.33 0.075 0.788 0.77560.17260.041 87.365.8 18.464.6 0.2360.31 0.0760.05
0.36 0.117 0.788 0.54760.12160.015 88.266.5 15.764.6 0.1760.11 0.0660.06
0.44 0.211 0.788 0.29760.07560.004 78.765.6 17.363.6 0.3160.13 0.0760.04
6-14
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TABLE X. NuTeV forward differential cross section forn̄mN→m1m2X at E;222.14 GeV. The forward cross section requiresEm2

>5 GeV, and the cross-section values should be multiplied byGF
2ME/p. The first error given for the cross sections is statistical and

second systematic. Units are in GeV or GeV2, where appropriate, for the averages of the kinematic quantities.

x2 x y

ds~n̄mN→m1m2X!

dxdy
U
1 ^EHAD& ^Em2& ^pTm2 in

2 & ^pTm2out
2 &

0.80 0.016 0.356 1.04660.22860.015 53.363.3 14.362.4 0.1660.10 0.1060.05
0.51 0.044 0.356 1.13360.25460.017 55.064.4 15.962.4 0.3760.23 0.0860.04
0.41 0.075 0.356 0.85560.19560.010 57.266.4 16.263.5 0.5260.19 0.0960.07
0.44 0.117 0.356 0.42660.09460.030 57.167.0 13.662.8 0.5860.37 0.0760.05
0.60 0.211 0.356 0.33160.07060.029 61.966.9 11.862.6 1.4660.92 0.0860.04
0.60 0.016 0.586 1.45960.38060.012 95.066.7 17.263.3 0.1460.11 0.0460.04
0.45 0.044 0.586 1.11160.28160.011 95.065.4 19.563.9 0.2760.21 0.0760.05
0.41 0.075 0.586 0.99860.25360.037 89.267.4 25.365.2 0.3960.22 0.1560.16
0.42 0.117 0.586 0.78760.20260.011 97.8610.3 24.967.9 1.2461.16 0.0860.10
0.56 0.211 0.586 0.30360.07760.007 101.466.3 18.665.8 1.1760.58 0.1660.33
0.59 0.016 0.788 1.12560.24360.018 135.4612.9 26.566.1 0.1560.13 0.0960.09
0.46 0.044 0.788 1.43360.29560.012 132.8610.2 25.266.0 0.1760.15 0.0860.11
0.41 0.075 0.788 1.25860.26860.033 129.769.7 26.367.3 0.5260.54 0.0860.09
0.44 0.117 0.788 0.69360.15460.022 134.2614.4 25.867.4 0.7060.62 0.0660.07
0.58 0.211 0.788 0.21960.05060.010 132.4618.0 20.565.3 0.6860.35 0.1560.17
u
s

s
u

ng

ents
nc-

d

n
n
u
is
V
.

-
-
be
s
V
.

of correlated systematic errors in a meaningful way. In o
treatment, we estimate an effective number of degree
freedom that allows us to obtain from anuncorrelatedfit to
the cross-section tables the same fit parameter errors a
ones obtained by directly fitting to the data, using the us
Dx251 definition.

We begin the description of the technique by defini

TABLE XI. CCFR E744/E770 forward differential cross sectio
for nmN→m2m1X at E;109.46 GeV. The forward cross sectio
requiresEm1>5 GeV, and the cross-section values should be m
tiplied by GF

2ME/p. The first error given for the cross sections
statistical and the second systematic. Units are in GeV or Ge2,
where appropriate, for the averages of the kinematic quantities

x2 x y

ds~nmN→m2m1X!

dxdy U
1

0.54 0.023 0.320 0.58960.12960.018
0.47 0.057 0.320 0.61960.11060.004
0.44 0.100 0.320 0.47260.08260.004
0.46 0.167 0.320 0.49460.08160.003
0.69 0.336 0.320 0.15960.02460.001
0.59 0.023 0.570 1.36760.22360.019
0.43 0.057 0.570 1.01760.16160.008
0.50 0.100 0.570 0.70660.10360.023
0.52 0.167 0.570 0.47260.06760.010
0.61 0.336 0.570 0.22660.03460.003
0.42 0.023 0.795 1.40660.22360.047
0.39 0.057 0.795 1.36160.20360.016
0.46 0.100 0.795 1.13860.17260.014
0.48 0.167 0.795 0.81260.13660.018
0.49 0.336 0.795 0.21160.04060.003
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more precisely the factorsDi andN i ,LO fit8 from Eq. ~11!. In
this equation, the expression on the left-hand side repres
the measured cross section for dimuon production as a fu
tion of x, y, andE in bin i of the true phase space~with the
requirementEm2.Em2min). On the right-hand side,Di is the
number of data events in bini ~which has to be determine
using the Monte Carlo mapping procedure!, andN i ,LO fit8 is

l-

TABLE XII. CCFR E744/E770 forward differential cross sec
tion for nmN→m2m1X at E;209.89 GeV. The forward cross sec
tion requiresEm1>5 GeV, and the cross-section values should
multiplied byGF

2ME/p. The first error given for the cross section
is statistical and the second systematic. Units are in GeV or Ge2,
where appropriate, for the averages of the kinematic quantities

x2 x y

ds~nmN→m2m1X!

dxdy U
1

0.58 0.023 0.320 1.31960.23160.008
0.45 0.057 0.320 1.16160.19260.036
0.46 0.100 0.320 0.93260.14760.005
0.41 0.167 0.320 0.56760.09060.003
0.68 0.336 0.320 0.25460.03860.004
0.57 0.023 0.570 1.57660.24860.007
0.43 0.057 0.570 1.70960.28060.004
0.42 0.100 0.570 1.37960.22660.007
0.43 0.167 0.570 0.91660.15160.004
0.55 0.336 0.570 0.26160.04360.002
0.45 0.023 0.795 1.64260.24460.047
0.45 0.057 0.795 1.58160.24160.011
0.38 0.100 0.795 1.09260.18060.004
0.45 0.167 0.795 0.81160.13460.003
0.54 0.336 0.795 0.22860.04160.003
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the number of events predicted in bini by the LO fit. To
estimate the number of data events associated with bini, we
start by selecting bins in generated phase space (x,y,E) i ,
requiring an equal number of Monte Carlo events in ea

TABLE XIII. CCFR E744/E770 forward differential cross sec
tion for nmN→m2m1X at E;332.70 GeV. The forward cross se
tion requiresEm1>5 GeV, and the cross-section values should
multiplied byGF

2ME/p. The first error given for the cross section
is statistical and the second systematic. Units are in GeV or Ge2,
where appropriate, for the averages of the kinematic quantities

x2 x y

ds~nmN→m2m1X!

dxdy U
1

0.85 0.023 0.320 1.54660.23460.005
0.53 0.057 0.320 1.61360.25660.011
0.53 0.100 0.320 1.01460.15860.017
0.50 0.167 0.320 0.61960.09560.004
0.71 0.336 0.320 0.29360.04160.003
0.68 0.023 0.570 1.81260.30060.015
0.50 0.057 0.570 1.69060.29960.006
0.49 0.100 0.570 1.52960.27160.035
0.50 0.167 0.570 0.75660.13460.003
0.66 0.336 0.570 0.28660.04860.016
0.72 0.023 0.795 2.42260.34360.027
0.55 0.057 0.795 2.11560.33160.005
0.55 0.100 0.795 1.68960.28560.005
0.58 0.167 0.795 0.94860.15960.002
0.76 0.336 0.795 0.32860.06060.002

TABLE XIV. CCFR E744/E770 forward differential cross se

tion for n̄mN→m1m2X at E;87.40 GeV. The forward cross sec
tion requiresEm2>5 GeV, and the cross-section values should
multiplied byGF

2ME/p. The first error given for the cross section
is statistical and the second systematic. Units are in GeV or Ge2,
where appropriate, for the averages of the kinematic quantities

x2 x y

ds~n̄mN→m1m2X!

dxdy
U
1

0.36 0.018 0.355 0.30060.13860.104
0.41 0.041 0.355 0.47060.17760.006
0.37 0.069 0.355 0.43860.15460.080
0.41 0.111 0.355 0.25960.09160.088
0.60 0.210 0.355 0.12660.04260.001
0.24 0.018 0.596 1.13560.37860.057
0.29 0.041 0.596 1.22960.39360.039
0.31 0.069 0.596 0.56960.17660.132
0.32 0.111 0.596 0.63660.20560.015
0.50 0.210 0.596 0.18160.05860.009
0.10 0.018 0.802 1.14060.40460.158
0.14 0.041 0.802 0.87560.29960.086
0.16 0.069 0.802 0.90960.32060.052
0.30 0.111 0.802 0.87260.29860.036
0.46 0.210 0.802 0.30060.11560.022
11200
h

projection of the true~generated! phase space, so the numb
of events in each (x,y,E) i bin is approximately the same
The visible phase space is divided using the same algori
but with a much finer grid than the generated space. T

e

e

TABLE XV. CCFR E744/E770 forward differential cross se

tion for n̄mN→m1m2X at E;160.52 GeV. The forward cross sec
tion requiresEm2>5 GeV, and the cross-section values should
multiplied byGF

2ME/p. The first error given for the cross section
is statistical and the second systematic. Units are in GeV or Ge2,
where appropriate, for the averages of the kinematic quantities

x2 x y

ds~n̄mN→m1m2X!

dxdy
U
1

0.32 0.018 0.355 0.94460.37160.043
0.48 0.041 0.355 1.11660.38660.085
0.37 0.069 0.355 0.85460.29960.018
0.40 0.111 0.355 0.57060.19160.004
0.57 0.210 0.355 0.23460.07760.017
0.23 0.018 0.596 1.38960.48960.094
0.37 0.041 0.596 1.54260.54260.038
0.35 0.069 0.596 1.06460.37460.014
0.35 0.111 0.596 0.71860.25660.010
0.50 0.210 0.596 0.20960.07160.005
0.11 0.018 0.802 1.69960.53660.243
0.15 0.041 0.802 1.72860.59260.134
0.27 0.069 0.802 1.73460.58060.065
0.26 0.111 0.802 0.83260.28760.020
0.32 0.210 0.802 0.21760.07960.009

TABLE XVI. CCFR E744/E770 forward differential cross sec

tion for n̄mN→m1m2X at E;265.76 GeV. The forward cross sec
tion requiresEm2>5 GeV, and the cross-section values should
multiplied byGF

2ME/p. The first error given for the cross section
is statistical and the second systematic. Units are in GeV or Ge2,
where appropriate, for the averages of the kinematic quantities

x2 x y

ds~n̄mN→m1m2X!

dxdy
U
1

0.67 0.018 0.355 2.22160.71460.013
0.54 0.041 0.355 1.16560.39460.015
0.53 0.069 0.355 1.38560.45160.012
0.48 0.111 0.355 0.58360.18960.005
0.68 0.210 0.355 0.15260.04960.002
0.45 0.018 0.596 2.77460.99660.120
0.44 0.041 0.596 1.83760.67360.054
0.43 0.069 0.596 1.31960.50160.020
0.43 0.111 0.596 1.07860.41560.005
0.58 0.210 0.596 0.23460.08760.006
0.17 0.018 0.802 2.71060.79660.280
0.28 0.041 0.802 1.56760.53360.061
0.39 0.069 0.802 0.89160.33460.033
0.46 0.111 0.802 0.64360.23360.006
0.67 0.210 0.802 0.27660.10360.021
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FIG. 12. Effective DOF andx2 as a function
of coverage areaC. The open symbols~dotted
curve! show thex2 obtained by fitting the cross
section table, while the stars~solid curve! show
the effective DOF. The open squares on bo
curves show the result obtained by using t
same grid on both smeared and unsmeared v
ables.
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mapping matrixMi j makes the correspondence between v
ible and generated phase spaces:

Mi j 5Ni j /Nj ,

whereNi j is the number of Monte Carlo events generated
bin i which end up in visible binj andNj is the total number
of Monte Carlo events in visible binj. The coverage fraction
C in visible space is defined as

C5 (
j

N(C)

Ni j /Ni , ~A1!

whereNi is the number of Monte Carlo events in genera
bin i. In the case ofC51 the sum is performed over a
visible bins; otherwise, the summation goes over the b
with the highestNi j /Ni ratios until the desired fractiona
coverage is obtained. Using the above definitions, and f
given coverageC, we can define the number of data even
that belong to a given true phase space bini ~where the cross
section is reported! as

Di5(
j PC

Mi j D j . ~A2!

The number of Monte Carlo events in this generated bin,
a given coverageC, is redefined as

N i85(
j PC

Mi j Nj . ~A3!

The cross-section error for each bini should be propor-
tional to the visible events ‘‘mapped’’ in that bin, so th
following expression is used to assign it:

d i5
dsmm~nmN→m2m1X! i

dx dy Y ANi . ~A4!

Note that the Monte Carlo statistics contribution comes fr
the total number of Monte Carlo events generated in bii.
11200
-

n

d

s
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The multiplicative factorDi /N i8 in Eq. ~11! cancels out to
first order the model dependence of the extracted cro
section and approximately transfers the statistical fluctua
in the visible phase space to the true phase space.

The procedure as described above is incomplete, since
true binsi are not statistically independent. As we stated
the introduction to this section, we do not calculate the f
error matrix, but rather estimate an effective~independent!
number of degrees of freedom. It is possible to estimate
number of independent degrees of freedom by calcula
the contribution to the total number of degrees of freed
from each bin

DOFi5

(
i PC

Mi j Ni

(
j PC

Nj

. ~A5!

It is obvious that the effective number of degrees of freed
depends on the selected coverage fractionC, and should de-
crease asC increases. Figure 12 shows the number of eff
tive degrees of freedom~DOF! as a function of the coverag
areaC ~solid curve!. The dotted curve in Fig. 12 shows th
x2 obtained as a result of the fit to the table. We conclu
that our method produces the correct number forx2/DOF, if
the effective number of degrees of freedom is used, fo
coverage fraction between 55% and 90%.

The coverage area percentage used for our reported c
section result is based on a Monte Carlo study. In this st
a Monte Carlo sample is used to produce ‘‘cross-sectio
tables and then fits are performed to the tables and direct
the sample. Using as guidelines the criteria that there sho
be no pull on fit parameters in a fit to the cross-section ta
versus a direct fit, and that anuncorrelatedfit to the tables
should yield the same fit parameter errors as the ones
tained by a direct fit, we selected a coverage areaC560%.
The effective number of degrees of freedom which cor
sponds to this value should be used with all fits performed
the cross-section tables we present in this article.
6-17
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APPENDIX B: THE HIGH x REGION

This section presents a supplementary investigation of
high x region (x.0.5). The objective of this study is t
ascertain whether there is any indication of an enhancem
in the cross section that we may be missing due to our us
wide x bins ~dictated by the low observed event rate at hi
x). Such an enhancement could be caused by an unus
large strange sea, particularly in the neutrino mode, wh
has been advocated to resolve certain discrepancies bet
inclusive charged lepton and neutrino scattering@34#. Previ-
ous dimuon analyses@13,14# may have missed this effect du
to dependence on the particular model used to parame
the strange sea distribution.

In order to minimize model-dependent corrections, we
port our highx cross-section measurements as fractions
the total dimuon cross section. Similarly, to quote a limit f
the x.0.5 cross section we use the observed data rate
xVIS.0.5. This is a conservative way to set a limit, since
the kinematic effect of the missing decay neutrino ener
the contribution to a givenxVIS bin always comes fromx
,xVIS .

The cross-section ratio of the dimuon cross section fox
.0.5 to the total dimuon cross section in a given energy
can be expressed as

sx.0.5
2m

s2m
5

Nx.0.5

Ntot

M

ME.5
, ~B1!

where Nx.0.5 is the number of observed events forxVIS
.0.5, Ntot is the total number of observed dimuon events,M
is the Monte Carlo prediction with all experimental cuts a
plied, andME.5 is the Monte Carlo prediction without th
p/K decay contribution and with only theEm2.5 GeV cut
applied. For this study, we use the same data selection c
ria described in Sec. IV B, except for thexVIS selection,
which is changed to 0<xVIS<2.

TABLE XVII. High x events using the anti-neutrino da
sample.EVIS is in GeV,Nx.0.5 is the number of observed events f
xVIS.0.5, MC is the Monte Carlo prediction forxVIS.0.5, Np/k

andNs̄ are thep/k decay ands̄ contributions to the MC prediction
Ntot is the total number of dimuon events, andM /Me.5 is the
Monte Carlo correction in Eq.~B1!.

EVIS Nx.0.5 MC Np/k Ns̄ Ntot M /Me.5

34.8–128.6 1 3.4 2.1 1.3 688 0.67
128.6–207.6 4 3.4 1.9 1.5 528 0.75
207.6–388.0 2 3.4 2.1 1.3 238 0.78
ys
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In the anti-neutrino dimuon data sample we define th
energy bins and we record the number of the obser
dimuon events withxVIS.0.5 in the data, together with th
Monte Carlo prediction and all the relevant information f
Eq. ~B1!. Here the Monte Carlo prediction is very well con
strained by our dimuon data in the fullx range, since the
observed rate is mostly due to scattering ons̄ quarks. The
results are presented in Table XVII. The systematic and
tistical error on the Monte Carlo prediction is negligible f
this discussion. Treating the Monte Carlo prediction as
‘‘background,’’ and using Eq.~B1!, we set cross-section rati
upper limits at 90% CL, for any additional source ofx
.0.5 dimuons, of 0.0012, 0.007, and 0.009, respectively
each one of the energy bins defined in Table XVII~counting
from lower to higher energy bin!.

We follow the same procedure in the neutrino da
sample. Here, there is an additional complication in the
terpretation of the result since a large contribution from v
lence quark events is expected. The Monte Carlo predic
for the rates of the non-strange sea component is not dire
constrained by our dimuon data, but rather by inclus
structure function measurements. The results are present
Table XVIII. It is worth noticing that within the model and
PDF sets used in this analysis~BGPAR! the Monte Carlo
prediction for the contribution of the strange sea is only
the order of 3.7% of the total rate forxVIS.0.5; most of the
contribution ~69%! in this model comes from the valenc
quarks.

Using Eq.~B1! and treating the Monte Carlo prediction a
a ‘‘background’’ source, we set 90% CL limits for an add
tional cross-section source atx.0.5. We find that for the first
and last energy bins in Table XVIII this additional sour
cannot be larger than 0.006 and 0.013 of the total dimu
cross section, while for the 153.9-214.1 bin there is less t
5% probability that there is an additional source consist
with our data ~note that we have a 1.75s negative yield
compared to our background prediction!.

TABLE XVIII. High x events using the neutrino data samp
EVIS is in GeV, Nx.0.5 is the number of observed events forxVIS

.0.5, MC is the Monte Carlo prediction forxVIS.0.5, Np/k andNs

are thep/k decay ands contributions to the MC prediction,Ntot is
the total number of dimuon events, andM /Me.5 is the Monte
Carlo correction in Eq.~B1!.

EVIS Nx.0.5 MC Np/k Ns Ntot M /Me.5

36.1–153.9 65 53.39 11.6 2.0 2304 0.64
153.9–214.1 42 53.44 14.8 1.8 1598 0.75
214.1–399.5 60 53.38 17.4 2.2 1201 0.78
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