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Study of the decayD?—K K~ K*z*
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Using data from the E791 fixed-target hadroproduction experiment at Fermilab, we have studied the
Cabibbo-favored but phase-space-suppressed d2ayK "K~K* 7*. We find the decay rate for this mode
to be (0.54- 0.16+ 0.08)x 10”2 times that for the normalization mod¥— K~ 7~ 7" 7. We observe a clear
signal forD%— ¢K ™7+ which is consistent with producing 0t0.3 of theD°—K~K~K* 7" signal. In the
context of simple models, we use our measurements to estimate the importance of decay amplitudes that
produce extra quark-antiquark pairs from the vacuum relative to those that do not.
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The decaysD’—K K"K 7" and D°~K™ 7 77"  tance of decay amplitudes that produce exjgapairs from
are both Cabibbo favored, but phase-space suppresses i@ vacuum relative to those that do not. In addition, we
former relative to the latter. In addition, the dec®  study thek K * invariant mass distribution in signal events
—K K K" 7" requires the production of at least one extrato search for intermediaté production.
quark-antiquark pair, ass, either from the vacuum or via a
final-state interaction. The more common decd®’ EXPERIMENTAL OVERVIEW
—K~a~ 7 7" may proceed both via an intermediate state

such ask*°p? in which the resonant particles contain only  Experiment E791 recorded >210% interactions during
quarks produced directly from a spectator amplitude, and vighe 1991/92 fixed-target run at Fermilab using a 500 GeV/
an amplitude that requires the production of at least one extrg~ peam and an open geometry spectroméidrin the
gq pair from the vacuum. Tagged Photon Laboratory. The target consisted of one plati-
In this paper, we present a decay rate measurement forum foil and four diamond foils, separated by gaps of 1.34—
DK K K*#" relative to that forD°—K 7~ #"#*  1.39 cm. Each foil was approximately 0.4% of a pion inter-
using data from the E791 fixed-target hadroproduction exaction length(0.5 mm for platinum and 1.6 mm for carbon
periment at Fermilab. This allows us to determine the imporThe average decay length of an 80 GBV is approximately
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5 mm, so most of th®®s decayed in the air gaps between
target foils where backgrounds are lower. Six planes of sili-
con microstrip detectoré§SMDs) and eight proportional wire
chambergPWC9 were used to track the beam particles. The 210000 |-
downstream detector consisted of 17 planes of SMDs for I
vertex detection, 35 drift chamber planes, two PWCs, two
magnets for momentum analydisoth bending in the same
direction, two multicell threshold €renkov counterf2] for I
charged particle identificatiofwith nominal pion thresholds 6000
of 6 GeVic and 11 GeVt), electromagnetic and hadronic I
calorimeters for electron identification and for online trigger-
ing, and two planes of muon scintillators. An interaction trig-
ger required a beam particle and an interaction in the target.
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A very loose transverse energy trigger, based on the energy 20007

deposited in the calorimeters, and a fast data acquisition sys-

tem[3] allowed the experiment to collect data at a rate of 30 D I T T T D R

Mbytes/s with 50 us/event dead time and to write data to S
ass (GeV/c")

tape at a rate of 10 Mbytes/s.
FIG. 1. KKK invariant mass distributions after the preliminary
EVENT SELECTION event selection.

Data reconstruction and additional event selection weregertices(referred to as “SEED4” candidatgand from three-
done using offline parallel processing systeidé Events track secondary vertices with the addition of a fourth track
with evidence of well-separated productigprimary) and  (referred to as “SEED3” candidatgsBecause the initial to-
decay(secondaryvertices were retained for further analysis. pological vertexing algorithm assigned each track to one ver-
CandidateD°—~K K K*7" and DK 7 n'w* de- tex candidate, and because it was optimized for two-body
cays (and their corresponding charge conjugate decaysand three-body charm decays, about half of our signal comes
which we include implicity whenever we refer to a decay from the SEED4 sample and half from the SEED3 sample.
chain were selected from events with at least one candidate The signal was expected to be smiletween 10 and 50
four-prong secondary vertex. Selection critefiaty, used  signal events, depending on cuts and allowing for some un-
for both modes, were determined by optimizing the expectedertainty in the relative branching ratjcand the signal-to-
statistical significance of th®°—K K K" 7" signal. To  background ratio is better in the SEED4 sample when all
avoid bias, we masked the signal regiph.845 GeVt?  other cuts are fixed, so the cuts are studied separately for
<massK K K*7%)<1.885 GeVt?] in the real data SEED4 and SEED3 candidates. Within each category, we
early in the analysis and systematically studied sensitivitymade initial, very loose cuts on a series of candidate vari-
using a combination of real data for background and Montebles, primarily informed by our prior experience with simi-
Carlo simulations for signal. Only after we had determined dar analyses. The invariant mass distribution of all candidates
set of cuts for the final analysis, and looser and tighter sets afurviving these loose cuts is shown in Fig. 1. At this point in
cuts for studies of systematic uncertainties, did we examinéhe analysis we decided to proceed blindly: to mask the sig-

the data in the signal region. nal region in the data and optimize sensitivity as discussed in
We used Monte Carlo simulations 8K K K*z#"  detail below.
decays an®°—K ™7~ 7" 7" real data to estimate the effi- As part of the optimization, we create combined figure-

ciencies of potential cuts. We compared Monte Carlo simuof-merit (FOM) variables from kinematic and particle iden-
lations of D°—K ™7~ 7" 7™ to the real data in this channel tification variables that are essentially independent of each
to validate our Monte Carlo. Where the distributions in theother in our Monte Carlo simulations and in thg°
Monte Carlo simulation o DK™ 7 7" #" match the —K 7 #"#" data. For each of the SEED4 and SEED3
real data, we trust thB°—K K~ K™ 7" Monte Carlo simu- samples, we start with a set of independent cuts on individual
lation. Where the distributions in the Monte Carlo simulationvariables, and then construct combined FOM variables for
of DK~ K~ K* 7" match those in the Monte Carlo simu- each of the surviving events. The procedure for constructing
lation of D°—K 7~ 7" 7", we trust that the corresponding FOM variables will be described in detail after a discussion
distributions observed for re@®°—K~ 7~ 7" 7" correctly  of the most important variables used in selecting candidates.
predict those foD°—K K ~K*#". At this stage, we esti- The decay vertex is required to lie outside the target foils
mated the background within the signal region by interpolatand other solid material and to be well-separated from the
ing linearly from sidebands in th& K K"« invariant  primary vertex, with Az>100, for SEED4 candidates
mass distribution of the data. (where o, is the error onAz, the longitudinal separation
When events were initially reconstructed, a topologicalbetween two verticgsand withAz>12¢, for SEED3 can-
vertexing algorithm was used to identify a primdigterac-  didates. The transverse momentum of Bfecandidate with
tion) vertex and possible secondafyownstream vertices.  respect to the line-of-flight defined by the secondary and
Our D° candidates are constructed from four-track secondarprimary vertex positionsg; balancg is required to be less
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than 250 MeVt. The transverse distance of closest ap-abilities in FOM, but found that the greatest sensitivity could
proach of theD®'s line-of-flight with respect to the primary be achieved using them independently. Because most tracks
vertex point (denoted DIP is required to be less than are pions, we found no benefit in usingi€nkov identifica-
60 wm. Because vertex separation, transverse momentuffpn for the pions.
imbalance, and DIP correlate strongly, we use a very loose Two more variables provide some discriminating power
DIP cut at this stage of the analysis and include only DIP, ofoetween signal and background. In the Monte Carlo simula-
these variables, in FOM. tion, there were no SEED4 signal events with proper decay
The sum of the squares of the momenta of the individuafime greater than 3.5 ps; in the data, background was ob-
tracks with respect to th®® momentum vector discriminates served in this region. So we removed SEED4 events with
between signal and background when normalized to th@roper decay time greater than 3.5 ps. SEED3 signal events
maximum value possible for a candidate’s reconstructe@xtended past 3.5 ps, but we could not find a cut that im-
mass.(This normalization is required to avoid kinematic bi- Proved the sensitivity. For both SEED4 and SEED3 events,
ases that could artificially create a signal by preferentiallywve found that the distribution of the cosine of the polar angle
increasing the acceptance in the signal region relative to a@f the sphericity axis of the candidate relative to the candi-
ceptance nearby in masdhis ratio is required to be greater date’s line-of-flight discriminated between signal and back-
than 0.2 for the SEED4 candidates and greater than 0.3 fdround, primarily because background accumulates preferen-
the SEED3 candidates. The product of the ratios of the foutially at values of the cosine near 1. This correlates with the
daughter tracks’ transverse separations from the secondapgaled, summed transverse momentum squared being small.
vertex relative to their transverse separations from the pritlaving made an absolute cut on the latter quantity, the co-
mary vertex is required to be less than 0.005 for SEED4 angine of the sphericity angle is included in FOM for both the
SEED3 candidates. The maximum ratio for a single track isSEED4 and SEED3 samples.
required to be less than 1.0 and is included in FOM for To create FOM variables, we divided the distribution for
SEED3 candidates; this is unnecessary for SEED4 cand@ny one variable into four or five ranges and determined the
dates because their distribution was cleaner upon initial seftaction of signal that appeared in each range. Similarly, we
lection. determined from the data what fraction of background ap-
To avoid problems due to congestion near the primaryoeared in each range. We uSg; to denote the probability
vertex, we also found it useful to require either an absolutdhat a signal event falls in rangdor variableA. We useB, ;
separation of the primary and secondary vertex candidates &r background similarly. For example, if three variables
that the secondary vertex be “isolated” from other tracks byB, andC are used to define FOM, and they are observed in
requiring that all other tracks pass at least a minimum distanges, j, andk, respectively, we calculate
tance from the secondary vertex candidate. The Monte Carlo
simulation fails to describe the distribution of additional FOM= SaiSB,jSc k
tracks in the events sufficiently well, so we base these cuts, Ba,iBg jBc k.
and the associated efficiencies, on studies of the Béal
—K 7 «tw" data. For SEED4 candidates we require ei-This is effectively a ratio of likelihoods constructed as a
ther vertex separation greater than 0.5 cm or secondary veproduct of independent relative probabilities. Assuming the
tex isolation greater than 2@m. For SEED3 candidates we variablesA, B, andC are statistically independent, an event's
require either vertex separation greater than 0.5 cm or sed¢OM is the relative signal-to-background ratio in thé,k
ondary vertex isolation greater than §om. cell of A,B,C phase space: the signal-to-background ratio in
Our particle identification algorithm compared the light that cell will be the signal-to-background ratio before FOM
observed in the two multicell thresholdeé@nkov detectors cuts times FOM. In selecting events using FOM, we accept
with that expected for the five hypothesesu, =, K, andp events with FOM greater than a given value and reject those
for each track. It then assigned a probability to each hypothwith lower values.
esis, includinga priori likelihoods for each species, so that The FOM distributions for the SEED4 and SEED3 Monte
the sum of probabilities for each track added to unity. Track€Carlo signal and for real data in the sidebaralfser all the
that arewr/K ambiguous ha& probabilities near 0.13. Simi- non-FOM cut$ are shown in Fig. 2. The background accu-
larly, those that aré/p ambiguous had probabilities near mulates preferentially at lower values of FOM, while the
0.80. Each kaon candidate is required to hivprobability — signal populates the FOM distribution much more uniformly.
greater than 0.20. The thréeprobabilities are also included In determining where to cut on FOM, we calculate the ex-
in FOM as_independent variables. Our Monte Carlo simulapectedKKK signal using(i) our observedK ™7~ 7" 7™
tion of the Gerenkov identification does not match our data’ssignal, (i) the ratio of decay rates previously reported by
variation with transverse momentum well; furthermore, theE687[6], and(iii ) the relative reconstruction efficiencies de-
Monte Carlo distributions oK probability for the kaons in termined from our Monte Carlo simulations. We calculate the
DK K K*#! andD°—K 7w+ 7" decay differ. In  background expected in a 15 Med# window by extrapo-
calculating the @renkov probabilities’ contributions to lating the K" K"K* 7" rate from outside our masked-off
FOM, for each range ok probability we use the average of range (1845-1885 Me\f). With no FOM cuts, these as-
the fraction found in theD° K"K K™#" Monte Carlo sumptions predict 6.1 SEED4 and 7.5 SEED3 signal events
simulation and in the real dataB®—K 7~ #*«" signal.  with 4.0 and 7.2 background events, respectively. Adding
We also considered using the product of the theprob-  these together predic®B=1.2, §/\/B=4.1, andS/\/S+B
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FIG. 2. Figure-of-merit(FOM) distributions for Monte Carlo F
signal (solid lineg and for backgrounddashed linesfor SEED4 3t
candidategon the lefy and SEED3 candidatdésn the righj, after
all cuts on individual variables, as discussed in the text.

=2.7. Our final selection of cuts balances our interests in

maximizing theS/ 'S+ B, maximizingS/ /B, and maintain- 17 1753 18 185 19 195 '22
ing goodS/B ratios in the SEED4 and SEED3 samples. Our Mass (GeV/c")

final selection of cuts is FOMO_'5 for SE_ED4 candidates FIG. 3. TheKKK invariant mass distribution for events satis-
and FOM>1.0 for SEED3 candidates. With these cuts oUrfing the final selection criteria. The SEED4 and SEED3 samples
algorithm predicts 11.5 signal events and 3.1 backgrounthaye been combined. The fitted signal level is 8543 events.
giving S'B=3.7, S/\/B=6.5, andS/\/S+B=23.0.

Several points deserve emphasis. The technique for sg - -+

lecting 7‘3“55 +is almost unbiased. The data in .tEvrQ ing binned maximum likelihood fits in which the signals are
—K“K"K"7" signal region have not been examined, SOyegcribed as Gaussian distributions with masses and widths

we avoid choices which are subconsciously chosen to eithefjio\ed to float and the backgrounds are described as linear
enhance the signal level or increase the sensitivity of an Upynctions.  The quadratic term found in fitting the
per limit should no signal be observed. The potential bias ing -~k + +* is small. but we allow this extra degree of

selecting cuts while looking at the background outside thg eeqom to be conservative. The Monte Carlo data have es-
signal region is small; this will be quantified when we dis- senially no background, and adding a quadratic term to the
cuss systematic errors. Using FOM to combine variables th ~m w7t fit makes a negligibly small difference, so for
discriminate between signal and background allows us t@ne \onte Carlo and normalization samples we present the
create a relatively robust variabl€/S+B, which corre-  reqyjts of fits with only linear background terms. The results

lates with our ability to measure the decay rate and variegs these fits are summarized in Table |. TKEK K™+
slowly with changes in FOM cuts. We can choose looser and

tighter cuts for whichS/B will vary substantially, but
S/\/S+B should not. This allows us to examine the data
posteriorito identify potential problems with the analysis.

7" real and Monte Carlo data are determined us-
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The K"K™K* 7 invariant mass distribution for events
satisfying the final set of cuts described above is shown in
Fig. 3, and th&k =~ # "« invariant mass distribution used ;
for normalization is shown in Fig. 4. The cuts used for the 1500
normalization sample correspond closely to those used for i
the K"K K™ 7" sample without FOM cuts. The detailed 1000
requirements for finding the vertex outside the target foils or i
other solid material, and an additional requirement that the soo L
K™#~ @ a* daughter tracks not point back to the primary I
vertex, differ slightly because th@ values of the two decays P P R P R R R
(summed kinetic energies of the decay produdiffer sub- L7 dmo 18185 19 195 2
stantially. Parameters for thik " K~K* 7" invariant mass Mass (GeV/c')
distribution are determined using an unbinned Maximum |G, 4. TheK 7 invariant mass distribution for events satis-
likelihood fit in which the signal is described as a Gaussianying the selection criteria described in the text. These criteria are
with the mass and width allowed to float and the backgroundimilar to those used for th&KK = candidates to reduce the sys-
is described as a quadratic function. Parameters for th@matic uncertainties in determining the relative branching ratio.
K K K"#* Monte Carlo data as well as for the The fitted signal level is 14472134 events.

Entries per 0.005 GeV/c
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TABLE |. Parameters determined by fitting the final real data TABLE Ill. Summary of systematic errors. The total has been
and Monte CarllKKK 7 and Kz 7w samples as described in the calculated by adding the individual contributions in quadrature.
text. Each Monte Carlo sample was generated with 500 000 event:

The errors quoted are statistical only. differences between Monte Carlo
and real dataaﬁqr corrections
Signal Mass Width kaon Grenkov efficiency 10%
Real KKKm 184+*53 1.863%0.0015 0.00450.0014 tracking and vertexing efficiencies 5%
data Kmmm 14472134 1.8658:0.0001 0.01080.0001 SEED4 and SEEDS fractions 1.8%
Monte KKKz 595+26  1.8646-0.0002 0.004%0.0001 vertex separation requirement 1.1%
Carlo Kmmm 2156:48 1.8644-0.0002 0.0082 0.0002 Pr balance 0.5%
subtotal 11.4%
Statistical fluctuations in Monte
signal level is 18.45.3 events. Carlo data, including difference
To convert this signal level into a ratio of decay rates webetween nonresonant aK = 4.7%
need theK ™7~ 7" 7" signal level (14472 134 eventsand  Signal and background shapes 7.6%
the relative efficiency for the two decay modes. The lattef=OM predictions 1.5%
differs from unity for three reasons. First, tQevalue for the  Total (added in quadratuye 14.6%

KKK decay is smaller than that for tiker 7o decay. This
leads to very different track opening angles, and hence to
very different vertex resolutions. As a result, vertex recon-been studied previouslfs]. They contribute an additional
struction efficiencies and vertex separation distributions dif5% systematic uncertainty beyond that determined for the
fer. Second, the background in tKé&KK 7~ sample is reduced correction factors; this is effectively an uncertainty on the
using FOM cuts, a procedure not necessary in the normalizd€lative efficiency for the loosest cuts used. We vary the fit
tion sample. Finally, th&K KK sample has two additional Used to extract the number @°—K K K" 7" signal
kaons, which reduces the particle identification efficiency€vents allowing both linear and quadratic backgrounds, fixed
We start with the relative efficiency determined from theand floating masses, and fixed and floating Gaussian width,
Monte Carlo simulations, 0.2250.013 (where the reported and all possible combinations. The number of signal events
error is the statistical uncertainty from the Monte Carloranges from 17.64.7 to 18.8-5.2. Each fit describes the
sample}, and make corrections to account for differencesdata adequately—for each fit thé per degree of freedom is
between real data and Monte Carlo data observed using tHess than 1. We investigated backgrounds due to misidenti-
DK 7 @ =" signal. These corrections are summa-fied charm decays using Monte Carlo simulations and found
rized in Table Il. Taken together, we estimate the efficiencythe overall shape to agree well with that found in the fits. We
for D°—K K K*#* relatve to that for D° could associate a systematic uncertainty of 4.3% with our
—K a7 7 7" to be 15% less than that determined directlyfitting procedure; this would cover the largest excursion of
from the Monte Carlo simulations. the fit results from the central value reported. Because the
The significant sources of systematic uncertainty in thédackground near the signal region may be higher than pre-
ratio of decay rates are summarized in Table Ill. Each of thalicted by our fit over the whole range shown, we considered
correction factors described above has a corresponding ugeveral piecewise linear fits as well. We estimate an addi-
certainty determined by studying thB°—K 7 77" tional one event systematic uncertainty in the background
data that pass cuts, and the Monte Carlo samples for botgvel which we add in quadrature to give a total systematic
decay modes. The Monte Carlo statistics contribute a 4.79%ncertainty of 7.6% due to the shapes of the signal and back-
uncertainty. Systematic differences in tracking and vertexing@round.
efficiencies between real data and Monte Carlo samples have With the corrected relative efficiency described above,
and adding the systematic uncertainties in quadrature, the
TABLE Il. Summary of corrections to the relative efficiency ratio of decay rates is
from Monte Carlo for reconstructindkKK= and Kz 7= final
states. The relative efficiency used for determining the relative I'(D°—K K K™z ™) ,
branching ratiol xxk» /T k==, Will be 0.85 times that found from I‘(DO—>K’7T’ S =(0.54+0.16+0.08 X 10 “.
the Monte Carlo. The total correction factor has been calculated by )
multiplying the individual correction factors.

The first error is statistical; the second is systematic. Using

Systematic variation due to Rais@KKWrel by Correction factor theD° =K 7 oo branching ratio reported by the Par-

Kaon Cerenkov efficiency —18% 0.82 ticle Data Grougd 7], (7.6+0.4)%, and folding its error into
SEED4 and SEED3 fractions  +2.5% 1.025 our final systematic uncertainty, we obtain

Vertex separation +1.1% 1.011 0 Lt 1 o 4

b, balance +0.5% 1.005 BR(D"—K K K"7")=(4.1£1.2+0.6)X10 *. (3)
Total correction factor —15% 0.85 The ratio of decay rates reported by E687 is (G:B807

+0.01)% [6]. The difference between our result and the
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FIG. 5. K~ K™ invariant mass distributions for candidates with FIG. 6. K~ K™ invariant mass distribution for candidates in the
1.855 GeVEtl<m(K K K™ 7%)<1.875 GeVt?. There are two background region. There are two entries KerK K™ 7" candi-
entries peD° candidate. The solid line histogram is the real data.date.

The dashed line histogram is a toy model in which the signal frac-
tion is described as 70% fromiK 7 and 30% nonresonant, and the distributions corresponding to those for the real data are
background scaled from the data, as discussed in the text. shown in Figs. 7 and 8. The two distributions differ qualita-
tively.
E687 result is (0.260.19)%. The fractional errors for the Without trying to do a real amplitude analysis, we fit the
two results are 0.32this work) and 0.25(E687) where the K ~K™ invariant mass distribution of Fig. 5 as an incoherent
statistical and systematic errors have been added in quadrgom of the shapes of the two Monte Carlo models and of the
ture. background region. We use a binned maximum likelihood fit
in which the two signal fractions float freely and the back-
SEARCH FOR RESONANT SUBSTRUCTURE ground fraction floats, but we add a term to the likelihood
, : o function to account for the difference between the back-

Two or more of the final-state hadrons in B 4/4ng fraction and that determined from the earlier fit of the
— K"K K" final state might be the decay products of any i i . ysed for the branching ratio measurement. This fit
intermediate resonance. The signal observed in this expPeriunich is superposed on the data in Fig. ffids that 0.7

ment is small, and the phase space is so small that it wil 0.3 of theKKK 7 signal comes frompK « decay. This
distort the shapes of broad resonances that appear as int?_é— ' :

mediate states. Hence, we have not attempted a coherent afﬂ'ﬁ? ﬁ}ggggiﬁzsmt?rs%ﬂtﬁirr&eg ||<a+¢ Wercao(lauctg;on 'S an impor

plitude analysis similar to the analysis we did for the decay '

D°—K K" 7 7" [8] or similar to the incoherent amplitude _

analysis done by Mark IlI for the decdy’—K 7 7" 7" i

[9]. Rather, we have looked only & K* invariant mass 250

distributions ofD°— K ~K K" 7" candidategtwo pairs per i

candidatg The signal distribution [for events with i

1.855 GeVt?<m(K K K™ 7")<1.875 GeVt?], seen

in Fig. 5, shows an accumulation of entries near ¢hmass.

In comparison, the corresponding distribution for back-

ground events in the ranges 1.700 GeA# m(KKKr)

<1.845 GeVt? and 1.885 GeW?<m(KKK ) i

<2.000 GeVt?, seen in Fig. 6, has a much broader distri- 100"

bution, with only a hint of any structure at low mass. [
To understand the nature of our signal better, we gener-

ated two Monte Carlo samples. In our nonreson&t S0 rrlj
1 ] |

Entries per 0.005 GeV/c’
S
)
T

)
wn
S

—K K K*#* simulation, the generated events populate

four-body phase space uniformly. In oD°— ¢K ™ 7" ¢ 8' ‘ . .

—K~K* simulation, the generated events populate the 95 1 165 11 LIS 12 0 125
. Mass (GeV/c®)

(¢,K,m) three-body phase space uniformly. Both Monte

Carlo samples are fully simulated and then reconstructed and FIG. 7. K"K * invariant mass distribution fdb°— ¢K 7 Monte

analyzed as were the real data. TKEK™ invariant mass Carlo events. There are two entries [ candidate.
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INTERPRETATION OF THE RELATIVE
BRANCHING RATIO
FIG. 9. Feynman diagrams for amplitudes that can contribute to
The relative branching ratio determined in E2).is small  the decayD°—K K K'7* andD°—~K"™ @~ a"a". When one
primarily because th value of theK KK 7 decay is much light quark pair(eitherdd or uu) in the latter is replaced by ass
less than that of th& 77 decay. The phase space for non- pair, we get the former.
resonant four-bodyKKK 7 decay, Qxxk~, IS only 1.43 o _
X 102 times that for nonresonant four-bodtyr o decay, the vacuumP,y, Pqq, Pssfor uu, dd, andss, respectively,
Q.- If ONE assumes that both decays are purely nonres®r in which the amplitude has no pair produced from the
nant, the ratio of invariant matrix elementg, is a constant vacuum,P,, o.;r- As a first approximation, one can imagine a
and can be determined using form of isospin symmetry in whichP 4= Pgs for each am-
plitude that can lead to four charged hadrons in the final state

Uikir  Qkkka and the correspondingﬂ amplitude does not lead to four

Cirrr  Qkmmm xR ) charged hadrons in the final state. In this case we calculate
— p—
to beR=0.32+0.10. R=0.32= — 5 ®)
Neither decay is purely nonresonant, but we can use the Psst Pro pair

value of R determined using this equation, to estimate .
crudely the importance of amplitudes in which at least ondn Which case

qq pair is produced from the vacuum. The decBy P
—K @ 77" can proceed via amplitudes in which the 5 >
qguarks produced in a spectator decay coalesce to form had- no pair

rons which, in turn, decay strongly to produce four hadrons . . - .
in the final state. The degdyoelgyK‘£+w+ cannot pro- If the amplitudes for producing each flavor @ pair are the

. . . . same, and the likelihoods for producing four charged had-
ceed via such amplitudes. It requires either that an esdra

i b duced f h hat | i rons in the final state are the sart@lowing for resonant
pair be produced from the vacuum or that long- '_Stancthee-body decays as well as for nonresonant four-body de-
final-state interactions of hadrons produced at short dlstanc%%w then one might exped® = Pg=P.. In this case
produce such pairs. Feynman diagrams for such amplitudes *’ uuT dd T s '

are shown in Fig. 9, along with those of correspon(ﬂng am- P

plitudes forD°—K ™7~ " 7" decays where an exttau or

dd pair is produced.
Accounting for the differences in phase spaces usingf the amplitudes withuu and dd pairs produced from the

Qkikn!Qkrrr, and ignoring any possible quantum- yacuum somehow interfere destructively so that e
mechanical interferences, one can wrRein terms of the K~ 7~ #*#" decay rate is equal to that which would be

probabilities that the final states we are considering are Praroduced in the absence of these additional amplituRes,
duced by amplitudes in which @q state is produced from a direct measurement of

=0.47. (6)

=0.90. (7)
Pno pair

112003-7



E. M. AITALA et al. PHYSICAL REVIEW D 64 112003

Pss incoherent sum of resonant and nonresonant signal shapes
=0.32. (8)  plus a background shape, we find that-0(@3 of the signal
comes from¢K . Finally, using the ratio of nonresonant
A simple measurement of (D°—K K K*#")/T'(D° phase spaces for the two decays as an approximation for the
—K- @ 7" 7") cannot tell us which picture is closest to correctly weighted ratio, we find the ratio of matrix elements
the truth, although it seems likely that €:®ss/Ppo pai that lead to the signal and normalization final states to be
<0.9. R=0.32+0.10. Producing®—K K~K* " requires pro-
ducing an extrass pair from the vacuum or in a final-state
SUMMARY interaction. Relating this probability t® is highly model-
dependent, and our measurement does not suffice to distin-

Using data frorg Fermilab experiment E791, we havegyish among models. However, it seems likely that 0.3
studied the decap®—K™K"K"#". To avoid bias, the se- —p__p peii< 0.9

lection criteria for theK " K“K* 7" candidates were deter-
mined “blindly"—we masked the signal region in the real
data and systematically studied sensitivity using a combina-
tion of real data for background, and Monte Carlo simula-
tions and real data in the normalization decay mdfe We gratefully acknowledge the assistance of the staffs of
—K~ o~ 7" for signal. Only after we had determined the Fermilab and of all the participating institutions. This re-
final set of cuts did we examine the data in the signal regionsearch was supported by the Brazilian Conselho Nacional de
We observe a signal of 18#5.3 events from which we find Desenvolvimento Cierfico e Tecnolgico, CONACYT

the ratio of decay ratesI'(D°—K K K" #")/T'(D° (Mexico), the U.S.-Israel Binational Science Foundation, and
—K 7 #t%") to be (0.54-0.16+0.08)%. We also have the U.S. National Science Foundation. Fermilab is operated
examined theK K™ invariant mass distribution of signal by the Universities Research Associates, Inc., under contract
events looking for evidence of resonant substructure, i.ewith the United States Department of Energy Grant No. DE-
D= @K™ 7"; ¢—K K™, Fitting the distribution using an AC02-76CH03000.

Pno pair
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