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The analysis and results are presented from the complete data set recorded at Palo Verde between September
1998 and July 2000. In the experiment, theinteraction rate has been measured at a distance of 750 and 890
m from the reactors of the Palo Verde Nuclear Generating Station for a total of 350 days, including 108 days
with one of the three reactors off for refueling. Backgrounds were determinéa bye swaptechnique based
on the difference between signal and background under reversal of the positron and neutron parts of the
correlated event, andh) making use of the conventional reactor-on and reactor-off cycles. There is no evidence
for neutrino oscillation and the mode,— v, was excluded at 90% C.L. fakm?>1.1x10"3 eV? at full
mixing, and sif26>0.17 at largeAm?.
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[. INTRODUCTION The segmented detectf] consisted of 66 acrylic cells
filled with 11.34 tons of Gd-loaded liquid scintillat¢®8]. A
Here we report the final results of a long baseline study 00.8 m long oil buffer at both ends of éa® m long cell and

v, oscillations at the Palo Verde Nuclear Generating Station@ 1 m buffer filled with watef105 ¢ surrounding the central
This is a continuation of the work reported earlier in Refs.detector shielded it from radioactivity originating in the pho-
[1,2], in which details of the experiment and first resultstomultiplier tubes(PMT’s) and laboratory walls as well as
were described. Hence we only briefly describe the detectdfom neutrons produced by cosmic muons passing outside of
and the analysis, stressing the improvements and final rdéhe detector. The outermost layer of the detector was an ac-
sults. Since the previous report, the data sample has bedif® muon veto counter, providingr coverage. All materi-

almost doubled. Improvements have been made on recofs used in the construction of the detector and the laboratory
struction and simulation, reducing the systematic error b ere screened for their radioactivity content by means of low
one-third ' ackground gamma ray spectroscopy in order to control de-

. .- . tector background.
The experiment was originally motivated by the observa- — . )
The v, flux was detected via the correlated positron and

tion of an anomalous atmospheric neutrino ratip/ v, re- =
ported in several independent experimei®s5]. The mass heutron subevents from the reactiogp—ne’. The sub-
parameter suggested by this anomaly is in the range dfvents are (1) the positron's kinetic energy (E)
10 2<Am?<10 2 eV? for two-flavor neutrino oscillation. =2.4 MeV) and two prompt annihilatiory’s, and (2) the
The Palo Verde experiment, together with the CHOOZ ex-subsequentdelayed with a time constant of27 us) y's
periment[6,7] with a similar baseline, were able to exclude from capture of the thermalized neutron on Gdth energy
v,,— v Oscillations as the dominant mechanism for the at-~8 MeV).
mospheric neutrino anomaly. While the experiment has pur- The data acquisition electronics was built as a dual bank
sued its goal of exploring the then unknown region of smallsystem, allowing both parts of the sequential capture
Am?, recent data from Super-Kamiokanfg favor thev,  event to be recorded with no deadtime by switching between
— v, oscillation channel over the,— v, channel. banks. Signals from each PMT were discriminated by two
thresholds: digh threshold corresponding te 600 keV for
energy deposits in the middle of the cell antba threshold
Il. EXPERIMENTAL TECHNIQUE corresponding te-40 keV also in the middle of the cell, or
a single photoelectron at the PMT. The trigger processor, a
field programmable gate array, searchedtfmle patterns in
The experiment was performed at the Palo Verde Nucleathe central detector for each of the subevents, requiring one
Generating Station in Arizona. The plant consists of threehigh discriminator signal and at least two low discriminator
identical pressurized water reactors with a total thermakignals from neighboring cell§10]. All events with two
power of 11.63 GW. The detector was located at a shallowiriple signals within 450 us of each other were written to
underground site, 890 m from two of the reactors and 750 ndlisk.
from the third. The 32 meter-water-equivalent overburden A veto signal following the passage of a mug@ypical
entirely eliminated any hadronic component of cosmic radiaveto rates were-2 kHz) disabled the central detector trig-
tion and reduced the cosmic muon flux. ger for 10 us. With each event, the time and hit pattern of

A. Detector and signal
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the previous muon in the veto counter was recorded for off- ~250 ¢
line use along with information as to whether or not the 5 F

muon passed through the target cells. The veto inefficiency ;225 ~ r“
was measured to be 259.2 % for stopping muon&ne hit 50200 E
missed and 0.07-0.02% for through-going muon&wo i .
hits missegl 175 E
In order to maintain constant data quality during running, .
a protocol of continuous calibration and monitoring of all 150 "

central detector cells was followed. Relative timing and po-
sition were calibrated with blue light emitting diodes .
(LED’s) installed inside each cell. Additional blue LED’s 100 E
illuminated optical fibers at the end of each cell, providing ;
information about PMT linearity and short term gain 75 F
changes. LED and fiber optic scans were performed once ¢ '
week. For absolute energy calibration and determination of
the positron and neutron detection efficiencies, as well as  ,5 £
mapping of the light attenuation in each cell, radioactive 5

sources were used. A complete source scan was undertake I T

. . . -500 400 -300  -200  -100 0 100
every 2—3 months. Further details were described in [Ré&f. Time since 1-Jan-2000 (day)

125 F

1998 Outage (890 m)
1999 Outage? (890 m)
2000 Outage (890 m)

50 F

1999 Outagel (750 m)

B. Expected;e interaction rate FIG. 1. The calculated_)e interaction rate in the detector target
_ for the case of no oscillations. Four long periods of reduced flux
To evaluate the expected, interaction rate in the detec- from reactor refuelings were used for background subtraction. The
tor, the power and fuel composition of the three reactorsiecreasing rate during the full power operation is a result of the
must be known. The calorimetric methods, based on thehanging core composition as the reactor fuel is burned.
measurement of temperature and water flow rate in the sec-
ondary cooling loop, provided a power determination with
0.7% uncertainty.

The expectedTe interaction rate in the whole target, both
scintillator and the acrylic cells, is plotted in Fig. 1 for the
se of no oscillation from July 1998 to July 2000. Around

The fission rates in the three reactor cores were calculate Do int i q ted with all th its at
daily using a simulation code provided by the manufacture Interactions per day are expected with afl three units a
full power. Four periods of sharply reduced rate occurred

(c);;:fedrebac:ggslrri]r? (i)su(;[fomicofl;btt?r? de;:r(l)(:(eas Si:]meu):agﬁge\év?jvxﬁhen one of the three reactors was off for refueling, the more
y 9 pIC pen Mistant reactors contributing each approximately 30% of the
elements in the core; errors in fuel exposure and isotopi

bund ; d 3% intv in th fate and the closer reactor the remaining 40%. The short
abindances are estimated to ca 0 uncertainty in the spikes of decreased rate are due to accidental reactor outages,

ve flux estimate. Four isotopes?*Pu, *Pu, U, and  usually less than a day. The gradual decline in rate between
238J—produce virtually all the thermal power as well as all refuelings is caused by fuel burn-up, which changes the fuel

the?e’s. Measurements of the neutrino yield per fission and_composition in the core _and the relative fi_ssion rates of the
energy spectra exist for the first three isotopkk,12. The  isotopes, thereby affecting slightly the yield and spectral

233 yield, which contributes 11% to the final, rate, was Shape of the emitted, flux.

calculated from theory13] with an uncertainty of 10%. The

contribution of 228U to the uncertainty of the total neutrino Ill. MONTE CARLO SIMULATION
rate is therefore~1%. A. Detection efficiency

The?e energy spectrum was reconstructed from the mea-

sured positron kinetic energy. The approximate reIaEqQ An accurate understanding of thg efficiency is crucial.

o . o Therefore, as described in REZ], two parallel and indepen-
—Ee++1.8 MeVis slightly modified by the kinetic energy gent event reconstruction and detector simulation Monte
carried away by the neutron{50 keV). The cross section carlo codes have been developed. Both give consistent re-
of the detection reaction is accurately knojid]; the domi-  sylts; in Ref.[2] the reported results were based on one of
nant uncertainty0.2%) stems from the neutron lifetime. them, here most of the results are based on the second
Previous short baseline reactor experiments have founghethod.
good agreement between calculated and observed neutrino A Monte Carlo model with a detailed simulation of the
fluxes[15—17. In particular, Ref[17] quoted an uncertainty detector response, including the PMT pulse shape, is essen-
in the neutrino ﬂuX per fiSSion of 1.4%. TOgether W|th the t|a| to Simulate the rather Strong dependence of;befﬁ_
combined uncertainty of 1.5% of the reactor power, the disgiency on the event location in the detector and, to a lesser
tance to the detector and the number of target atoms, the totaktent, on time due to some scintillator aging. A variety of
systematic uncertainty of the. interaction rate therefore measurements was performed to cross check the Monte
amounts to 2.1%. Carlo modeling of the detector response.
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The simulation cod¢2] contains the whole detector ge- & i F Low threshold & High threshold
ometry and simulates the energy, time, and position of en3 C & :
ergy deposits in the detector usiBgANT 3.21[18]. GFLUKA & £ os|
[19] is used to simulate hadronic interactions, while for the :
low energy neutron transpoiCALOR [20] is employed. 0'6;'
Scintillator light quenching, parametrized as a function of 04 F
ionization density, is included in the simulatig®1]. r
Given the output of the physics generators, the Monte . 02 K
Carlo simulates the detector response in the form of PMT  #% . .. . 000000 ot Lot
pulses which are converted into time and amplitude digitiza: 0 or 02 \953 0 05 o \}55
tions and trigger hits. Digitized data are then reconstructe: e EEEEHAE
with the same programs as real data, providing the trigge%().14 F 5
and selection cuts efficiencies. P =
Bk &
) ) 5 0.1 F 5
B. Improvements of the simulation 5 i 5
 0.08 | <
Since the initial results were publishd@], the data £¢.06 f 2
sample has been almost doubled. There were also improv& (o4 F £
ments in the analysis due to refinements of the simulation ¢ 002 b a
the detector response. Three changes had the largest impi 05, T | P P I I

on the quality of the simulation: 20 40 60 20 40 60
The pulse shapes of several hundred single-photoelectron Cell Cell
(SPB signals were digitized and compared with each other. F|G. 2. The upper plots show the simulated and measured trig-
An average SPE pulse shape was deduced, replacing tiger efficiency for low and high thresholds as a function of energy
simple model that used only fixed rise and decay times.  deposited in the center of one cell. Dots represent data, while the
The scintillation light was traced through the cell to the solid line shows the simulated efficiency. The lower plots show the
PMT’s. SPE pulse shapes with constant charge-to-amplitudenergy corresponding to a trigger efficiency of 50% for each cell.
ratios were added up to the final PMT pulse for each photoThe spread between data and the Monte Carlo simulation has been
electron produced in the cathode. The trigger threshold waisnproved by a factor of about 2 compared to R&fl.
compared to the amplitude of the total PMT pulse. However,
the charge-to-amplitude ratio of the measured SPE pulses 1, 22\3 source was inserted into the central detector at

v:_:med slightly from pulse to pulse, resulltmg In a SmeareQ/axrious locations during four dedicated calibration periods,
trigger threshold when plotted as a function of ADC Coums'separated by several months. A total of 85 different runs

Instead of varying the width of the average SPE pulse in th(i\)/ere taken in order to sample various distances from the
simulation, the relative height of the threshold was sample ) o :

from a Gaussian distribution witp=1 and o adjusted to MTS. and edges of the f'.dl.lc'al vo_lume. This allows qle_ter_-
describe the measured slope of the trigger efficiency vers ination of an absolute efflqlency, since the source activity is
ADC counts. The resulting modeling improvements can be"OWn 1o 1.5%. After applying loose cuts to suppress back-

recognized by comparing the trigger threshold accuracy iground and_ correctmg for detector deadtime, the m_easured
Fig. 2 with the analogous quantities in Fig. 9 of Re]). absolute trigger gfﬁ.mency could be compared. with the
The constant thresholds used for all cells and runs werdonte Carlo prediction; the results are shown in the top
replaced by an individual threshold for each discriminatorpanel of Fig. 3. Good agreement is seen in the average effi-
Variations in time were also taken into account by trackingciency over all runsithe spread in data and Monte Carlo
thresholds using neutrino runs. simulations has been improved to 6.7% in 85 locations com-
In conclusion the new simulation reduced the spread opared to 11.1% in 36 locations in R¢R]), and the agree-
data/simulation over all cells in the detectdtig. 2) from ment between the four calibration periods was better than
19.2% to 10.2% for the lowWSPB threshold and from 7.6% 1.4%. The?Na energy spectra predicted by the simulation
to 3.5% for the high threshold. and measured in the data also agree well. This comparison
tests all aspects of the simulations: thigh andlow trigger
thresholds, and the total energy deposit.
- ) In order to check the neutron capture detection efficiency,
Na and Am-Be sources were used to verify the absolutghe Am-Be neutron source was attached to one end of a thin
efficiency of the detector for positron annihilations and sub-(7.5 mm Nal(Tl) detector readout by a flat PMT, so that the
sequent neutron captures. The 1.275 MeV primargf the  entire assembly could be still inserted in the gaps between
?’Na source is accompanied 90% of the time by a low eneach cell and its neighbor above or below. The (W&l de-
ergy positron which annihilates in the source capsule. Theector tagged the 4.4 Mey emitted in coincidence with a
primary y mimics the positron ionization associated with aneutron. The Ndlll) tag forced the digitization of the 4.4
low energyv, event and, together with the annihilatiors, MeV vy as the prompt part of an event and opened a 450-
closely approximates the positron portion obaevent near Window for neutron capture, the same coincidence window
the trigger threshold. as used in the, runs.

C. Test of the;e detection efficiency
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FIG. 3. Comparison of datgoints and the Monte Carlo simu- FIG. 4. Comparison of dat@oints and Monte Carlo simulation

lations (histograms for detection efficiency for’Na and Am-Be  (histograms for the spectra of total energy and first, second, and
source runs at various locations. For positions of the radioactivehird most energetic hitH,. E;, E,, andEj) for capture cosmic
source near the border of the central detector we measure low@fuon induced neutrons. The sharp feature at 3.5-MeV total energy
efficiencies in good agreement with the simulati@ee locations s related to the requirement that at least one sub-event has a total
3,5,22 ... for 22Na or locations 11,1241 .. for Am-Be energy above this Va|u@ee the te)}t

Loose neutron cuts were applied, and corrections Were i inati .- : -
. ’ riginating there. Next, the efficiency from the simulation
made for detector deadtime and a low rate of random back- 9 9 y

ground. On average, the Monte Carlo efficiency predictiondVas folded with the incident, spectrum(including possible
agree well over the 43 locations testebmpared to 25 lo- distortions due to oscillation$o obtain the overall efficiency

cations in Ref[2]) with an average agreement of better thanWhich generally depends on the oscillation parametars

2.1%, as shown in the lower panel of Fig. 3. Small adjust2nd sirf26.
ments of parameters of the detector simulations could im-
prove the agreement of the AmBe efficiencies, but at the IV. ANALYSIS AND RESULTS
same time led to larger disagreement for other parameters
e.g., ?Na efficiencies or the shape of energy spectra. Thereﬁ
fore, only directly measured parametérigger efficiency as Refs.[1,2]. Both the analysis presented here and the one
o e o, oS 0 U prevos papers wer epeaio changing
22Na and AmBe were only used to estimate the systematiéelemIon cutsor the present data-set. .

The energies and positions associated with hits were re-

uncertqmty of the simulation. . constructed for each bank. The position of the hit along the

_Again, the energy spectra for neutrons predicted by thga o of the cell was determined from TDC times with a
simulation and measured in the data were compared. The,e \valk correction applied on the basis of the collected
total energy seen In aII. Ce.”S and th? energy detgcted n thgharge. The collected charge for each end was corrected for
three Most energetic hits IS plotted in Fig. 4. Th|s test Waﬁight attenuation and PMT nonlinearity and converted to an
dong with cosmic muon induced .neutron.s, which are th nergy using energy calibration constants. The hit energy
dominant type of correlated events in neutrino runs. The NeUzas determined as the weighted average of the measure-
trons were equally distributed over the_whole detector. ments from either end.

These procedures completely test ayrefficiency simu- To select events in the energy ranges where the triggers
lation. Thus our abl'lty to accurately generate the eventsgre efficient, we required that each Sub-e\(@nbmpt “pos-
model the detector response, reconstruct the events, and c@fon” and delayed “neutron} have at least one hit greater
rectly calculate the lifetime of the data acquisitidDAQ)  than 1 MeV and at least two additional hits with energy
system was verified. greater than 30 keV. Any event with hits greater than 8 MeV

The Monte Carlo simulation yielded an average efficiencyin either sub-event was discarded. The magnitude and pattern
over the whole detector as a functionigfenergy. The simu- of energy deposits in the prompt sub-event were required to
lation included interactions in the acrylic walls of the cells, resemble what was expected from the kinetic energy of the
since there is significant efficiency for inverse beta decayositron and its annihilation(The annihilationy’s each had

' Here we briefly discuss event reconstruction, event selec-
on, efficiencies, and backgrounds. Details may be found in
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TABLE I. Data taking periods, efficienciégcluding lifetime), measured event ratdg andN,, and results of thewapanalysis(see the
text), including the various background estimates. Uncertainties are statistical only.

Period 1998 1999-| 1999-lI 2000
Reactor on 890 m off on 750 m off on 890 m off on 890 m off
time (day9 30.4 29.4 68.2 21.8 60.4 29.6 83.2 27.5
efficiency (%) 8.0 8.0 11.5 11.6 11.6 11.6 10.9 10.8
measured rates
Ny, (d7h) 39.6+1.1  34.8-1.1 54909 45114 54.2-09 49413  52.9-0.8  43.1-1.3
N, (d71) 25.1+0.9 21.8-0.9 33.4:0.7 32.0:1.2 32.5:0.7 32.6:1.0 30.2:0.6 30.4-1.1
(1—€1)Bpn (d™h 0.88 0.89 1.11 1.11 1.11 1.11 1.07 1.07
efficiency corrected rates
Background (d1) 292+11 255+ 10 265+ 6 266+ 10 256+ 6 265+9 249+5 272+9
R, (d°1) 202+19 182+18 212+10 124+ 17 21411 161+15 23710 129+ 16
Reac (d°h) 216 154 218 129 220 155 218 154

to have energy less than 600 keV, and together less than 1gared to that of signal and correlated backgrounds, hence the
MeV. This is the only cut which treats the two sub-eventsuncorrelated background could be separated and studied by
asymmetrically. The prompt and delayed sub-events werelooking at long inter-event times.
required to be correlated in space and time. To further sup- The main source otorrelated background are neutrons
press backgrounds, an event was accepted if it started at ledsdm muon spallation or capture. These events are mainly
150 us after the last veto hit and at least 3.5 MeV of energycomprised of proton-neutron events in which a single neu-
was deposited in either the prompt or delayed sub-event. tron deposits its kinetic energy by scattering from protons
The event yield must then be corrected for the efficiencyand is then captured, and double neutron events in which two
of trigger and selection cuts as well as for detector deadtimdfypically therma) neutrons from the same spallation event
which has two components. The first one is the loss of neuare captured in the detector.
trino events due to muons crossing the dete¢&rwithin Our analysis is based on 350.5 days of data taking, of
150 us before the start of the neutrino event(by between  which 242.2 days were at full power and the remainder at
the prompt and delayed subevents. Its magnitude was detgpartial power with a reactor down for refueling. For the
mined from the measured muon veto rate and the distributioanalysis we subdivided the data into eight periods. Four of
of inter-event times from detector simulation. The experi-the periods correspond to the four reactor refueling periods
ment lifetime after losses due to the muon veto is approxiin which one reactor was offoff periodg. Each of the re-
mately 66%. The second deadtime component comes frommaining four periodgon periods are constructed from inter-
the DAQ system being unavailable to digitize a triple. Itsvals of full power data bracketing each refueling period.
magnitude is the ratio of the number of triples for which the Table | shows the running time for each of the eight periods
DAQ was busy to the total number of triples “seen” by the and the distance to the down reactor for each ofdfige-
trigger which could be directly measured using scalers. Theiods.
deadtime of the trigger itself was measured to be less than The raw trigger rates for triples and correlated triples
0.1%. The experimental DAQ lifetime was about 81% forwere approximately 50 and 1 Hz, respectively. For 1999—
1998 and 92% for 1999—2000. The higher DAQ lifetime in 2000, the typical event rate after selection was§5 d !
1999-2000 was due to recording correlated events onlywith all reactors at full power. Under the assumption of no
rather than all triples, thus strongly reducing the load on thescillations, the efficiency after the trigger, deadtime, and

DAQ system. For the case of no oscillations, the combineavent selection for detecting.’s above inverse beta decay
efficiency of the trigger and selection cuts on neutrino interthreshold was-11%:;: precise estimates of the efficiency pe-
actions is about 18%. The detector deadtime further reducegod by period are listed in Table I. The observed event rate
the EfﬁCiency to about 10%he exact figure for each periOd Nl may be Compared to an expected Signa| rate 86 d’l
being given in Table)l Experimental backgrounds may be for no oscillations, implying a signal-to-noise ratio f0.8.

naturally classified asncorrelatedand correlated with un-  The uncorrelated background event rate after selection was
correlated backgrounds due to random coincidences betweeny; §-1.

triple triggers within the delayed coincidence window, and
correlated background due to events in which both subevents
belong to the same process.

The dominant source afncorrelatedevents is natural ra- From Table | it is evident that the event rate is signifi-
dioactivity. The inter-event time distribution for uncorrelated cantly lower during each refueling period. To investigate
background events follows an exponential function with amore quantitatively the correlation between event rates and
time constant of~500 us, as would be expected given the reactor power, in Fig. 5 we plot the experimental rate cor-
muon veto rate of~2 kHz and the veto-dependent event rected for efficiency and deadtinf&,,, against the calcu-
selection requirements. This time dependence is slow conlated signal ratdR ., expected for no oscillations. Only sta-

A. Analysis with the “reactor power” method
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) ) ) FIG. 6. The prompt energy spectrum afemoff subtraction
FIG. 5. The event rateRey for different data taking periods, — ,yeraged over the four pairs ofvoff periods. The histograms show

corrected for deadt!me_and ne_utrlno detection eﬁlc!en(_:y, plotted V$he corresponding expectations for no oscillatiésslid line) and

the expecteq r_leutrlno |nteractlon rRe, fqr no oscnlatlor_\s. Er-_ the Kamiokande best fidashed ling

rors are statistical only. Points corresponding to data taking periods

with same reactor power conditions should lie on top of each other, 5 . I

Also shown is the result, discussed in the text, for a linear fit to thel X /d-0.f=1.39 for eight degrees of freedgnwhile it is not

data. consistent with the rates implied by the Kamiokande best fit

parameters ¥2/d.o.f=3.69).

tistical uncertainties are indicated. If the data were consistent To test our data for oscillation hypotheses throughout the

with no oscillations and the background were constant, thet m?-sin’26 plane for two flavor mixing, &? analysis using

the points should lie along a straight line with unity slope.the “reactor power” changes was carried oyt is defined

They intercept is equal to the rate of background interactionsas

scaled by the ratio of the effective background detection ef- o . .

ficiency to the neutrino detection efficiency. The data are in ) (Rexp—bg—a- Rl0° (a—1)2

fact consistent with lying along a straight line. A linear fit to X :;1 o2 + o2 @

these data gives a slope of 1.640.104 (stat.) and & in- : syst

tercept of 257.%20.7 (stat.) d*. The reduceqg? of the fit . . _

is 0.89. Our data are therefore consistent with the hypothesi¥nere Re, is the observed rate for peridd bg is the

of no oscillations. background rateR.. is the calculated rate for the period
We have also analyzed the energy dependence of the newhich depends olhm? and sirf26, anda accounts for pos-

trino interactions to see whether it is consistent with no ossible global normalization effects due to systematic uncer-

cillations as well. For each of the four pairs of on-off peri- tainties. o> denotes the statistical uncertainty of each run

ods, one may subtract the event rate at partial power from thgeriodi, while o= 0.061 is the systematic uncertainty dis-

rate at full power. The resulting difference, after the smallcussed belowalso see Table JI The quantitybg is scaled

correction for the fuel burn-up has been made, is the contri-

bution to the full power event rate from the neutrinos emitted TABLE Il. Contributions to the systematic error of the “reactor

by the reactor unit which was being refueled during the offpower” and “swap” analyses.

period. Figure 6 shows the measured on-off event rate differ=

ence binned in the visible promgpositror) energy. These Etrror source “Reactor power(%)  “swap” (%)

data are not corrected for efficiency or deadtime. To make;

this plot, the weighted average of the four pairs of on-off® t_”gger eff'_c'ency 2.0 2.0
periods is taken. Also shown are the corresponding expectdl 99er efficiency 2.1 2.1
tions from Monte Carlo simulations for two scenarios: no Ve flux prediction 21 21
oscillations and oscillations with parameters obtained fronv, selection cuts 4.5 2.1
the best fit to the Kamiokande ddtd]. The comparison of Background variation 2.1 N/A
our data with Monte Carlo shows that the hypothesis of nq1- e;)B,, estimate N/A 3.3
oscillations is consistent not only with the measured evenfotal 6.1 5.3

rate but also with the observed positron energy spectrum
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by 0.94 for the two periods in 1998 to account for the dif--  F T T T T T T
ferent trigger conditions in 1998 but is otherwise treated ay> :
constant. This scaling factor was determined from measurin & [
how the rates for double neutron background evéthts se- - :
lection of which is described in Sec. IVBnd uncorrelated 10k
background events changed between 1998 and 1999. E

To define the 90% confidence lev@&.L.) acceptance re-
gion for our data, we have followed the procedure suggeste . 4 Kamiokande (90% CL)
by Feldman and Cousing-C) [22]. We implemented this T ) e
procedure in two ways. W e

The first, called theMonte Carlo implementation, was Fo 4
realized as follows. AyZ. was determined by minimizing L e
Eq. (1) with respect tobg, «, Am?, and sif26 for physi- . e T T
cally allowed values ofAm? and sirf26. We found the best 3 e T T
fit to correspond to a null sf@@ with a=1.007 (slightly
unphysical but well within the statistically acceptable range
and ayz.{d.0.f=5.8/6. The physicah m?-sir’26 plane was
then subdivided into a fine grid. At each grid point, we2 mini-
mized Eq.(1) with respect tobg and a to obtain A g YY) NE N I NI FU P T TV S R
= xGad AM?,SiMP26)— xes FOr determining whether the 0 0L 020304 050607 0809, o
grid point was allowed at the 90% C.L., we simulated' 10
independent experiments at each grid point. The safe FIG. 7. Regions ofAm?—sinf26 plane(two flavor oscillationg

minimization procedure was carried out for each simulated*cluded at the 90% C.L. by ‘reactor power” analysashed
experiment as for the data to obtain AAO(%/IC'S- These curve and “swap” analysis(solid curve. Also shown are the Ka-

>, L . ) 2 miokande allowed region and best(&tan and the region excluded
Axwc's were sorted in increasing order to finklyg, the by the CHOOZ experimerj,7].

value of Ax? greater than 90% of théxZc's. If AxZaa

<AxZ, the grid point was accepted. the full data set. In this case the “reactor power” analysis
The second way in which we implemented the FC proceqjiffers from the one described above in that the data are
dure, called theaster scan subdivides the two-dimensional ygre finely binned by run rather than averaged by period.
grid in Am? slices. For each value a&fm?, Eq. (1) is mini-  There were typically two runs per day. After combining short
mized with respect tbg, a, and sif26. The value obtained yns (runs with fewer than six neutrino candidatesith ad-
for sinf26, without restricting the fit to _the physically_al- jacent runs, 698 data points were obtainedy?analysis
lowed range, is denoted ($B¥)es; and its corresponding identical in approach to that described above was carried out
error is denotedr;,. The best fit is slightly un-physicébut  ysing a systematic error that in this case amounts to 6.9%.
well within  statistical eI‘I’OI‘)S for Am2=01 e\lz, Again, the best fit is S||ght|y un-physica'; fO|Am2
(SiMP20)pesd 7sip=—0.2. The one-dimensional 90% C.L. up- =0.1 e\? (siM26)yeefoin=—0.5. The 90% C.L. exclu-
per limit on sirf26 at the fixed value oAm? is then given by  sjon contour obtained in this analysis is very similar to the
apcOsin Where agc is looked up from Table X of Ref.22]  dashed curve in Fig. 7, but it is shifted toward smallef2in
for xo= (Sin26)pest Tsin- with sir?2¢>0.29 excluded in the largaém? limit. The shift
While the raster scan method does not yield the glaial i the exclusion boundary is consistent with small systematic

minimum in the Am?-sir’2¢ plane, it is computationally differences expected between the two independent recon-
much faster. Checks have been carried out that the two metRtryctions and analyses.

ods for implementing the Feldman-Cousins procedure yield
the same limits. For the purpose of determining the regions
of parameter space excluded by our data, knowledge of the The “swap” method, where the background is directly
x? global minimum is not required. We have therefore usedsubtracted rather than using modulation of the reactor power,
the raster scanmethod to obtain the exclusion curves re- has substantially greater statistical power than the “reactor
ported in this paper. power” method. In addition, it has somewhat different sys-

The dashed curve in Fig. 7 shows the region oftematics.
Am?-sirf2¢ plane excluded at the 90% C.L. by our data We briefly describe the method here; detailed descriptions
analyzed with the “reactor power” method. In the limit of have already been publishédl,2,23. Let N; be the event
large Am?, the range sif26>0.33 is excluded; whereas in rate after applying the neutrino selection cuts described
the limit of maximal mixing, the rangeAm?>1.6 above. We then calN, the rate obtained by applying the
X103 eV? is excluded. We note that, in the limit of large positron cuts to the delayed sub-events and the neutron cuts
Am?, the Monte Carlo method excludes the rangéZin to the prompt sub-eveni§swapped” selection. The mea-
>0.35. surements oN; andN, are listed for each period in Table I.

As already mentioned the independent analysis discussdtlis found that only about 20% of the neutrino signal cancels
in detail in Refs.[1,2] was also improved and repeated for in the differenceN;—N,, as determined from Monte Carlo

Palo Verde (Swap)
-------- Palo Verde (Reactor Power) |

B. Analysis with the “swap” method
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simulation. At the same time the uncorrelated backgrounds discussed below. The free parameters in this definition of
and the double neutron component that dominates the corréhe x? are Am?, sir’26, and a. The Monte Carlo method
lated background cancel in the difference. We callgivesyZ,./d.o.f.=10.3/7 for sif26 consistent with zero and
(1—€1)Bpn=(1— €5y Bpn st (1~ €cap Bpncap the residual  «=1.008(again, slightly un-physical but well within the sta-
contribution toN;—N,, mainly due to the proton-neutron tistical accuracy.
(*pn” ) component of the correlated background. Here the The region of parameter space excluded at the 90% C.L.
e's refer to the efficiency of the “swapped” selection for by this analysis, based on the raster scan method, is indicated
each channe]23], “sp” denotes neutron production by by the solid curve in Fig. 7. In the limit of largAm?, the
spallation(mainly in the laboratory walls “cap” by muon  range siA26>0.164 is excluded; whereas in the limit of
capture(mainly in the water buffgrand “1,” maintaining the  large mixing, the rangeAm?>1.1x10 3 eV? is excluded.
notation from our earlier papers, the total. While the capturaye note that, in the limit of Iarge&mz, the Monte Carlo
process is well understood and can be reliably calculateghethod excludes the range €@a>0.162, and gives an es-
with Monte Carlo simulations, the spallation is rather poorlysentially identical exclusion curve.
known. The shape of the prompt energy spectrum for neu-
trons from spallation was obtained by generating neutrons in
the laboratory walls according to several parametric models
and passing them through the detector simulation and event As a further test of the “swap” method, we have investi-
selection. The set of parametric models spanned the range géted the energy dependenceNf and N,. The measured
uncertainty in our knowledge of the energy dependence oénergy dependence was compared to what would be ex-
neutron production. The normalization was then determineghected on the basis of our assumptions about the signal and
by assuming that high-energy neutrino-like events, selectedackground. Were a significant source of background ig-
by replacing the cut on maximum hit energg8 MeV) in  nored or incorrectly treated, a discrepancy between data and
the “positron” sub-event by the requirement that at least oneexpectation would result. To carry out this investigation, we
prompt hit has an energy greater than 10 MeV, are due exassembled five samples of events:
clusively to spallation. The uncertainty on the energy spec- ,_: Inverse beta decay events were generated and simu-
trum, quantified by the dispersion between the different modtated in the detector with normalization determined from the
els, was taken into account in the systematic error. The termeactor powers, Ccross section, and number of target protons.
Bpn,capWas found from the measured muon rate through the\o oscillations were assumed, as consistent with the out-
detector combined with the veto inefficiencies and the relacome of thereactor poweranalysis.
tively well known total neutron production cross section and  Uncorrelated backgroundThese events were selected
energy distribution by muon capture on oxygen. The systemfrom our data by inverting the spatial and temporal correla-
atic error is derived from the veto inefficiency. tion requirements between the prompt and delayed sub-
The quantity (}€;)B,, was estimated period by period, events. The data sample was normalized to reproduce the
and the results are shown in Table I. The magnitude of (levent rate at large inter-event times.
— €1)Bpnis small compared to the differendh — N, that is, Bpn.sp: Neutrons produced by muon spallation in the labo-
the contribution from the proton-neutron component of theratory walls were generated and passed through our detector
background largely cancels in the difference. Therefore, evegimulation. As already mentioned, the sample was normal-
though the systematic error on{le;)By, is of order 100%, ized by assuming that high-energy events satisfying the neu-
the resulting contribution to the systematic error on the neutrino selection cuts are due to spallation.
trino signal is only a few percent. In the sixth line of Table | Bpn,cap: Neutrons produced by muon capture in water
for each run period we list the resulting backgrodagsum-  were generated and passed through the detector simulation.
ing for the purpose of this illustration that the backgroundThis data sample was normalized on the basis of the mea-
efficiency is the same as for the signal, and correcting for thgured muon rate through the detector, the muon veto ineffi-
lifetime). The observed, rate R,), corrected for the life- ciency, the fraction of muons stopping in the water, and the
time and efficiency, and the expected neutrino Rgg, for ~ cross section for muon capture and neutron emission.
no oscillations are also given in the table. Double neutron Double neutron events were selected
Similarly to the reactor power analysis, we have carriedfrom data by requiring a muon hit within 10@s preceding
out a x? analysis to test our data for oscillation hypotheseghe start of the event, and applying the neutron capture cuts
throughout the two flavor oscillatiohm?-sirf26 plane. The  to both the prompt and delayed sub-events. The sample was

C. Test of the “swap” method

x? definition is normalized so that—after application of the neutrino selec-
A . tion cuts—the combined five samples gave the measured to-
5 (N =Ny — (1= €1)Bpy— a(Riye— R20)? tal N, rate. | |
X _Z'l o2 The five data samples were subjected to the neutrino
! event selection cutsN;) and theswapevent selection cuts
(a—1)2 (N,), respectively, and summed. The resulting energy spec-
— (2) tra, with statistical uncertainties, are shown as histograms in
Osyst Fig. 8. The expectation from the sum of the five samples is in

good agreement with the dafaointy. Keeping in mind that
where o for the “swap” method is estimated to be 0.053 only the overall normalization of thél; spectrum is not
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runs, the efficiencies agree to 0.2% with a rms of 6.7%.
Grouping the runs by four calibration periods, the agreement
was 1.3%. Combining this with the 1.5% uncertainty in the
= Da activity of the source, the estimated systematic error is 2.0%.
= EApeCtel W £ RACKEE. n trigger efficiency In an approach similar to that for
estimating the systematic error in thé &rigger efficiency,
we have used the Am-Be calibration runs described above to
estimate the systematic uncertainty in the n trigger efficiency.
Bl = The run-by-run comparison of measured versus simulated n
Energy (MeV) trigger efficiency was already shown in Fig. 3. The simulated
efficiency is typically lower than the measured one. This
3 N, (swapped cuts) difference is largely systematic, as manifested by the rela-
tively small rms of 3.5% across the different calibration pe-
riods and positions. Averaged over runs, the difference be-
tween simulation and measurement is 2.1%, which we assign
as the systematic uncertainty for the n trigger efficiency.
The results for these sources of systematic error for the
two analysis methods are listed in Table Il. As explained in

Sec. Il B the systematic uncertainty in thgflux is estimated
to be 2.1%.
The stability of background rates is a key assumption for
FIG. 8. The energy spectrum of events comprisigandN,.  the ‘reactor power” analysis. The actual level of background
The points are measurements while the histogram shows the res@ifability was estimated by comparing the average (e
of calculations described in the text. The shading indicates the stdime correctegiduring the full power periods to the average
tistical uncertainty in the calculation, while error bars for the mea-rate during the partial power periods for several background

N, (normal cuts)

Rate (d! 0.5 MeV™)

- N W A N
T

(=}

Rate (d7 0.5 MeV™)

—_ N W AR N
T T T T T

(=]
T

Energy (MeV)

surements are too small to be visible. data samples: double neutrof,,, and uncorrelated back-
ground.

independently determined, the validity of the “swap” analy-  In addition, Michel electron events, present in the data

sis is solidly supported by this test. due to the inefficiency of the veto detector, were used to

track changes in the veto efficiency and, in particular, in the
background due to neutron production by muon capture in
water. These events are selected by requiring no activity in

The SyStematiC Uncertainty receives contributions fron‘the muon detector, energy depositions in the prompt subev-
the detection efficiency and the flux calculation. In addition,ent consistent with a muon track, and a delayed subevent 5—
the “reactor power method” suffers a systematic error fromoq us later with an energy deposit of 10-70 MeV.
baCkgrOUnd variations with time, and the SyStematiC uncer- The Michel electron data Samp|e was observed to have a
tainty in the “swap” method has a contribution from the rate stability better than 5% and all other data samples were
uncertainty in the estimate of (1e,)B,,. We have esti- found to be stable to better than 1%. The rate variation for
mated the systematic uncertainty in the detection efficiencgach background was normalized to its estimated contribu-
as follows. tion to the neutrino event rate and then divided by 12:9',d

v Selection cuts efficiencyhe neutrino event selection the average difference in lifetime-corrected event rates be-
cuts were varied randomly in the multi-dimensional cuttween full power and partial power periods. Combined, the
space over a reasonable range. For each variation, the ratio @fsulting ratios for the four backgrounds indicated a back-
the observed number of events to that expected for no osciground instability of 2.1% relative to the signal. We thus take
lations was calculated. The systematic error in the event s&.1% as our estimate of the contribution to the systematic
lection efficiency was taken to be the rms of the variations irerror in the “reactor power” analysis from background varia-
the ratio. The uncertainties in the definition of the energytions.
scale are absorbed in this error component. The lower sys- The contribution to the uncertainty in (leg) By, spfrom
tematic uncertainty for thewapmethod is due to cancella- muon spallation in the walls was estimated from the spread
tion of some systematics in the differenidg— N,. in results from the four different models used to simulate

e" trigger efficiency The systematic uncertainty in thé e neutron production, and was found to be 0.29'.dThe es-
trigger efficiency is based on a comparison of simulated eftimated contribution to the uncertainty in {leca) By cap
ficiencies with the measured efficiencies for thi®a cali-  from the veto counter inefficiency resulted to be 0.94'.d
bration runs described above. To decouple uncertainties ihus the total systematic uncertainty on —(&;)B,,
the event selection efficiency from uncertainties in the trig-amounted to 0.98 . This result was lifetime corrected,
ger efficiency, loose cuts designed to have negligible ineffiand corresponded to 3.3% of the average lifetime-corrected
ciency were applied to seleéfNa events for this analysis. value forN;—N,. The individual contributions are shown in
The run-by-run comparison of the simulated and measuret@able Il, and added in quadrature to obtain the total system-
efficiencies was already shown in Fig. 3. Averaged over alktic error for each analysis method.

D. Systematic uncertainties
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