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We present a new Monte Carlo muon propagation algorittum (muonstmedium which possesses some
advantages over analogous algorithms presently in use. The most important features of this algorithm are
described. The results on the test for the accuracy of the treatment of the muon energy logswvitine
presented and analyzed. It is evaluated to bexf@  or better, depending upon simulation parameters. The
contributions of different simplifications, which are applied at Monte Carlo muon transportation to the resulting
error, are considered and ranked. It is shown that when simulating muon propagation through a medium it is
quite enough to account only for fluctuations in radiative energy loss with the fraction of energy lost being as
large as>0.05-0.1. Selected results obtained withv are given and compared with ones from other algo-
rithms.
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I. INTRODUCTION neutrino experimentRef. [27]) but we believe it to also be
useful for other experiments with natural fluxes of high-
Muon propagation through thick layers of matter has beergnergy muons and neutrinos. When working ream we
in the scope of interest for a long time, since the first under@aimed at the creation of an algorithm that woul account
ground experiments with natural muon and neutrino fluxedor the most recent corrections for the muon cross sections;
began. The development of the “underground” technique ha$b) be of adequate and known accuracy, i.e., not contribute
led to the creation of a number of underground, underwate@n additional systematic error, which would exceed one from
and under-ice detectors by which a wide spectrum of prob-inSurmountable” uncertaintiege.g., with muon and neu-
lems are presently under investigation. An accurate calculd!inC Spectra and cross sectiorad whose value would be
tion of the muon transport plays an important role for suchWeII known for any setting of simulation parametefs; be

experiments becauge) neutrinos are detected by muons thatﬂex'ble enough, i.e., could be optimized for each concrete

are born invN interactions and propagate a distance in me PUrPose to desirable and well-understood equilibrium be-

dium from the point of interaction to a detect¢b) muons tween computation time and accuracy, and be easily ex-

that duced in at heric sh ted b tended for any medium and any correction for the cross sec-
at are produced In almospheric Snowers generated by COgsng of the processes in which high-energy muon loses its

mic rays represent the _principal background for a neumn%nergy;(d) be “transparent,” i.e., provide the user with the
signal and therefore their flux at large depths should be well,q1e’set of data related to used models for the muon cross
known; (c) atmospheric muons deep under the sea or th%ections; ande) be as fast as possible.

Earth's surface are the only intensive and more or less \ye describe the main features of our algorithm in Sec. Il.
known natural calibration source, which allows one to CON-Section I gives an ana|ysis for the a|gorithm accuracy. In
firm the correctness of the detector model by the comparisoBec. IV we report the results of the investigation on the set of
of the experimental and expected detector response(dind parameters that should be used to simulate the muon propa-
the flux of atmospheric muons itself carries the physical in-gation with an optimum equilibrium between accuracy and
formation which is of interest. computation time. Section V presents selected results ob-
Along with analytical and semianalytical metho®efs.  tained withmum in comparison with ones from other muon
[1-13)) one widely uses the Monte CarldIC) technique propagation MC codes, nameBrorPMU (Ref.[22]) andMu-
(Refs.[14-25) which directly accounts for the stochastic sic (Ref. [24]). Section VI gives general conclusions. We
nature of muon energy losses to simulate the muon propagalso present parametrizations for muon cross sections as they
tion through matter. There are several MC muon transportaare used irmuM in Appendix A and give proof of a formula
tion algorithms currently in usésee, e.g., Ref[26] for a  for the free path between two muon interactions, as treated in
detailed analysis of their advantages and disadvantdmes our algorithm, in Appendix B.
essential theoretical and experimental progress of last years
makes to create new ones. Here we present a MC muon
propagation codevum (muonst-medium written in FOR-
TRAN, which possesses some advantages in accuracy and The basic features of theum algorithm are as follows.
flexibility over analogous simulation algorithntalthough it (a) The code does not use any preliminary computed data
does not contain some important features in its current veras an input, all necessary tables are prepared at the stage of
sion, e.g., it does not give the three-dimensional informationinitiation on the base of five relatively short routines, four of
about angular and lateral deviations of muonBhe algo- which return differential cross sectionlsr(E,v)/dv (where
rithm has been developed for the Baikal deep underwateE is muon energy, and is fraction of energy lostv

Il. ALGORITHM DESCRIPTION
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=AE/E) for bremsstrahlung, direct*e™-pair production, while the part of the interaction with relatively smail is
photonuclear interaction and knock-on electron productionireated by the approximate concept of “continuous” energy
correspondingly, and a fifth one that returns stopping poweloss (CEL) using the stopping power formula
due to ionizatiorf dE(E)/dx];,, (see Appendix A for corre-
Ucuth{(E,U)
kif 0 dv}

sponding formulas Thus, it is easy for any user to correct or [dE Na n
=—pE > >
Aeff j=b,p,n i=1 o' dv

even entirely change the model for muon interactions, as it is a(E)

necessary. Also, any material can be easily composed. Thre min

media, namely, pure water, ice, and standard rock are avail-

able directly. +
(b) We have tried to decrease the “methodical” part of the

CEL

dE
a(E)

ion

systematic error that originates from the finite accuracy of n . e
: i . . ) Na Je doj(E,v)
the numerical procedures on interpolation, integration, etc., - pE>, kif max_ 177 do |
down to as low a level as possible, and special attention was Aei =1 Veut do
put on procedures that simulate the free path between two 2.1)

sequential muon interactions and the fraction of energy lost.

To combine this with the high speed pf simu_lation, the valuesHere the indey indicates the type of interactiorj £b for
for free paths, energy losses, and differential and total Crosgremsstrahlungj,z o for directe* e~-pair production=n
sections, along with solutions for all ordinary and mtegralfor photonuclear interaction, arjé e for knock-on eléctron

equations, are computed iruM at the initiation stage, tabu- roduction, respectivelyindexi runs ovem kinds of atoms
lated, and then referenced when necessary with an interpoIQ- auction, respectivelyindexi ru vemK ;
hich given material consists df;=N; /N, is a fraction of

tion algorithm whose accuracy has been carefully tested fof’

each table by comparison with directly computed values t&he ith elementN; andN are the number of a given Kind .
be not worse than 0.5%ypically, much better of atoms and the total number of atoms, respectively, per unit

(c) The most important parameters are changeable anﬁf material vol-ume;NA is Erl'e r;Avogadro numberp is the
density; Aqti=Ni =i 1(N;A;) is an effective

can be tuned to an optimum combination, depending upof'aterial

desirable accuracy, necessary statistics, and restriction on tRE0Mic weight for a given materiah; is atomic weight for
computation time for each concrete problem. theith elementy,;,, is the minimum kinematically allowed
(d) The code combines algorithms for muon transporta_fraction of energy lost for théth element at thgth process.
tion through thick layers of matter down to the detector andone is forced to decompose energy losses into two parts
for simulation muon interactions within detector sensitivebecause the simulation of all interactions witte vy
volume (these algorithms have to differ from each other would result in infinite computation time due to the steep
This is important for deep underwater and under-ice Chererdependence of muon cross sectionsothey decrease with
kov neutrino telescopesee Refs[27—30), where the same v at least aglo(E,v)/dvv !, and for some processes are
material (water or ic@ represents both a shield that absorbshot finite atv— 0. The number of interactions to be simu-
atmospheric muons and detecting medium in which muontated per unit of muon path grows, roughly, B, v
and shower particles, resulting from muon interactions, genalong with the computation time. Actually, two different cri-
erate Cherenkov photons detected by phototubes. teria by which the given muon interaction is attributed either
(e) Formally, initial muon energies up to 1 EeV can beto SEL or to CEL, are available in the frame of them
processed by thewum algorithm, but uncertainties with algorithm. The first ondrelative has been described above
muon cross sections, which grow along with the muon enand is applied when the muon is transported down to the
ergy (especially, for photonuclear interactiocauses one to detector location. Second, absolute criterium, is useful when
apply themum output with care at muon energigs>1 PeV.  simulating muon interactions within an underwater or under-
(d) Besides the muon transportation algorithm itself, theice array to obtain the detector response with the fixed en-
code includes a number of routines that allow us to obtairergy threshold; interaction is of SEL typeAE=AE_,; and
values for differential and total cross sections, mean fre®f CEL type, fAE<AE,,;. Optionally, the cross section for
paths, energy losses and other related data for the given sie knock-on electron productiahr®(E,v)/dv can be setin
of input parameters directly. Sampling the atmospheric muomumMm to zero, in which case muon propagation down to the
energies at the sea level according to the different models fatetector is simulated with entirely “continuous” ionization
the spectrum is possible withum, as well. Also several test and its fluctuations are neglected, but the simulation of the
procedures are included that provide data concerning the acauon interactions with the fixed energy threshold includes
curacy of different algorithm steps. See Sec. lll, Sec. IV, anknock-on electron production in any case. Bath, and
Sec. V for the selected output of these procedures. AE., represent parameters for thiem initiation procedure
The usual approximation for the treatment of the muonand can be set to any values within f&uv.,=<0.2 and
energy loss is applied in theum algorithm; muon interac- 10 MeV<AE. <500 MeV, correspondingly. The opti-
tions with comparatively large energy transfers when a fracmum value forAE.,; depends upon the configuration of the
tion of energy lost exceeds some valug,;, are accounted given detector and also upon characteristics of algorithms
for by the direct simulation of =wv for each single inter- that simulate the shower development, the Cherenkov pho-
action, according to the shape of differential cross sectiongons generation and the propagation, and the detector re-
[these interactions lead to “stochastic” energy IdSEL)]  sponse. All this is out of this article’s scope, therefore we do
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not discuss this parameter below, except for mentioning tha:
Egs.(2.1), (2.3), and(2.6) are used in the algorithm with the
absolute treatment of the muon energy loss decompositior
being modified by replacement; ,— AE./E. The influ-
ence of the simplified entirely “continuous” treatment of the
ionization and value of ., upon the simulation accuracy is
analyzed in detail in Sec. I\see also Refl31]).

The principal steps of simulation are as follows.

(i) For a muon with initial energ¥, the free path. until
interaction withv=wv, is simulated. For this, after a ran-
dom numbery, uniformly distributed in a range from 0 to 1, 1145
has been sampled, one solves the following set of equations

—_
1=
G

&)

1 1.5I”I2IIII2.5”“3””3.5“”4””4.5 5
log,[E(GeV)]

E, o 1.05 | 7
“in(n) = | {[dE(E) dxIce L(E)) e N e
Es ~ L -
095 - -1
E1 _1 09 | -
L= {[dE(E)/dX]ce} "dE, (2.2 (b)
E, 0.85 - -1
0.8 | PRSI S U ST T (NS WU T AT T T AT S UN NPT S SN NS S U N A |
[the proof of Egs(2.2) is given in Appendix B. Here, E, 1 15 2 25 3 3.5 4 45 5
<E, is the muon energy at the point of interaction and the 10g;,[E(GeV)]
energy dependent mean-free-phf{fE) between two interac- FIG. 1. (@ The mean-free-path between two sequential muon
tions with the fraction of energy lost=v, is expressed jnieractions with the fraction of energy lost=v,, L(E) [EQ.
by (2.9] in pure water vs muon energy. Two sets of curves correspond
n - j 1 to two models of ionization. Thick lines are for ionization included
T(E) = Aet 2 K. v'n;'axdai(E,U) d in SEL, thin ones correspond to entirely “continuous” ionization.
(B)= pNalj=6Fne =t | Joy,, du v ' Solid lines:v ¢, =10 *; dashed linesv =10 3; and dotted lines:

2.3 veur=1072. (b) Functionk(E) =L appr0{ E)/L(E) for —In(n) = 1
(see text The thickness and type of lines are of the same meaning

wherev ). is the maximum kinematically allowed fraction as for plot(a).

of energy lost for theth element at thgth kind of interac-

tion. The first equation in Eq$2.2) is solved for the variable in the value of the simulated free path, fIn(z)=1 [for
E,, then the free path can be found by a second equation. jarger —In(7) the effect is more significaht The set of
We would like to stress that such an approach allows us t@yrves represent the dependendi€g) =L ,ppr0x E)/L(E)
perform the accurate simulation independently on the chosegith L(E) computed by EqS2.2) andL 04 E) computed
value ofvy, in contrast to the commonly used simplifica- py Eq. (2.4). With ionization included in SEL, overestima-
tion tion for the free path is less than 1% a,<10 3, but
_ reaches~15% atv,=10 2 which leads to 1-2% under-
Lapprox= —L(E1)In(7), (2.4 estimation of total energy loss below the muon energy 1 TeV.
_ In the case with “continuous” ionization, the effect is of the
which neglects dependend¢gE) upon energy and, conse- opposite sign and again is more significant for lasgg, .
quently is(a) less accurate the larger,, is, and(b) pro- (i) After the free pathL and the muon energi, have
duces the error of different signs for the cases when th@een found from Eqg2.2), the type of interaction is simu-
ionization is included in SEL or its fluctuations are ne-lated according to the proportion between the total cross sec-
glected. Itis illustrated by two plots in Fig. 1. The upper plot tions of different processes:
shows the functio.(E) for pure water. Two sets of curves
are presented for two models of ionization. Each set includes o P oM e (2.5
dependencies for three values of,: 10 4, 103 and

102, In fact, L(E) is almost a constant &>5 TeV, but
changes steeply at lower energies. It increases with the d
crease of energy if the ionization is entirely “continuous”
and, on the contrary, it decreases if the ionization is included o2

in SEL. Thus, by simulating the free path by Eg.4) one UJIE [kif
overestimates ifand consequently underestimates the energy =1 Yout
loss in the case when ionization is included in SEL and, on

the contrary, one underestimates the free path and overesti- (iii) The fraction of energy lost is simulated according
mates the energy loss in the case of completely “continuousto the shape of the differential cross section for a given pro-
ionization. The lower plot in Fig. 1 shows the resulting errorcessj:

g\{hich are computed as

(2.6

ol dal(Ep,v) }
M dv .
do
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dol n dg{ (Fig. 2 and standard rockp=2.65 gcm3, A=22, Z
W(Ez'v):; ki E(Ez,v) (2.7 =11, Fig. 3. Inner accuracy is presented in the figure as a

function of muon energy for several valueswqf,; and two
models of ionization energy loss. Valueslafwere obtained

L o .
and the new muon enerdy, =E,(1~v) is determined. as follows. For each muon ener§y a distanceD was cho-

(iv) Steps i-iii are repeated sequentially until the MUONseh and propagation &f=4x 10° muons over this distance

either reaches the level of observation or stops. A muon iS ) . —
considered stopped as soon as its energy decreases down'{gS Simulated. The conditiddD>L (E,) must be obeyed to

0.16 GeV, which corresponds to the Cherenkov threshold fopbtain a statistically significant result but, at the same time,
a muon ir,1 pure water. D should be short enough to be passed by muons without

decreasing their energy down to zero, which practically leads
to D=0.5 m-300 m, depending upon the muon energy, the
value ofv ¢, and the kind of medium. For eacth muon its

As described in Sec. I, thetum code (as well as any final energyE}, was fixed and theis was calculated as
muon MC propagation algorithntonsists of the set of pro-

Ill. ALGORITHM ACCURACY

cedures on the numerical solution of equations, interpolation, L 1( E._ 1 % £l ) 3.0
and integration. All these procedures are of finite accuracy s pl|1 = 2 '
and, consequently, the incoming model for muon energy loss
is somewhat corrupted by them. Thus, the resulting energy; was computed as
loss assimulatedby a code is not the same as the energy loss
as can be calculated by thetegration of the differential 1

Li=5(E1—Ey), (3.2

cross sections, which are at the input of the same code. The
difference between the simulated and calculated energy loss
contains errors that are contributed by each step of simulayhereE, was found as a solution of integral equation for the
tion algorithm and thus, is a good quantitative criteria for itsmuon range:

inner accuracy whose contribution to the resulting error

D

must not exceed one, which comes, e.g., from uncertainties Er| Ny " o dol(E,v)
with muons cross sections and medium composition. There- D=j A pE 2 kij i’;‘“id vdv
. Es eff j=bpni=1 v v
fore to demonstrate the accuracy of the presented algorithm, min
we have only chosen data on the relative differenteg ( dE 1
—L;)/L; between simulatetl; and integrated.; total muon + d(E)} ] dE. (3.3
energy loss as was obtained witlum for the pure water X ion
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The horizontal solid line on each plot shows the value forof the muon path. But, on the other hand, a too large value of
(Ls—L;)/L; averaged over 24 tested muon energies, whichy ., leads to the loss of accuracy since some essential part of
additionally, is given in the upper-left corner of the figure. fluctuations in the muon energy losses comes out of direct
Figures 2a) and Fig. 3a) indicate an excellent inner accu- simulation. Thus, the question Fow large a value of .,

racy of themum algorithm with ionization included in SEL, may be chosen to keep the result within a desirable accu-
both for water and standard rock. Up #g,=5x10"% all  racy? Also different models for ionization can be used; it can
points are within 0.6% deviation_s, which are of b(_)th Signs pe optionally either treated as a completely “continuous”
so the averaged accuracy remains better thar?.1Bigures  process or included in SEL. Small energy transfers strongly
2(b) and Fig. 3b) (which correspond to simplified com- yominate at knock-on electron productiéda®(E,v)/dv
pletely “continuous” iqnizatior) shows a somewhat worse «p~?], so this process is almost nonstochastic and it seems
accuracy of the algorithm that falls dov_vn_whe:rgut n- reasonable to exclude knock-on electrons from a simulation
creases._The accuracy was found to be within(#&ept for procedure when simulating SEL, which saves noticeable
a few points around muon energy=100 GeV) up tovcy, computation time.How much does it affect the result of

=10"° with averaged accuracy within>210°°. This last imulatior? Influence of these factors on a simulated result
value may be used as a conservative evaluation of the innt?:ll . . .
ad been discussed in the literatufeee, e.g. Refs.

accuracy for thasum algorithm. Statistically significant like- ; o . :
ness of plots obtained for water and standard rock can ber2:22:24,29 but in our opinion a more detailed analysis

seen. was lacking. Therefore we have undertaken our own inves-

Thus, we conclude that assuming an optimistic evaluatioigation, which is reported in this section. For that we per-
of 1% for uncertainties in muon cross sectiofRefs. formed several sets of simulations both for propagation of
[26,32) the inner inaccuracy afium does not exceed them monoenergetic muon.beams and atmosphgrig: muons sampled
for anyv < 5 10 2 if ionization is included in SEL, and by sea level spectrurtin the later case we limited ourselves
for anyv.,< 10 2 if ionization is treated as entirely “con- by simulation of only vertical muonsthrough pure water

tinuous process,” independently of material. down to depths fronD=1 km to D=40 km. Of course,
distances of more than several kilometers for vertical muons
IV. THE OPTIMUM SETTING OF SIMULATION do not concern any real detector, but §|mulat|ons for large
PARAMETERS depths allow us to study general regularities that correspond,

e.g., to nearly horizontal directions. Several runs were done
As was described in Sec. Il is a parameter in the for standard rock, as well. We tested different settings of
MUM algorithm and can be set optionally to different values.parameters, which were as follows.
The largerv,,, is, the higher is the speed of simulation, (&) v.,, Which changed within a range of 16<uv
because less muon interactions have to be simulated per urit0.2. They inner accuracy of theum code becomes some-

074015-5



SOKALSKI, BUGAEV, AND KLIMUSHIN PHYSICAL REVIEW D 64 074015

what worse atv.,=5x 102, especially if fluctuations in The following conclusions can be made.

ionization are not simulatetSec. Ill); therefore results for (a) In most cases, except for some plots of the lower row

veut=0.1 andv,;=0.2 are presented here only to illustrate and the left column in Fig. 4which corresponds to low

some general qualitative regularities. survival probabilities and low muon initial energies, respec-
(b) Model for ionization. tively) uncertainty in our knowledge of muon cross sections
(c) Parametrization for a vertical sea level atmospheriggives the principal effect, which essentially exceeds ones

muon spectrum. Two spectra were tested, namely, one prdrom other tested parameters.

posed in Ref[33] (basio: (b) The difference between survival probabilities for the
two models of ionization is less appreciable the larger the
dN 0_17552-72\1 1 0.037 \) muon energy is. This is quite understandable because at
= + ) muon energieE<1 TeV, ionization represents the greatest
dE cnPssr GeVl 11 E/103 Gev 1+E/BI0 Ge bulk of total energy loss, and vice versa, it becomes minor at
4.0 E>1 TeV. Thus, the contribution that is given by ionization
; . at higher energies, is small and, its fluctuations do not play
and the Gaisser spectruRef. [34)) an important role. For muons with initial energids
dN 0.14E 27 1 >1 TeV, fluctuations in ionization become important only
g : \( at the very last part of the muon path and “are not in time”
dE ¢cn? ssr Gevi 1+E/104.6 GeV to produce some noticeable effect.
(c) Generally, parametrizations far,y, as proposed in
n 0.054 \) 4.2) Refs.[35,36] do not show a noticeable difference in terms of
1+E/772.7 GeV' ' survival probabilities, and in most cases it is within statistical

error or exceeds it only slightly.
(d) Parametrization for a total cross section for the ab- (d) The increase ob . gives the effect of both signs in
sorption of a real photon by a nucleon at photonuclear intersurvival probabilities: functiorp(v.,) grows at the begin-
action oy, which was treated both according to the ning of the muon path and falls at the last part. The same

Bezrukov-Bugaev parametrization proposed in IR&5] (ba-  “both-sign” dependencies are observed for the ionization
sic) and the ZEUS parametrizatigRef.[36]) (see Appendix model.
A2 for formulas. (e) For v,< 0.05, there is almost no dependence of

(e) A factork,, which all muon cross sections along with survival probability onv.,; except for the very last part of
the stopping power due to ionization, were multiplied by tothe muon path, where the survival probability becomes
test the influence of uncertainties in muon cross sectionsmall. Generally, the dependenpév.,,) is less strong the
(and, consequently, in energy losses the results. We ap- larger the initial muon energy is. The last item is illustrated
plied k,=1.0 as a basic value but also $et=0.99 andk, = complementary by Fig. 5 and Fig. 6, which show that for all
=1.01, which corresponds to the decrease and increase wfitial energies,Eg simulated survival probability does not
total-energy loss by 1%, respectively. Note that it is an “op-depend, in fact, on,; until 90% (for E;=1 TeV) to 99.5%
timistic” evaluation, because the real accuracy of the existingfor E;=10 PeV) muons have been stopped.
parametrization for muon cross sections is wdisee Refs. It was shown abovevhat is the resulbf simulations with
[26,32). different models of ionization and values of;. It was a

For each run we fixed the muon spectra at final and sevspecial point of interest for us to tratlow and whyit influ-
eral interim depths. The differences between obtained spectences the behavior of the survival probability. Figure 7
were a point of investigation. shows how the muon spectrum resulting from a monoener-

At the first set of simulations, we propagated monoenergetic muon beam with initial energg.=1 TeV, transforms
getic muon beams of 4 fixed initial energies=1 TeV, 10  when its propagation is simulated through pure water down
TeV, 100 TeV, and 10 PeV, down to slant deptbs to the slant depth of 3.2 km. Results for four settings of
=3.2 km, 12 km, 23 km, and 40 km, respectively, throughparameters are presented by four columns of plots. The first
pure water. The valu® for each initial muon energy was three columns represent spectra obtained with ionization in-
chosen so that the majority of muons had been stopped aftetuded in SEL forvg,=104, 10 2, and 0.2. The fourth
propagation in the given distance. This allows us to trackcolumn contains spectra simulated with entirely “continu-
differences in simulated results obtained with different set-ous” ionization and ;=10 *. The spectra grouped into the
tings of parameters for all segments of muon beam path. Ifirst column represent the most accurate tuning, both fgr
each case, the propagation of uons was simulated. Fig- and the ionization model. The first three columns demon-
ure 4 shows the resulting survival probabilitipss Ny /Ng  strate that the compactness of spectra at the same slant depth
(whereNg=10° is initial number of muons anlip is num- s higher the greater the value of,; is. Pay attention to the
ber of muons that have survived after propagation down teight edge of the spectra that shifts toward low energies when
the slant deptfD) vsv, for final and five interim values of v, increasesit is the most noticeable far.,; = 0.2). The
D. Two curves are given on each plot for two models ofreason is that at any slant depth, energy of the most energetic
ionization. Also, results fok,=1.00+0.01 and foro,y pa-  muons in the simulated beam is determined by CEL. These
rametrization according to Reff36] are presented as simu- muons, due to statistical fluctuations, did not undergo inter-
lated with the most accurate valug,=10 *. actions withv=v,; and, consequently, lost energy only by
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FIG. 4. Survival probabilitiep=Np /N (whereNg = 10° is the initial number of muons in the beam aNg is the number of muons
that have survived after propagation down to slant d&€pth pure wateyvsv.,;. Values ofp were obtained as a result of a simulation with
mMuM for monoenergetic muon beams with initial energigs=1 Tev (1st column of plots 10 TeV (2nd column, 100 TeV(3rd column,
and 10 PeM4th columrn). Each column contains six plots, which correspond to six slant dépttwehich differs for differentgg). Closed
circles represent survival probabilities that were simulated with ionization energy losses included in SEL, open ones correspond to compu-
tation with a completely “continuous” model of ionization. Two horizontal solid lines on each plot show the value for survival probability
computed with all muon cross sections multiplied by a fagtpe 1.01 (lower line) andk,,=0.99 (upper ling for v,=10 *. Horizontal-
dotted lines correspond tq.,;= 10" % and the cross section for the absorption of a real photon at the photonuclear interaction is parametrized
according to Ref[36] instead of Ref[35], which is basic irmum. Note different scales at thé axis.

CEL, which grows wherv.,; increases. That is why the Now it is easy to understand how the valuevgf;; influ-
maximum energy in a simulated muon beam is lower forences simulated survival probabilities. When the simulated
large values ofv.,. The fraction of muons that did not muon beam goes through a medium losing energy, both in
undergo a “catastrophic” act witlh=v ., until given slant CEL and SEL processes, its spectrum is constantly shifting to
depth, grows with an increase of,; because the free path the left (energy decreasgsFor v.,=10 %, the left part of
between two sequential interactions witkrv ¢y grows ap-  the spectrum reach&=0 at a smaller slant depth compared
proximately asL«v.,. It leads, in particular, to distinctly with a largerv.,;, and the survival probability starts to de-
visible separated picks in spectra fof,; = 0.2, consisting crease. At the same slant depth, the survival probability for
just of muons which lost energy only by CEL. Also some v,;=10 2 andv,=0.2 is still equal to 1. Thus, for the first
deficit of low-energy muons appears if one setg; to a  part of the path the survival probability is always larger for
large value. In this case the left edge of the spectrum idargev.,. At some slant deptkwhich is equal to~2.8 km
provided only with muons that interacted with a large frac-in the given casecompactness of spectra simulated with
tion of lost energy while for smallar,;, an additional frac- large v, Starts to play an opposite role. Because of more
tion of muons comes here. As a result, the simulated spegowerful CEL, muons stop faster compared with accurate
trum of initial monoenergetic muons at a given slant depth issimulations. So at the final part of the beam path, the simu-
more narrow ifv. is large and, on the contrary, more wide lated survival probability for large,; decreases faster com-

if veyeis small. pared with accurate simulation and, for instance, #gf;
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do not work and, as a consequence, survival probability be- (a) Except for the cas® =1 km, the computed muon
comes significantly higher compared with simulation with anflux is strongly affected by accounting for fluctuations in
accurate treatment of ionization at the beginning of muorenergy losses; the muon flux intensity simulated with a non-
beam path and falls down essentially faster at the final part aftochastic model of energy loss is less compared with a sto-
the path. chastic model by 10% at 3 km w.e. and by 20% at 5 km w.e.
The results presented above showed the significant influAt a depth of 20 km of pure water, the vertical muon flux
ence that both the model of ionization and value gf, have  computed by ignoring fluctuations, is only 10% of the simu-
over the survival probability for a monoenergetic muonlated flux.
beam. But for practical purposes, the more important ques- (b) Like the case with monoenergetic beams, 1% uncer-
tion is how these factors work for real atmospheric muonstainty in muon cross sections plays the principal role for
with a power spectrufIn Fig. 8 we present the intensity of resulting error in simulated muon depth intensity. This error
vertical atmospheric muon flukat different depths of pure has a tendency to grow with depth frafi2.5% at a depth of
water D from 1 km to 20 km vsv., as simulated with 1 km w.e. to~=*=15% at 20 km w.e. But a particular case of
muons sampled according to sea level spectrum(Ed).  this uncertainty, namely, the difference between parametriza-
Simulation continued until omuons reached a given depth. tions for o, from Refs.[35,36, does not lead to a signifi-
The curves for two models of ionization are shown for eachcant difference in the resulting intensity.
depth along with the results fok,=1.00=0.01 at v (c) The difference between muon spectra E41) and
=104, parametrization foro, from Ref. [36] at vy,  EQ. (4.2 leads to uncertainty from-4% (D=1 km) to
=104, sea level muon spectrum E@.2) at v, =104  16% (D=20 km).
and all energy losses treated entirely as QElr depthsD (d) The error that appears due to simplified, entirely “con-
<5 km only). General conclusions for the case with atmo-tinuous” ionization lies, commonly, at the level of 2—3%.
spheric muons are qualitatively the same as observed for (e) The dependence of simulated muon flux intensity upon
monoenergetic muon beams, but quantitatively the influence.,; is the most weak one compared with other studied error
of v,y and the model of ionization energy losses on thesources. Functioh(v.,) is almost a constant at.,<0.05
resulting muon flux at large depths is much weaker. One caand changes in a rangel-2%, which is very close to sta-
reach the following conclusion: tistical error. Up tov.,=0.1, the contributed error is less
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than one, which comes fromt1% uncertainty with the for the free path is not significarisee Sec. Il and Fig.)1
muon cross sections. Also no statistically significant influ-The choice of value foo . is even of less importance and
ence ofv ., upon the shape of differential atmospheric muonagain, it is more critical if one investigates the monoener-
spectra was observed at all tested depths for*&Q.,, getic muon beam but with a power spectrum alteration in
=<0.2 for both models of ionization energy loss. Vet Within v, =0.05, leads only to 1%—2% differences in
The results reported in this section are evidence of thesimulated muon flux intensities. Up te.,,=0.1, the error
accuracy in parametrizations for muon cross sections and seaused by rough account for fluctuations in energy losses,
level spectrum to be the principal source of uncertaintiegsemains less than one, which comes from uncertainties with
when simulating atmospheric muon flux at depths wheremuon energy loss. This conclusion is in a good agreement
neutrino telescopes are located. It contributes uncertaintwith the level of errors reported in Ref24]. Differences
from 3% (at the depttD=1 km in pure waterto 15% [© between the muon flux intensities simulated for different
=20 km) in the resulting intensity of muon flux. Unfortu- models of ionization and values of,;, as obtained in given
nately, this level has, at present, to be considered as a limivork and in Refs[24,25, are presented in Figs. 9 and 10.
for the accuracy of muon propagation algorithms. The influ- So when simulating muon fluxes at large depths with an
ence of the model for ionization exceeds this limit only for “ideal MC muon propagation algorithm” it is reasonable to
monoenergetic muon beams with initial energids  usev.,~0.05—-0.1 and an entirely “continuous” model for
<10 TeV and only if the level of observation is at the very ionization. Such a setting of simulation parameters does not
last stage of the muon range where the major fraction ofead to the error that would be out of insuperable uncertain-
initial muon energy has been lost. Actually, due to the steepies with muon energy loss but essentially allows us to save
shape of the atmospheric muon power spectrum, an essentifle computation time. Figure 11 shows the dependence of
part of muons reaches the detector location on the last part @omputation time orv.,; and the model for ionization, as
path. Therefore the effect also remains noticeable for realvas obtained with theium algorithm. Data for muon trans-
atmospheric muons, but in this case uncertainty was found tportation codesroPMU (Ref. [22]) and music (Ref. [24])
be much less, 2—-3%, which is in excellent agreement witrare given on the figure, as well. We must emphasize that
Refs.[12,24], while Ref.[25] predicts a much more signifi- MUM in its presented version is a one-dimensional algorithm,
cant differencelup to 17%. We suppose this disagreement in contrast both t®RoPMU and MUSIC. PROPMU treats only
may result from the fact that the “small transfer grouping” Coulomb multiple scattering, while imusic the angle of the
technique used in Ref25] treats muon cross sections to be muon acquired in all radiative processes is also simulated,
constant between two interactions in contrast with Nt which takes an additional computation time. We evaluate the
algorithm. In Ref[24] the same simplification was used but factor by which the computation time withhum would in-
the reported results were obtained by simulation with),  crease in the case of an extension up to a three-dimensional
=103, With such a smalb ., the role of correct treatment algorithm as approximately 2.
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FIG. 9. Dependencies for relatiory /1, vs water equivalent FIG. 10. The dependencies for relatidn/l, vs the water

depth in standard rock as computed in this willosed squargsin equivalent depth in standard rock as computed in this wWeldsed
Ref.[24] (open squargsand in Ref[25] (closed circles |, is the  sguaresand in Ref[24] (open squaresl, is the depth intensity for
depth intensity for vertical atmospheric muon flux simulated with vertical atmospheric muon flux simulated with entirely “continu-
the ionization included in SELL, the depth intensity simulated with ous” ionization andv =103, 1, is the depth intensity simulated
entirely “continuous” ionization. Data for this work are obtained with the same treatment of ionization ang,,= 10 2. Data for this
for sea level atmospheric muon spectrum from R&3] [Eq. (4.1)] work are obtained for sea level spectrum from Ra8] [Eq. (4.1)];
and v, =10"3%; data from Ref.[24] represents the result of the data from Ref[24] represent the result of the simulation for the
simulation for the sea level spectrum from Ref4| [Eq. (4.2 ] and  spectrum from Ref(34] [Eq. (4.2)].

veu=10"3; data from Ref[25] were simulated with spectrum from

Ref. [37] with the “small transfer grouping” technique. intensity of the muon flux°, which accompanies the neu-

Accounting for data on the real accuracy of the current!ino fluxin a med'ggn’ 'S propggtlonal to the muon range,
o (dE/dX) 01, While the simulated

version of thevium code(see Sec. Illand data on the com- and, consequentiy;

putation time, as presented in Fig. 11, we conservatively coriluX Of atmospheric muons at large depths depends more

sider v.,=0.05 and the knock-on electron production in- sharply upon muon energy loss, as was shown in this section.
cluded in SEL as an optimum setting for the presented "US: 0ne may conclude that the setting of parameters de-
algorithm, which allows us to obtain accurate results withSCriPed above fits even better for the propagation of muons

relatively high speed. With such a setting, the proportion ofiNat originated from the neutrino. _
computation time, which is necessary to get the same statis- 't IS impossible to foresee all particular cases and give
tics with Mum, PROPMY and MUSIC is approximately some strict conformity between the setting of parameters at

1:10:600. Of course, for some methodical purposes, it maj’¢ muon MC propagation code and the problem to be
be necessary to choose more fing;, e.g., if one wants to solved. But in this section we tried to present the whole set

exclude an additional error when comparing results of simu2f data, which are necessary to choose the optimum set in

lations for different models of atmospheric muon sea IevefaaCh concrete case.
spectrum with each other or for investigating survival prob-

abilities that are much more sensitive to the valuev gf; V. SELECTED RESULTS AND COMPARISON WITH
than the simulated spectrum of atmospheric muons at large OTHER ALGORITHMS
depths.

We did not investigate the influence of simulation param- In this section we present selected data on survival prob-
eters on the results for the muon flux that originated from theabilities and atmospheric muon spectra deep underwater as
neutrino, but simple argumentation may be applied for thissimulated withvum. To obtain atmospheric muon spectra we
case. In contrast with atmospheric muons whose source is faetv,=0.05. As was shown in Sec. Il and Sec. IV, it does
away from underwater, under-ice, or an underground detegiot distort results compared to simulation with smaller val-
tor, and whose flux may only decrease when passing frormes ofv.,;. To compute survival probabilities, more delicate
the sea level down to detector depth, the source for muorisining was appliedy¢,.=10 3. In both cases ionization was
that are produced imN interactions is uniformly distributed included in SEL. We compare our data with data obtained
over water and/or rock, both outside and inside the array. Theith the PROPMUandmMusic algorithms. Data simulated with
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the Mum code. The thick lines correspond to muon with initial en- N N R EETIG 155 20225
ergyEs=9 TeV transported down tb =10 km. The thin lines are D (] )

for Ec=1 TeV andD=3 km. The solid lines show the results for

ionization included in SEL, and the dashed lines correspond to en-
tirely “continuous” ionization. The circled asterisks on curves cor- water as computed witium (solid lines, music (circles, and

respond t.o the conservat_ively_evaluated upper boundary dgr pPrRoPMU (dashed lines Figures near curves indicate initial energies
below which thevum .algor!thm inner accuracy hgs .be(.en provgd to of muon beams which were as followd) 500 GeV,(2) 1 TeV, (3)

_be high (_enough. This limit is equ_al _T@cu_F Q.05 |f_ |on|zat|or_1 is 3 TeV, (4) 10 TeV,(5) 30 TeV, (6) 100 TeV,(7) 300 TeV,(8) 1 PeV,
included in SEL and te .= 0.01 if ionization is entirely “cﬁontmu- (9) 3 PeV,(10) 10 PeV, and11) 30 PeV. At the simulations of data

ous” (see Sec. Il The circles and squares show valuesTeimp,  presented on the plot, muons are treated as stopped as soon as their
as obtained with muon propagation code=opmu (version 2.01, energy decreases down to 10 GeV.

18/03/1993 withv =102 which is unchangeableand music
(version for pure water with bremsstrahlung cross sections byties for three particular cases. It presents the muon spectra
Kehlner-Kokoulin-Petrukhin, 04/1999 with,,,= 10 2 whichisun-  that resulted from monoenergetic muon beams with initial
changeablg correspondingly. The closed markers are f6g energiesE,=1 TeV [Fig. 13a)], Es=9 TeV [Fig. 13b)]
=9 TeV and D=10 km, and the open markers are féi; andE,=1 PeV[Fig. 13¢c)] after propagation of distances 3
=1 TeV andD = 3 km. km, 10 km, and 40 km in pure water, correspondingly. The
distances were chosen so that survival probabilities would be
PROPMU [version 2.01, 18/03/1993 (v¢;=10%) and much less than 1, in which case differences become more
PROPMU [version 2.1, 01/200p(both with v¢,=10"2 and noticeable(see Sec. IY. A good agreement is observed be-
veu=1072) are very close to each other, in all figures of thistween MmuMm and mMusic data, while data obtained with
section results fronPROPMU [version 2.01, 18/03/1993re  propmuU indicate essential differences that are of the same
presented. We usddersion for pure water with bremsstrah- signs as in Fig. 12.
lung cross sections by Kelner-Kokoulin-Petrukhin, 04/1999  In Fig. 14, differential spectra for vertical atmospheric
(veur=10"2) for Music. When comparing results on atmo- muons at different depths in pure water are presented as
spheric muons at large depths obtained for pure and sea wgimulated withmum, PROPMU andMusic. Muons at the sur-
ter, the data are recalculated to each other using the valiface were sampled according to the spectrum(&d). Also
p=1.027 gcm® as a sea water densitiRefs.[38,39). The  parametrizations for deep underwater muon spectra as pro-
difference between pure and sea water is negligibly small foposed by Okad#40] and by Klimushin, Bugaev and Sokal-
the muon propagation if one works in water equivalent unitsski (KBS) [33] are shown. The KBS parametrization can
which was tested by us up to a slant deptk-10 km w.e.  adopt different models for sea level atmospheric muon spec-
(see also Refl13]). trum. For data presented in Fig. 14, we used the spectrum
Figure 12 shows survival probabilities vs slant deptin Eq. (4.1), which is a basic one for the KBS parametrization.
pure water as simulated for a set of initial muon beam enemmum gives almost the same results rssic, which should
gies fromEs=500 GeV toE;=30 PeV. Survival probabili- be expected because the survival probabilities for muons in
ties obtained withmum coincide within statistical errors with pure water are the same when simulating witbsic and
probabilities computed witMusiC. PROPMU gives remark-  MuM, as was shown above. Simulation wiBRoPMU pro-
ably different values which are higher compareditav and  duces the muon spectra whi¢h) are significantly higher
MUSIC output at muon energieE;<30 TeV and become (31%, 30%, 27%, and 17% in terms of integral muon flux at
less atE,>30 TeV. the depthd =1 km, 3 km, 6 km, and 10 km, respectively
Figure 13 gives more detailed data on survival probabili-and(b) are expanded to the low energies. It is in good quali-

FIG. 12. The survival probabilities vs slant deghin pure
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= 0.030(mum), 0.031(music), 0.048(PROPMU);
p(1 PeV, 40 kmy = 0.078(mum), 0.084(music),
and 0.044(PROPMUY).

FIG. 14. The differential spec-
tra of vertical atmospheric muons
at four depths in the pure water as
simulated withmum, PROPMY and
music [in all cases muon energies
at the sea level were sampled ac-
cording to spectrum Edq4.1)] and
parameterized according to KBS
with sea level spectrum Ed4.1)
(Ref.[33]) and OkaddRef.[40]).
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VR that “experimental” points on the plot do not represent the
10 - Monte Carlo: E pure experimental data because authors had to recalculate
FOY * MUM ] obtained counting rates to the vertical direction using a
. v MUSIC ] model for the muon angular spectrum underwayem and

O PROPMU T MUSIC results coincide with each other within 1-2%. Re-

1 sults from theproPMU algorithm exceed points fromausic
andmum by ~30%, higher than any of the presented param-
etrizations.

We also compared the data on muon propagation through
the standard rock obtained withum andmusic. The mean
energy for vertically down-going atmospheric muons
sampled with the sea level spectrum from R#4] was
E computed withmMum as E=123+2 GeV, 256t4 GeV,

] and 3877 GeV at depth=1 km w.e., 3 km w.e., and
10 km w.e., respectively. The corresponding values simulated

Experiments:

[

°,
~

T

¢ Higashi et al. E
O Fedorov et al. '
* Vavilov et al.

1
o
T

> 1 GeV) flux of the vertical muons (em?s™ sr')
P
T

[ Parameterizations:
I —— KBS (basic) (y=2.72)

M

% - KBS with the Gaisser spectrum (y=2.70) with the Music code and reported in Rel24] areE = 125
;,'-, | KBS with the MACRO spectrum (y=2.79) *+=1 GeV, 2593 GeV, and 3644 GeV. So the maxi-
£10 [ ---- Okada (y=2.57) %0 mum difference observed at the defith-10 km w.e. is 6%.
S S S S — Thus, results on survival probabilities and atmospheric
1 2 3 4 5 6 . ,
Depth (km) muon spectra at large depths as simulated withv, are

practically in a coincidence with results obtained witbsic

FIG. 15. Results for the integral flux of vertical atmospheric @nd are also not in contradiction with any experimental and
muons vs depth in pure water &8 simulated withmum, PROPMU theoretical results presented in this section. PrRePmMu al-
andmusic with sea level spectrum E4.1); (2) parameterized by gorithm shows noticeable differences wittum, which are
KBS (Ref.[33]) with sea level atmospheric muon spectra Eql) in good qualitative agreement to each other; higher survival
(basig, from Ref.[34] (the Gaisser spectrymfrom Ref.[42] (the  probabilities lead to higher muon fluxes deep underwater. It
MACRO spectrum, and OkadaRef. [40]) with sea level spectrum is difficult to clarify the source of observed discrepancies
from Ref.[41]; (3) measured by Higaslet al. (Ref.[38]), Fedorov  without a detailed comparison for all steps of the algorithms,
et al. (Ref.[43]), and Vavilovet al. (Ref. [44]). but we believe that they cannot be explained only by a dif-

ference in models for muon energy loss, as is usedum

tative agreement with the results on survival probabilities(see Appendix A and PRoPMU (Refs. [19,22) which does

presented in Figs. 12 and 13. The coincidence between spegot exceed 2% aE<10 TeV (in terms of stopping powgr
tra simulated withmum and the curves for the basic KBS pesjdes being of both signs.

parametrization results from the fact that in both cases the \jore data obtained with thieum algorithm can be found
same sea level atmospheric muon spectrum was adopted ang Ref. [33].
besides, muon transport with tm algorithm was applied
to obtain the KBS parametrization. We would like to mark
that the survival probabilities that KBS parametrization is
based on, were computed with. =10 3. An excellent
agreement with direct simulation in whiah,,,=0.05 was We have presented the muon propagation Monte Carlo
set, confirms the conclusion concerning insensitivity of theFORTRAN codemuM and have given selected results obtained
results on simulated atmospheric muon spectra at largeith the code for muon spectra at large depths and survival
depths on a value af.,, up to at leasb,; = 0.05(see Sec. probabilities in comparison with results obtained with other
IV). The Okada parametrization is lower than KBSMm, muon transportation algorithms. It was shown that for a ma-
andmusic results(up to 18% in terms of the integral muon jority of applications, it is quite enough to account only for
flux atD=1 km) at relatively shallow depths, and becomesfluctuations in the radiative energy loss with fractions of en-
higher atD=5 km because it is based on a rather hard se&rgy lost as large as=v = 0.05-0.1, while ionization en-
level atmospheric muon spectrum with an indgx2.57  ergy loss may be entirely accounted for by the stopping
(Ref. [41]) which leads to a deficit for low-energy muons power formula, as well as radiative energy loss with fractions
compared to the basic KBS parametrization. of energy lostv <v,=0.05-0.1. This gives an essential
Figure 15 presents the results on the integral flux of veradvantage in terms of the computation time compared to
tical atmospheric muons at large depths in pure watdgias commonly used =10~ *~10 % without loss of accuracy
simulated withvum, PROPMU andMusic for sea level spec- When simulating both propagation of atmospheric muons,
trum Eq. (4.1); (b) parameterized by KB$Ref. [33]) with and muons that are born inN interactions. However, in
sea level atmospheric muon spectra E41) (basig, from  practice, it makes particular demands to the accuracy of the
Ref.[34] (the Gaisser spectrunfrom Ref.[42] (themacro ~ MC algorithm. Some customary simplificatiore.g., Eq.
spectrum and Okada(Ref. [40]) with sea level spectrum (2.4)] which work perfectly whew =10 3~10 2 become
from Ref.[41]; (c) measured by Higashet al. (Ref. [38]), sources of significant errors when,,; increases. The sign
Fedorovet al. (Ref.[43]) and Vavilovet al. (Ref.[44]). Note  and value of these errors depend also on whether fluctuations

VI. CONCLUSIONS
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in ionization are accounted for or not. So for the presented ACKNOWLEDGMENTS

version of thevium algorithm, the optimum set of simulgtion We would like to express our gratitude to . Belolaptikov
parameters was conservatively evaluated byaeeounting ¢, yseful discussions which allowed us to improve thev
results on inner accuracy test and dependence of computgiyorithm. We are grateful to A. Butkevich, R. Kokoulin, V.
tion time onvcyy) to bewv,=0.05 with a knock-electron Kudryavzev, P. Lipari, W. Lohmann, V. Naumov, O. Stre-
production included in SEL. icher, and Ch. Wiebusch who read the paper at the draft stage
Our viewpoint on the advantages obm is as follows. It  and gave their comments, which mostly were taken into ac-
is flexible enough and provides, with eventuality, the ability count both in the final version of the article and in the algo-
to tune parameters of simulation to an optimum for eachithm itself. One of ugl.S.) has benefited a lot by the support
concrete case in order to get desirable equilibrium betweeff L. Bezrukov and Ch. Spiering.
computation time and accuracy. Medium composition and
parametrizations for the muon cross sections are easil(ﬁppE'\‘DIX A: PARAMETRIZATIONS FOR MUON CROSS
changeable. The inner accuracy of the code was conserva- SECTIONS USED IN THE mMum ALGORITHM
tively evaluated to be 2102 or better. Besidesyum pro- We use the following designations in this section:
vides the special routine that allows to test the inner accuracy=7.29735% 10 >—fine  structure  constant; r,=
for each given set of simulation parameters and take it int®.81794% 10 '3 cm—classical radii of electron;m,,
account when evaluating the significance of the results. The=0.1056593 GeV andn,=0.5110034 MeV—muon and
main disadvantage is thatum, in its reported version, still electron masses, respectively;N,=6.022< 10?°—the
does not treat the three dimensions as do, erppmuand  Avogadro number;Z and A—electric charge and atomic
MusIc codes. So it cannot be used to obtain lateral and anweight, respectivelye=2.718282;7=3.141593. Other no-
gular deviations of muons at propagation through mattertations are explained in comments to formulas when neces-
Also other important features are still missingnwm—for — sary.
instance, the treatment of the composed medium as is pos-
sible, e.g., in the latest version of thessic code(Ref.[45]).
But we consider the current version mbm?! as a basis for We use the differential cross section for bremsstrahlung as
further development and plan to complement it, step-by-stearametrized by Andreev, Bezrukov, and Bugaev in R]
for all necessary features. as a basic parametrization:

1. Bremsstrahlung

do® (

B me)21 ) 2
E(EJ})_C" 2rezm_ ; (2—2v+v )\Pl(qminuz)_§(1_U)\P2(Qminvz) )

i

\Ifl,z(qmin Z)= qj?,z(qmin Z)— A1,2(qmin Z),

2,2

1 a
0 . _ - n=1
‘Irl(qmlnaz) 2(1+|n1—|—xi

2

fas 1
1+In > | —Xearctan—
1+x X2

1 1
—x,arctan—+=
X1 2

Z

0 1(2  maf 2 1 3 X
Vo(Amin.2) =5 §+In1+ +2x%| 1—x;arctan—+ —In

2 x2 X1 4 1+x3
+112+|m’2‘a§ +2x5 1 t 1+3I X
=5 z+In x5| 1—xarctan—+ —In :
Z|213 1+x3 2 2 X2 4 1+x3
m, ¢ (+1 m, ¢ (+1 2m?
A(Qmin,Z# 1) =In—L+2In"—,  Ax(Qmin,Z#1)=In—L+=(3— ?)In"—+ —F,
l(qmm ) qc 2 g_l Z(qmm ) qc 4( g) é/_l q(z:
m2v 111.7 724.2 4m? 1.9m,
Ay AAmin,Z=1)=0, Omin= 2E(1—p)* X~ ¥min: al:ZT3me' aZZZT%e' =\ 1+ 2 A= -
C

The integration limits for bremsstrahlung in Eq2.1), (2.3), (2.6), and(3.3) are

Themum code is available on request to sokalski@pcbail0.inr.ruhep.ru
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3
vmin=0, vma=1- 7R (m,/E)Z,

Note that this parametrization does not account for the con- The parametrizatiofRef.[35]) is valid forv>1 GeV, so
tribution from e diagrams for bremsstrahlung whenquan-  we use values},;,=0.8/E(GeV) andvp,,,=1 as integration
tum is emitted by atomic electrons, which are knocked on bylimits in Egs.(2.1), (2.3, (2.6), and(3.3). Note that the re-
recoil (Ref.[47]). Corresponding corrections are done in pa-sults of the integration were tested to be almost insensitive to
rametrizations for knock-on electron producti@@e Appen- the lower limit in a wide range 0.E(GeV) <vnin

dix A4) according to Ref[48]. Optionally, the differential <1 5E(GeV).

cross section for muon bremsstrahlung can be also treated in
MUM according to the parametrization given by Kelner, Kok-

3. Direct electron-positron pair production
oulin, and PetrukhiriRefs.[47,48). P pairp

The cross section for direet” e -pair production is used

2 Photonuclear interaction in MUM as parametrized by Kokoulin and PetrukliiRefs.

48,49):
We use parametrization for the photonuclear interaction OF
muon proposed by Bezrukov and Buga®ef. [35]): doP , 2 1-v
) ap (Bv)=atsoreZ[Z24{(Z2) | ——
do?_ @ [H( yin| 1+ 2
=5 —-Ao. NV v)in —
dv 87 7 t Xf[fl)e-i-(me/mﬂ)zq)ﬂ]dp,
P
2m’ |  0.25m3 t
~ — In 1+—2 1 1_P2_,3
M2 De=1{[(2+p*)(1+B)+EB+p)In| 1+ |+ ————
€ 1+¢&
mi| mi
+G(2){ H(v)| In| 1+ —| -
(2)) H(v)| In t) " mi+t —(34+p?) (L,
2m’, 0.25m3 3 1
T e | = (L+p7)| 14 58] = (1=p))(1+2B) In(1+ &)
2
2 2 §1-p°—p)
H(v)=1——+—2, +T§+(1_p2)(1+2,8) L’u,
v o
~1/3
91 (1+ze*-1 L.—ln RZEV(1+E(1+Y)
C@=g12t— | @b 1+[2meeR Z Y31+ £)(1+ Yo I/Ev(1-p?)
1 3m 2
G(2)=3 (z=1), —5In/ 1+ Em—ezl’3 (1+&)(1+Yy)|,
2.2
m<v
z=0.00282Y%0 _, t= 1fv , 2 My o 2
L 3m,
=In
mi=0.54 GeV, mj=180 GeV. “ T 14 [2meJeR Z A1+ £)(1+ Yo VB v(1—p?)

The total cross section for the absorption of a real photon of 5— 024 4B(1+ o2
energyv=s/2my=vE by a nucleong , can be calculated Y= P B(1+p7)

in Mum optionally, according to either the parametrization 2(1+3B)In(3+ 1/§)—p2—23(2—p2)'
from Ref[35] (basig:

2 2
o n=[114.3+1.647I%(0.0213)] ub, Y, ‘:rp +3p(1tp7) —
or by thezeus parametrizatior(Ref. [36]): (1+p%) 5> 12B]|InEB+&)+1- §P2
— (635500974 -05
O-VN (63 53 1453 )Mb, B_ Uz - mluv 2(1—p2)
wheres and v are expressed in Gé\land GeV, respectively. C2(1-v)’ l2mg) (1-v) -
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Here p=(e*—€)/(e"+€7) is the asymmetry coefficient HereK=0.1535 MeVg?! cn?, pis the muon momentum,
of the energy distribution of the"e ™ pair, wheree” ande™  g=p/E is the muon velocityp is the material density, is
are positron and electron energies, respectively. The limitthe mean ionization potential,

for integration overp are determined by E (2mup?)l (M2 + M2+ 2m.E)
max— (£MeP m,+ Mgt 2Mg

2
o<|pl=| 1- 6my, /1_ 4me is the maximum energy transferable to an electdis the
EX(1-v) Ev’ density-effect correction, which is treated according to Ref.
[52]:

R is a parameter determined by the value of radiation loga- _ m
rithm (R = 183 for the Thomas-Fermi model and slightly 9= 0(X=X0)[4.605+af(X, = X)(X, = X)"+C],
depends upod for the Hartree-Fock modglits values are  where 6 is the step functiorf 8(x)=0 at x<0 and 6(x)
taken from Ref[50], whereR has been calculated for differ- =1 atx>0], andX=1log;(p/m,). The valuesXy,X;,a,m,

ent atoms according to the Hartree-Fock modg¢kZ)~ 1  and C depend on the material and can be found in Refs.
takes into account the pair production in collisions with elec-[19 57 along with the values fot, p, and Z/A. The first
trons. The values froni(Z) are computed according to Refs. term represents the Bethe-Bloch formula with corrections for
[48,51]. The integration limits foj =p in Egs.(2.1), (2.3), the density effect, the second one accounts for bremsstrah-

(2.6), and(3.3) are lung e diagrams. Expressions fak.,(E,v) and vy, are
4 3 given in Appendix A4, and the meaning of the values¢
m . : .
- Ee' P =1- 3 ’_e(mﬂ/E)Z”?’. andk; is explained in Sec. Il.

APPENDIX B: FREE PATH BETWEEN TWO
4. Knock-on electron production MUON INTERACTIONS
The cross section for knock-on electron production is pa- . F?: th_etprgof oft;]hekset t(')f equa:!on Fqg'z) Itis co?ve- .
rametrized in thevum algorithm as follows: nient 1o introduce the kinetic equation for a propagation of a
monoenergetic muon beam through a medium. With the no-

do® o mf1 1E 1 ;t/?tl\(lnvps used in textbooks, this equation has the following
do (E,U):Z?TYEZE - 0pe +§ [1+Aey(E,U):|, ew:
ax an(E,t)/at—d[ B(E)n(E,t)]/dE+n(E,1)/N(E)=0,
e _  2mcE n(E,0)=ny5(E—Ey). (B1)
max~ 2 2 E' . .
mj, +2me Here,n(E,t) is the number of muons with enerdy after

. . propagation of distance B(E) is the “continuous” energy
Ac,(E,v) represents the correction that takes into acceunt loss per unit path, and(E) is the muon mean free path

diagrams for bremsstrahluriiefs.[47,48) resulting in the  pefore the interaction of the SEL type. The solution of Eq.

additional recoil of electrons: (B1) is
20E\[ [4E2(1- Fo o) N a(E!
Ay(Ew)= ~in| 1+ 225 1o 2220 n(E,t)=n05[E—e<Eo,t>]eXF{‘f dE'/[N(E")B(E )]}’
Y 21 Me m2 E
g (B2)
—Inl 1+ 2vE 1 wheree(Eg,t) is found from the equation
e EO

f dE/B(E)=t. (B3)

The value ofv;,,, is also used as an upper integration limit €(Eg 1)

in Egs.(2.3) and(2.6) for j=e. Notice that Eq(B2) can be rewritten as

. . Eo
> lonization n(E,t>=6[E—e<Eo,t>]exp[—f dE'/[N(E")B(E")]|,
Following Refs.[47,48], in the MuM code we treat the E
diagrams for bremsstrahlung as a part of the ionization pro- (B4)
.CeS.S. Therefore we have to use a bit modified formula fOKNheren(E't) is the probab”ity for a Sing|e muon to pass the
lonization: patht without the interaction of the SEL type, and then one
can easily see that EqB3) and(B4) lead to the Eqs(2.2)

d_E( _KZ n 2MeP®Emax ﬁwax_z 2 after the following substitutions, which are necessary for a
dx ] g2 AP m2 |2 AE2 B return to the notations of Sec. II:
Na [, (ot Eo—~Ei, E—Ex ME)-L(E),
+3 pE>Y, [kij "N (E,v)v do|.
eff 1=1 0 B(E)—[dE(E)/dX]ceL, t—L.
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