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MUM : Flexible precise Monte Carlo algorithm for muon propagation through thick layers
of matter
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We present a new Monte Carlo muon propagation algorithmMUM ~muons1medium! which possesses some
advantages over analogous algorithms presently in use. The most important features of this algorithm are
described. The results on the test for the accuracy of the treatment of the muon energy loss withMUM are
presented and analyzed. It is evaluated to be of 231023 or better, depending upon simulation parameters. The
contributions of different simplifications, which are applied at Monte Carlo muon transportation to the resulting
error, are considered and ranked. It is shown that when simulating muon propagation through a medium it is
quite enough to account only for fluctuations in radiative energy loss with the fraction of energy lost being as
large as.0.05–0.1. Selected results obtained withMUM are given and compared with ones from other algo-
rithms.
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I. INTRODUCTION

Muon propagation through thick layers of matter has be
in the scope of interest for a long time, since the first und
ground experiments with natural muon and neutrino flu
began. The development of the ‘‘underground’’ technique
led to the creation of a number of underground, underwa
and under-ice detectors by which a wide spectrum of pr
lems are presently under investigation. An accurate calc
tion of the muon transport plays an important role for su
experiments because~a! neutrinos are detected by muons th
are born innN interactions and propagate a distance in m
dium from the point of interaction to a detector;~b! muons
that are produced in atmospheric showers generated by
mic rays represent the principal background for a neutr
signal and therefore their flux at large depths should be w
known; ~c! atmospheric muons deep under the sea or
Earth’s surface are the only intensive and more or l
known natural calibration source, which allows one to co
firm the correctness of the detector model by the compar
of the experimental and expected detector response; an~d!
the flux of atmospheric muons itself carries the physical
formation which is of interest.

Along with analytical and semianalytical methods~Refs.
@1–13#! one widely uses the Monte Carlo~MC! technique
~Refs. @14–25#! which directly accounts for the stochast
nature of muon energy losses to simulate the muon prop
tion through matter. There are several MC muon transpo
tion algorithms currently in use~see, e.g., Ref.@26# for a
detailed analysis of their advantages and disadvantages! but
essential theoretical and experimental progress of last y
makes to create new ones. Here we present a MC m
propagation codeMUM ~muons1medium! written in FOR-

TRAN, which possesses some advantages in accuracy
flexibility over analogous simulation algorithms~although it
does not contain some important features in its current
sion, e.g., it does not give the three-dimensional informat
about angular and lateral deviations of muons!. The algo-
rithm has been developed for the Baikal deep underw
0556-2821/2001/64~7!/074015~19!/$20.00 64 0740
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neutrino experiment~Ref. @27#! but we believe it to also be
useful for other experiments with natural fluxes of hig
energy muons and neutrinos. When working onMUM we
aimed at the creation of an algorithm that would~a! account
for the most recent corrections for the muon cross sectio
~b! be of adequate and known accuracy, i.e., not contrib
an additional systematic error, which would exceed one fr
‘‘insurmountable’’ uncertainties~e.g., with muon and neu
trino spectra and cross sections! and whose value would be
well known for any setting of simulation parameters;~c! be
flexible enough, i.e., could be optimized for each concr
purpose to desirable and well-understood equilibrium
tween computation time and accuracy, and be easily
tended for any medium and any correction for the cross s
tions of the processes in which high-energy muon loses
energy;~d! be ‘‘transparent,’’ i.e., provide the user with th
whole set of data related to used models for the muon c
sections; and~e! be as fast as possible.

We describe the main features of our algorithm in Sec.
Section III gives an analysis for the algorithm accuracy.
Sec. IV we report the results of the investigation on the se
parameters that should be used to simulate the muon pr
gation with an optimum equilibrium between accuracy a
computation time. Section V presents selected results
tained withMUM in comparison with ones from other muo
propagation MC codes, namely,PROPMU~Ref. @22#! andMU-

SIC ~Ref. @24#!. Section VI gives general conclusions. W
also present parametrizations for muon cross sections as
are used inMUM in Appendix A and give proof of a formula
for the free path between two muon interactions, as treate
our algorithm, in Appendix B.

II. ALGORITHM DESCRIPTION

The basic features of theMUM algorithm are as follows.
~a! The code does not use any preliminary computed d

as an input, all necessary tables are prepared at the sta
initiation on the base of five relatively short routines, four
which return differential cross sectionsds(E,v)/dv ~where
E is muon energy, andv is fraction of energy lostv
©2001 The American Physical Society15-1
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5DE/E) for bremsstrahlung, directe1e2-pair production,
photonuclear interaction and knock-on electron producti
correspondingly, and a fifth one that returns stopping po
due to ionization@dE(E)/dx# ion ~see Appendix A for corre-
sponding formulas!. Thus, it is easy for any user to correct
even entirely change the model for muon interactions, as
necessary. Also, any material can be easily composed. T
media, namely, pure water, ice, and standard rock are a
able directly.

~b! We have tried to decrease the ‘‘methodical’’ part of t
systematic error that originates from the finite accuracy
the numerical procedures on interpolation, integration, e
down to as low a level as possible, and special attention
put on procedures that simulate the free path between
sequential muon interactions and the fraction of energy l
To combine this with the high speed of simulation, the valu
for free paths, energy losses, and differential and total c
sections, along with solutions for all ordinary and integ
equations, are computed inMUM at the initiation stage, tabu
lated, and then referenced when necessary with an interp
tion algorithm whose accuracy has been carefully tested
each table by comparison with directly computed values
be not worse than 0.5%~typically, much better!.

~c! The most important parameters are changeable
can be tuned to an optimum combination, depending u
desirable accuracy, necessary statistics, and restriction o
computation time for each concrete problem.

~d! The code combines algorithms for muon transpor
tion through thick layers of matter down to the detector a
for simulation muon interactions within detector sensiti
volume ~these algorithms have to differ from each othe!.
This is important for deep underwater and under-ice Che
kov neutrino telescopes~see Refs.@27–30#!, where the same
material~water or ice! represents both a shield that absor
atmospheric muons and detecting medium in which mu
and shower particles, resulting from muon interactions, g
erate Cherenkov photons detected by phototubes.

~e! Formally, initial muon energies up to 1 EeV can b
processed by theMUM algorithm, but uncertainties with
muon cross sections, which grow along with the muon
ergy ~especially, for photonuclear interaction! causes one to
apply theMUM output with care at muon energiesE.1 PeV.

~d! Besides the muon transportation algorithm itself, t
code includes a number of routines that allow us to obt
values for differential and total cross sections, mean f
paths, energy losses and other related data for the give
of input parameters directly. Sampling the atmospheric m
energies at the sea level according to the different models
the spectrum is possible withMUM, as well. Also several tes
procedures are included that provide data concerning the
curacy of different algorithm steps. See Sec. III, Sec. IV, a
Sec. V for the selected output of these procedures.

The usual approximation for the treatment of the mu
energy loss is applied in theMUM algorithm; muon interac-
tions with comparatively large energy transfers when a fr
tion of energy lostv exceeds some valuevcut , are accounted
for by the direct simulation ofv>vcut for each single inter-
action, according to the shape of differential cross secti
@these interactions lead to ‘‘stochastic’’ energy loss~SEL!#
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while the part of the interaction with relatively smallv is
treated by the approximate concept of ‘‘continuous’’ ener
loss ~CEL! using the stopping power formula

FdE

dx
~E!G

CEL

5
NA

Ae f f
rE (

j 5b,p,n
(
i 51

n FkiE
vmin

i , j

vcutds i
j~E,v !

dv
v dvG

1FdE

dx
~E!G

ion

2
NA

Ae f f
rE(

i 51

n FkiE
vcut

vmax
i ,e ds i

e~E,v !

dv
v dvG .

~2.1!

Here the indexj indicates the type of interaction (j 5b for
bremsstrahlung,j 5p for direct e1e2-pair production,j 5n
for photonuclear interaction, andj 5e for knock-on electron
production, respectively!; index i runs overn kinds of atoms
which given material consists of;ki5Ni /Ntot is a fraction of
the i th element;Ni andNtot are the number of a given kind
of atoms and the total number of atoms, respectively, per
of material volume;NA is the Avogadro number;r is the
material density; Ae f f5Ntot

21( i 51
n (NiAi) is an effective

atomic weight for a given material;Ai is atomic weight for
the i th element;vmin

i , j is the minimum kinematically allowed
fraction of energy lost for thei th element at thej th process.
One is forced to decompose energy losses into two p
because the simulation of all interactions withv>vmin
would result in infinite computation time due to the ste
dependence of muon cross sections onv: they decrease with
v at least asds(E,v)/dv}v21, and for some processes a
not finite atv→ 0. The number of interactions to be simu
lated per unit of muon path grows, roughly, asNint}vcut

21

along with the computation time. Actually, two different cr
teria by which the given muon interaction is attributed eith
to SEL or to CEL, are available in the frame of theMUM

algorithm. The first one~relative! has been described abov
and is applied when the muon is transported down to
detector location. Second, absolute criterium, is useful w
simulating muon interactions within an underwater or und
ice array to obtain the detector response with the fixed
ergy threshold; interaction is of SEL type ifDE>DEcut and
of CEL type, ifDE,DEcut . Optionally, the cross section fo
the knock-on electron productiondse(E,v)/dv can be set in
MUM to zero, in which case muon propagation down to t
detector is simulated with entirely ‘‘continuous’’ ionizatio
and its fluctuations are neglected, but the simulation of
muon interactions with the fixed energy threshold includ
knock-on electron production in any case. Bothvcut and
DEcut represent parameters for theMUM initiation procedure
and can be set to any values within 1024<vcut<0.2 and
10 MeV<DEcut<500 MeV, correspondingly. The opti
mum value forDEcut depends upon the configuration of th
given detector and also upon characteristics of algorith
that simulate the shower development, the Cherenkov p
tons generation and the propagation, and the detector
sponse. All this is out of this article’s scope, therefore we
5-2
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MUM: FLEXIBLE PRECISE MONTE CARLO . . . PHYSICAL REVIEW D64 074015
not discuss this parameter below, except for mentioning
Eqs.~2.1!, ~2.3!, and~2.6! are used in the algorithm with th
absolute treatment of the muon energy loss decompos
being modified by replacementvcut→DEcut /E. The influ-
ence of the simplified entirely ‘‘continuous’’ treatment of th
ionization and value ofvcut upon the simulation accuracy i
analyzed in detail in Sec. IV~see also Ref.@31#!.

The principal steps of simulation are as follows.
~i! For a muon with initial energyE1, the free pathL until

interaction withv>vcut is simulated. For this, after a ran
dom numberh, uniformly distributed in a range from 0 to 1
has been sampled, one solves the following set of equati

2 ln~h!5E
E2

E1
$@dE~E!/dx#CELL̄~E!%21dE,

L5E
E2

E1
$@dE~E!/dx#CEL%

21dE, ~2.2!

@the proof of Eqs.~2.2! is given in Appendix B#. Here,E2
,E1 is the muon energy at the point of interaction and
energy dependent mean-free-pathL̄(E) between two interac-
tions with the fraction of energy lostv>vcut , is expressed
by

L̄~E!5
Ae f f

r NA
H (

j 5b,p,n,e
(
i 51

n FkiE
vcut

vmax
i , j ds i

j~E,v !

dv
dvG J 21

,

~2.3!

wherevmax
i , j is the maximum kinematically allowed fractio

of energy lost for thei th element at thej th kind of interac-
tion. The first equation in Eqs.~2.2! is solved for the variable
E2, then the free pathL can be found by a second equatio
We would like to stress that such an approach allows u
perform the accurate simulation independently on the cho
value ofvcut , in contrast to the commonly used simplific
tion

Lapprox52L̄~E1!ln~h!, ~2.4!

which neglects dependenceL̄(E) upon energy and, conse
quently is ~a! less accurate the largervcut is, and ~b! pro-
duces the error of different signs for the cases when
ionization is included in SEL or its fluctuations are n
glected. It is illustrated by two plots in Fig. 1. The upper p
shows the functionL̄(E) for pure water. Two sets of curve
are presented for two models of ionization. Each set inclu
dependencies for three values ofvcut : 1024, 1023, and
1022. In fact, L̄(E) is almost a constant atE.5 TeV, but
changes steeply at lower energies. It increases with the
crease of energy if the ionization is entirely ‘‘continuou
and, on the contrary, it decreases if the ionization is inclu
in SEL. Thus, by simulating the free path by Eq.~2.4! one
overestimates it~and consequently underestimates the ene
loss! in the case when ionization is included in SEL and,
the contrary, one underestimates the free path and over
mates the energy loss in the case of completely ‘‘continuo
ionization. The lower plot in Fig. 1 shows the resulting err
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in the value of the simulated free path, if2 ln(h)51 @for
larger 2 ln(h) the effect is more significant#. The set of
curves represent the dependenciesk(E)5Lapprox(E)/L(E)
with L(E) computed by Eqs.~2.2! andLapprox(E) computed
by Eq. ~2.4!. With ionization included in SEL, overestima
tion for the free path is less than 1% atvcut<1023, but
reaches;15% atvcut51022 which leads to 1 –2% under
estimation of total energy loss below the muon energy 1 T
In the case with ‘‘continuous’’ ionization, the effect is of th
opposite sign and again is more significant for largevcut .

~ii ! After the free pathL and the muon energyE2 have
been found from Eqs.~2.2!, the type of interaction is simu
lated according to the proportion between the total cross
tions of different processes:

sb:sp:sn:se ~2.5!

which are computed as

s j5(
i 51

n FkiE
vcut

vmax
i , j ds i

j~E2 ,v !

dv
dvG . ~2.6!

~iii ! The fraction of energy lostv is simulated according
to the shape of the differential cross section for a given p
cessj:

FIG. 1. ~a! The mean-free-path between two sequential mu

interactions with the fraction of energy lostv>vcut L̄(E) @Eq.
~2.3!# in pure water vs muon energy. Two sets of curves corresp
to two models of ionization. Thick lines are for ionization include
in SEL, thin ones correspond to entirely ‘‘continuous’’ ionizatio
Solid lines:vcut51024; dashed lines:vcut51023; and dotted lines:
vcut51022. ~b! Functionk(E)5Lapprox(E)/L(E) for 2 ln(h) 5 1
~see text!. The thickness and type of lines are of the same mean
as for plot~a!.
5-3
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FIG. 2. The relative difference (Ls2Li)/Li

between ‘‘simulated’’Ls @Eq. ~3.1!# and ‘‘inte-
grated’’ Li @Eqs. ~3.2!,~3.3!# total muon energy
loss in the pure water. The horizontal solid lin
on each plot shows the value for (Ls2Li)/Li ,
averaged over 24 tested muon energies whi
additionally, is given in the upper-left corner o
the figure. The statistical error at the 1s level is
shown at each point.~a!—Ionization is included
in SEL; ~b!—ionization is entirely ‘‘continuous.’’
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dv
~E2 ,v !5(

i 51

n

ki

ds i
j

dv
~E2 ,v ! ~2.7!

and the new muon energyE185E2(12v) is determined.
~iv! Steps i–iii are repeated sequentially until the mu

either reaches the level of observation or stops. A muo
considered stopped as soon as its energy decreases do
0.16 GeV, which corresponds to the Cherenkov threshold
a muon in pure water.

III. ALGORITHM ACCURACY

As described in Sec. II, theMUM code ~as well as any
muon MC propagation algorithm! consists of the set of pro
cedures on the numerical solution of equations, interpolat
and integration. All these procedures are of finite accur
and, consequently, the incoming model for muon energy
is somewhat corrupted by them. Thus, the resulting ene
loss assimulatedby a code is not the same as the energy l
as can be calculated by theintegration of the differential
cross sections, which are at the input of the same code.
difference between the simulated and calculated energy
contains errors that are contributed by each step of sim
tion algorithm and thus, is a good quantitative criteria for
inner accuracy, whose contribution to the resulting erro
must not exceed one, which comes, e.g., from uncertain
with muons cross sections and medium composition. Th
fore to demonstrate the accuracy of the presented algori
we have only chosen data on the relative differenceLs
2Li)/Li between simulatedLs and integratedLi total muon
energy loss as was obtained withMUM for the pure water
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~Fig. 2! and standard rock (r52.65 g cm23, A522, Z
511, Fig. 3!. Inner accuracy is presented in the figure a
function of muon energy for several values ofvcut and two
models of ionization energy loss. Values ofLs were obtained
as follows. For each muon energyE1 a distanceD was cho-
sen and propagation ofN543106 muons over this distance
was simulated. The conditionND@L̄(E1) must be obeyed to
obtain a statistically significant result but, at the same tim
D should be short enough to be passed by muons with
decreasing their energy down to zero, which practically le
to D50.5 m–300 m, depending upon the muon energy,
value ofvcut , and the kind of medium. For eachi th muon its
final energyE2

i was fixed and thenLs was calculated as

Ls5
1

D S E12
1

N (
i 51

N

E2
i D . ~3.1!

Li was computed as

Li5
1

D
~E12E2!, ~3.2!

whereE2 was found as a solution of integral equation for t
muon range:

D5E
E2

E1H NA

Ae f f
rE (

j 5b,p,n
(
i 51

n FkiE
vmin

i , j

vmax
i , j ds i

j~E,v !

dv
vdvG

1FdE

dx
~E!G

ion
J 21

dE. ~3.3!
5-4
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FIG. 3. The same as in Fig. 2 for standa
rock (r52.65 g cm23, A522, Z511).
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The horizontal solid line on each plot shows the value
(Ls2Li)/Li averaged over 24 tested muon energies, wh
additionally, is given in the upper-left corner of the figur
Figures 2~a! and Fig. 3~a! indicate an excellent inner accu
racy of theMUM algorithm with ionization included in SEL
both for water and standard rock. Up tovcut5531022 all
points are within 0.6% deviations, which are of both sig
so the averaged accuracy remains better than 1023. Figures
2~b! and Fig. 3~b! ~which correspond to simplified com
pletely ‘‘continuous’’ ionization! shows a somewhat wors
accuracy of the algorithm that falls down whenvcut in-
creases. The accuracy was found to be within 1%~except for
a few points around muon energyE5100 GeV) up tovcut
51022 with averaged accuracy within 231023. This last
value may be used as a conservative evaluation of the i
accuracy for theMUM algorithm. Statistically significant like-
ness of plots obtained for water and standard rock can
seen.

Thus, we conclude that assuming an optimistic evalua
of 1% for uncertainties in muon cross sections~Refs.
@26,32#! the inner inaccuracy ofMUM does not exceed them
for anyvcut< 531022 if ionization is included in SEL, and
for any vcut< 1022 if ionization is treated as entirely ‘‘con
tinuous process,’’ independently of material.

IV. THE OPTIMUM SETTING OF SIMULATION
PARAMETERS

As was described in Sec. II,vcut is a parameter in the
MUM algorithm and can be set optionally to different value
The largervcut is, the higher is the speed of simulatio
because less muon interactions have to be simulated per
07401
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of the muon path. But, on the other hand, a too large valu
vcut leads to the loss of accuracy since some essential pa
fluctuations in the muon energy losses comes out of di
simulation. Thus, the question ishow large a value ofvcut

may be chosen to keep the result within a desirable ac
racy? Also different models for ionization can be used; it c
be optionally either treated as a completely ‘‘continuou
process or included in SEL. Small energy transfers stron
dominate at knock-on electron production@dse(E,v)/dv
}v22#, so this process is almost nonstochastic and it se
reasonable to exclude knock-on electrons from a simula
procedure when simulating SEL, which saves noticea
computation time.How much does it affect the result o
simulation? Influence of these factors on a simulated res
had been discussed in the literature~see, e.g. Refs
@12,22,24,25#! but in our opinion a more detailed analys
was lacking. Therefore we have undertaken our own inv
tigation, which is reported in this section. For that we p
formed several sets of simulations both for propagation
monoenergetic muon beams and atmospheric muons sam
by sea level spectrum~in the later case we limited ourselve
by simulation of only vertical muons! through pure water
down to depths fromD51 km to D540 km. Of course,
distances of more than several kilometers for vertical mu
do not concern any real detector, but simulations for la
depths allow us to study general regularities that correspo
e.g., to nearly horizontal directions. Several runs were d
for standard rock, as well. We tested different settings
parameters, which were as follows.

~a! vcut , which changed within a range of 1024<vcut
<0.2. They inner accuracy of theMUM code becomes some
5-5
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SOKALSKI, BUGAEV, AND KLIMUSHIN PHYSICAL REVIEW D 64 074015
what worse atvcut>531022, especially if fluctuations in
ionization are not simulated~Sec. III!; therefore results for
vcut50.1 andvcut50.2 are presented here only to illustra
some general qualitative regularities.

~b! Model for ionization.
~c! Parametrization for a vertical sea level atmosphe

muon spectrum. Two spectra were tested, namely, one
posed in Ref.@33# ~basic!:

dN

dE
5

0.175E22.72

cm2 s sr GeV
S 1

11E/103 GeV
1

0.037

11E/810 GeVD ,

~4.1!

and the Gaisser spectrum~Ref. @34#!:

dN

dE
5

0.14E22.7

cm2 s sr GeV
S 1

11E/104.6 GeV

1
0.054

11E/772.7 GeVD . ~4.2!

~d! Parametrization for a total cross section for the a
sorption of a real photon by a nucleon at photonuclear in
action sgN , which was treated both according to th
Bezrukov-Bugaev parametrization proposed in Ref.@35# ~ba-
sic! and the ZEUS parametrization~Ref. @36#! ~see Appendix
A 2 for formulas!.

~e! A factor ks , which all muon cross sections along wi
the stopping power due to ionization, were multiplied by
test the influence of uncertainties in muon cross secti
~and, consequently, in energy losses! on the results. We ap
plied ks51.0 as a basic value but also setks50.99 andks

51.01, which corresponds to the decrease and increas
total-energy loss by 1%, respectively. Note that it is an ‘‘o
timistic’’ evaluation, because the real accuracy of the exist
parametrization for muon cross sections is worse~see Refs.
@26,32#!.

For each run we fixed the muon spectra at final and s
eral interim depths. The differences between obtained spe
were a point of investigation.

At the first set of simulations, we propagated monoen
getic muon beams of 4 fixed initial energiesEs51 TeV, 10
TeV, 100 TeV, and 10 PeV, down to slant depthsD
53.2 km, 12 km, 23 km, and 40 km, respectively, throu
pure water. The valueD for each initial muon energy wa
chosen so that the majority of muons had been stopped
propagation in the given distance. This allows us to tra
differences in simulated results obtained with different s
tings of parameters for all segments of muon beam path
each case, the propagation of 106 muons was simulated. Fig
ure 4 shows the resulting survival probabilitiesp5ND /Ns
~whereNs5106 is initial number of muons andND is num-
ber of muons that have survived after propagation down
the slant depthD) vs vcut for final and five interim values o
D. Two curves are given on each plot for two models
ionization. Also, results forks51.0060.01 and forsgN pa-
rametrization according to Ref.@36# are presented as simu
lated with the most accurate valuevcut51024.
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The following conclusions can be made.
~a! In most cases, except for some plots of the lower r

and the left column in Fig. 4~which corresponds to low
survival probabilities and low muon initial energies, respe
tively! uncertainty in our knowledge of muon cross sectio
gives the principal effect, which essentially exceeds o
from other tested parameters.

~b! The difference between survival probabilities for th
two models of ionization is less appreciable the larger
muon energy is. This is quite understandable becaus
muon energiesE,1 TeV, ionization represents the greate
bulk of total energy loss, and vice versa, it becomes mino
E.1 TeV. Thus, the contribution that is given by ionizatio
at higher energies, is small and, its fluctuations do not p
an important role. For muons with initial energiesE
@1 TeV, fluctuations in ionization become important on
at the very last part of the muon path and ‘‘are not in tim
to produce some noticeable effect.

~c! Generally, parametrizations forsgN , as proposed in
Refs.@35,36# do not show a noticeable difference in terms
survival probabilities, and in most cases it is within statistic
error or exceeds it only slightly.

~d! The increase ofvcut gives the effect of both signs in
survival probabilities: functionp(vcut) grows at the begin-
ning of the muon path and falls at the last part. The sa
‘‘both-sign’’ dependencies are observed for the ionizati
model.

~e! For vcut< 0.05, there is almost no dependence
survival probability onvcut except for the very last part o
the muon path, where the survival probability becom
small. Generally, the dependencep(vcut) is less strong the
larger the initial muon energy is. The last item is illustrat
complementary by Fig. 5 and Fig. 6, which show that for
initial energies,Es simulated survival probability does no
depend, in fact, onvcut until 90%~for Es51 TeV) to 99.5%
~for Es510 PeV) muons have been stopped.

It was shown abovewhat is the resultof simulations with
different models of ionization and values ofvcut . It was a
special point of interest for us to trackhow and whyit influ-
ences the behavior of the survival probability. Figure
shows how the muon spectrum resulting from a monoen
getic muon beam with initial energyEs51 TeV, transforms
when its propagation is simulated through pure water do
to the slant depth of 3.2 km. Results for four settings
parameters are presented by four columns of plots. The
three columns represent spectra obtained with ionization
cluded in SEL forvcut51024, 1022, and 0.2. The fourth
column contains spectra simulated with entirely ‘‘contin
ous’’ ionization andvcut51024. The spectra grouped into th
first column represent the most accurate tuning, both forvcut
and the ionization model. The first three columns dem
strate that the compactness of spectra at the same slant
is higher the greater the value ofvcut is. Pay attention to the
right edge of the spectra that shifts toward low energies w
vcut increases~it is the most noticeable forvcut 5 0.2!. The
reason is that at any slant depth, energy of the most energ
muons in the simulated beam is determined by CEL. Th
muons, due to statistical fluctuations, did not undergo in
actions withv>vcut and, consequently, lost energy only b
5-6
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FIG. 4. Survival probabilitiesp5ND /Ns ~whereNs 5 106 is the initial number of muons in the beam andND is the number of muons
that have survived after propagation down to slant depthD in pure water! vs vcut . Values ofp were obtained as a result of a simulation wi
MUM for monoenergetic muon beams with initial energiesEs51 Tev ~1st column of plots!, 10 TeV ~2nd column!, 100 TeV~3rd column!,
and 10 PeV~4th column!. Each column contains six plots, which correspond to six slant depthsD ~which differs for differentEs). Closed
circles represent survival probabilities that were simulated with ionization energy losses included in SEL, open ones correspond t
tation with a completely ‘‘continuous’’ model of ionization. Two horizontal solid lines on each plot show the value for survival prob
computed with all muon cross sections multiplied by a factorks51.01 ~lower line! andks50.99 ~upper line! for vcut51024. Horizontal-
dotted lines correspond tovcut51024 and the cross section for the absorption of a real photon at the photonuclear interaction is param
according to Ref.@36# instead of Ref.@35#, which is basic inMUM. Note different scales at theY axis.
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CEL, which grows whenvcut increases. That is why th
maximum energy in a simulated muon beam is lower
large values ofvcut . The fraction of muons that did no
undergo a ‘‘catastrophic’’ act withv>vcut until given slant
depth, grows with an increase ofvcut because the free pat
between two sequential interactions withv>vcut grows ap-
proximately asL̄}vcut . It leads, in particular, to distinctly
visible separated picks in spectra forvcut 5 0.2, consisting
just of muons which lost energy only by CEL. Also som
deficit of low-energy muons appears if one setsvcut to a
large value. In this case the left edge of the spectrum
provided only with muons that interacted with a large fra
tion of lost energy while for smallervcut, an additional frac-
tion of muons comes here. As a result, the simulated sp
trum of initial monoenergetic muons at a given slant depth
more narrow ifvcut is large and, on the contrary, more wid
if vcut is small.
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Now it is easy to understand how the value ofvcut influ-
ences simulated survival probabilities. When the simula
muon beam goes through a medium losing energy, both
CEL and SEL processes, its spectrum is constantly shiftin
the left ~energy decreases!. For vcut51024, the left part of
the spectrum reachesE50 at a smaller slant depth compare
with a largervcut , and the survival probability starts to de
crease. At the same slant depth, the survival probability
vcut51022 andvcut50.2 is still equal to 1. Thus, for the firs
part of the path the survival probability is always larger f
largevcut . At some slant depth~which is equal to;2.8 km
in the given case! compactness of spectra simulated w
large vcut starts to play an opposite role. Because of mo
powerful CEL, muons stop faster compared with accur
simulations. So at the final part of the beam path, the sim
lated survival probability for largevcut decreases faster com
pared with accurate simulation and, for instance, forvcut
5-7
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FIG. 5. The survival probabilityp vs slant
depthD in pure water down to which the propa
gation of a monoenergetic muon beam with initi
energy~a! Es51 TeV, ~b! 10 TeV, ~c! 100 TeV
and ~d! 10 PeV is simulated. On each plot, 1
lettered curves that correspond to different valu
of vcut , are shown. The meaning of the letters
as follows: A:vcut51024, B: vcut5231024, C:
vcut5531024, D: vcut51023, E: vcut5
231023, F: vcut5531023, G: vcut51022, H:
vcut5231022, I: vcut5531022, and J: vcut

51021. This figure displays results that were ob
tained by simulation with ionization losses in
cluded in SEL. Statistical errors~which cause
some unsmoothness of curves at smallp) are not
shown.
la

e
treats
n,
tion
50.2, the rest of the muon beam, which reaches the s
depthD52.72 km~37% of initial number of muons! com-
pletely vanishes within the next 30 m of path, while som
fraction of muons simulated withvcut51024 ~0.07%! es-
07401
ntcapes down to the slant depth ofD53.2 km. Qualitatively
the same effect leads to the same consequences if one
ionization as a completely ‘‘continuous’’ process. Agai
spectra become more narrow since fluctuations in ioniza
n-
-

f

FIG. 6. The relationp/p0 vs p. p is the sur-
vival probability for muons of initial energy~a!
Es51 TeV, ~b! 10 TeV, ~c! 100 TeV and~d! 10
PeV at propagation through pure water with io
ization included in SEL, as simulated for differ
ent values ofvcut ; p0 is the survival probability
simulated under the same conditions forvcut

51024. The difference inp/p0 becomes notice-
able only atp,1021, i.e., at the very last part o
the muon beam path.
5-8
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FIG. 7. The muon spectra re
sulting from 106 muons with ini-
tial energy Es51 TeV as simu-
lated with four models for
different slant depthsD in pure
water. The first three columns rep
resent spectra obtained with ion
ization included in SEL forvcut

51024 ~first column!, 1022 ~sec-
ond column!, and 0.2~third col-
umn!. The fourth column contains
spectra obtained for entirely ‘‘con
tinuous’’ ionization and vcut

51024. On each plot, the value o
the survival probabilityp is indi-
cated without statistical error
which does not exceed 1%.
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do not work and, as a consequence, survival probability
comes significantly higher compared with simulation with
accurate treatment of ionization at the beginning of mu
beam path and falls down essentially faster at the final pa
the path.

The results presented above showed the significant in
ence that both the model of ionization and value ofvcut have
over the survival probability for a monoenergetic mu
beam. But for practical purposes, the more important qu
tion is how these factors work for real atmospheric muo
with a power spectrum? In Fig. 8 we present the intensity o
vertical atmospheric muon fluxI at different depths of pure
water D from 1 km to 20 km vsvcut as simulated with
muons sampled according to sea level spectrum Eq.~4.1!.
Simulation continued until 104 muons reached a given dept
The curves for two models of ionization are shown for ea
depth along with the results forks51.0060.01 at vcut
51024, parametrization forsgN from Ref. @36# at vcut
51024, sea level muon spectrum Eq.~4.2! at vcut51024,
and all energy losses treated entirely as CEL~for depthsD
<5 km only!. General conclusions for the case with atm
spheric muons are qualitatively the same as observed
monoenergetic muon beams, but quantitatively the influe
of vcut and the model of ionization energy losses on
resulting muon flux at large depths is much weaker. One
reach the following conclusion:
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~a! Except for the caseD51 km, the computed muon
flux is strongly affected by accounting for fluctuations
energy losses; the muon flux intensity simulated with a n
stochastic model of energy loss is less compared with a
chastic model by 10% at 3 km w.e. and by 20% at 5 km w
At a depth of 20 km of pure water, the vertical muon flu
computed by ignoring fluctuations, is only 10% of the sim
lated flux.

~b! Like the case with monoenergetic beams, 1% unc
tainty in muon cross sections plays the principal role
resulting error in simulated muon depth intensity. This er
has a tendency to grow with depth from62.5% at a depth of
1 km w.e. to;615% at 20 km w.e. But a particular case
this uncertainty, namely, the difference between parametr
tions for sgN from Refs.@35,36#, does not lead to a signifi
cant difference in the resulting intensity.

~c! The difference between muon spectra Eq.~4.1! and
Eq. ~4.2! leads to uncertainty from24% (D51 km) to
16% (D520 km).

~d! The error that appears due to simplified, entirely ‘‘co
tinuous’’ ionization lies, commonly, at the level of 2 –3%.

~e! The dependence of simulated muon flux intensity up
vcut is the most weak one compared with other studied e
sources. FunctionI (vcut) is almost a constant atvcut<0.05
and changes in a range61-2%, which is very close to sta
tistical error. Up tovcut50.1, the contributed error is les
5-9
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SOKALSKI, BUGAEV, AND KLIMUSHIN PHYSICAL REVIEW D 64 074015
FIG. 8. The Intensity of a vertical atmo
spheric muon fluxI at different depthsD of pure
water vs vcut as obtained by simulation with
muons sampled according to sea level spectr
from Ref.@33# @Eq. ~4.1!#. Closed circles: ioniza-
tion is included in SEL; and open circles: ioniza
tion is completely ‘‘continuous.’’ Two horizontal
solid lines on each plot show value for surviv
probability simulated with all muon cross sec
tions multiplied by a factorks51.01~lower line!
and ks50.99 ~upper line! for vcut51024.
Dashed lines on plots forD<5 km correspond
to intensity, which was calculated for all energ
losses treated as ‘‘continuous.’’ Dash-dotted lin
show intensity of vertical muon flux simulate
with ionization included in SEL,vcut51024, and
muons sampled according to the Gaisser sea le
spectrum@Ref. @34#, Eq. ~4.2!#. Horizontal-dotted
lines correspond tovcut51024 and the cross sec
tion for absorption of a real photon at photo
nuclear interaction, parameterized according
Ref. @36# instead of the parametrization propose
in Ref. @35# which is basic inMUM.
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than one, which comes from61% uncertainty with the
muon cross sections. Also no statistically significant infl
ence ofvcut upon the shape of differential atmospheric mu
spectra was observed at all tested depths for 1024<vcut
<0.2 for both models of ionization energy loss.

The results reported in this section are evidence of
accuracy in parametrizations for muon cross sections and
level spectrum to be the principal source of uncertain
when simulating atmospheric muon flux at depths wh
neutrino telescopes are located. It contributes uncerta
from 3% ~at the depthD51 km in pure water! to 15% (D
520 km) in the resulting intensity of muon flux. Unfortu
nately, this level has, at present, to be considered as a
for the accuracy of muon propagation algorithms. The infl
ence of the model for ionization exceeds this limit only f
monoenergetic muon beams with initial energiesE
<10 TeV and only if the level of observation is at the ve
last stage of the muon range where the major fraction
initial muon energy has been lost. Actually, due to the st
shape of the atmospheric muon power spectrum, an esse
part of muons reaches the detector location on the last pa
path. Therefore the effect also remains noticeable for
atmospheric muons, but in this case uncertainty was foun
be much less, 2–3%, which is in excellent agreement w
Refs.@12,24#, while Ref. @25# predicts a much more signifi
cant difference~up to 17%!. We suppose this disagreeme
may result from the fact that the ‘‘small transfer groupin
technique used in Ref.@25# treats muon cross sections to b
constant between two interactions in contrast with theMUM

algorithm. In Ref.@24# the same simplification was used b
the reported results were obtained by simulation withvcut
51023. With such a smallvcut the role of correct treatmen
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for the free path is not significant~see Sec. II and Fig. 1!.
The choice of value forvcut is even of less importance an
again, it is more critical if one investigates the monoen
getic muon beam but with a power spectrum alteration
vcut within vcut<0.05, leads only to 1%–2% differences
simulated muon flux intensities. Up tovcut50.1, the error
caused by rough account for fluctuations in energy loss
remains less than one, which comes from uncertainties w
muon energy loss. This conclusion is in a good agreem
with the level of errors reported in Ref.@24#. Differences
between the muon flux intensities simulated for differe
models of ionization and values ofvcut , as obtained in given
work and in Refs.@24,25#, are presented in Figs. 9 and 10

So when simulating muon fluxes at large depths with
‘‘ideal MC muon propagation algorithm’’ it is reasonable
usevcut'0.05–0.1 and an entirely ‘‘continuous’’ model fo
ionization. Such a setting of simulation parameters does
lead to the error that would be out of insuperable uncerta
ties with muon energy loss but essentially allows us to s
the computation time. Figure 11 shows the dependence
computation time onvcut and the model for ionization, a
was obtained with theMUM algorithm. Data for muon trans
portation codesPROPMU ~Ref. @22#! and MUSIC ~Ref. @24#!
are given on the figure, as well. We must emphasize
MUM in its presented version is a one-dimensional algorith
in contrast both toPROPMU and MUSIC. PROPMU treats only
Coulomb multiple scattering, while inMUSIC the angle of the
muon acquired in all radiative processes is also simula
which takes an additional computation time. We evaluate
factor by which the computation time withMUM would in-
crease in the case of an extension up to a three-dimens
algorithm as approximately 2.
5-10
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MUM: FLEXIBLE PRECISE MONTE CARLO . . . PHYSICAL REVIEW D64 074015
Accounting for data on the real accuracy of the curr
version of theMUM code~see Sec. III! and data on the com
putation time, as presented in Fig. 11, we conservatively c
sider vcut50.05 and the knock-on electron production i
cluded in SEL as an optimum setting for the presen
algorithm, which allows us to obtain accurate results w
relatively high speed. With such a setting, the proportion
computation time, which is necessary to get the same st
tics with MUM, PROPMU, and MUSIC is approximately
1:10:600. Of course, for some methodical purposes, it m
be necessary to choose more finevcut , e.g., if one wants to
exclude an additional error when comparing results of sim
lations for different models of atmospheric muon sea le
spectrum with each other or for investigating survival pro
abilities that are much more sensitive to the value ofvcut
than the simulated spectrum of atmospheric muons at la
depths.

We did not investigate the influence of simulation para
eters on the results for the muon flux that originated from
neutrino, but simple argumentation may be applied for t
case. In contrast with atmospheric muons whose source i
away from underwater, under-ice, or an underground de
tor, and whose flux may only decrease when passing f
the sea level down to detector depth, the source for mu
that are produced innN interactions is uniformly distributed
over water and/or rock, both outside and inside the array.

FIG. 9. Dependencies for relationI 2 /I 1 vs water equivalent
depth in standard rock as computed in this work~closed squares!, in
Ref. @24# ~open squares!, and in Ref.@25# ~closed circles!. I 1 is the
depth intensity for vertical atmospheric muon flux simulated w
the ionization included in SEL,I 2 the depth intensity simulated with
entirely ‘‘continuous’’ ionization. Data for this work are obtaine
for sea level atmospheric muon spectrum from Ref.@33# @Eq. ~4.1!#
and vcut51023; data from Ref.@24# represents the result of th
simulation for the sea level spectrum from Ref.@34# @Eq. ~4.2!# and
vcut51023; data from Ref.@25# were simulated with spectrum from
Ref. @37# with the ‘‘small transfer grouping’’ technique.
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intensity of the muon fluxI m
ac , which accompanies the neu

trino flux in a medium, is proportional to the muon rang
and, consequently,I m

ac}(dE/dx) total
21 , while the simulated

flux of atmospheric muons at large depths depends m
sharply upon muon energy loss, as was shown in this sec
Thus, one may conclude that the setting of parameters
scribed above fits even better for the propagation of mu
that originated from the neutrino.

It is impossible to foresee all particular cases and g
some strict conformity between the setting of parameter
the muon MC propagation code and the problem to
solved. But in this section we tried to present the whole
of data, which are necessary to choose the optimum se
each concrete case.

V. SELECTED RESULTS AND COMPARISON WITH
OTHER ALGORITHMS

In this section we present selected data on survival pr
abilities and atmospheric muon spectra deep underwate
simulated withMUM. To obtain atmospheric muon spectra w
setvcut50.05. As was shown in Sec. III and Sec. IV, it do
not distort results compared to simulation with smaller v
ues ofvcut . To compute survival probabilities, more delica
tuning was applied,vcut51023. In both cases ionization wa
included in SEL. We compare our data with data obtain
with thePROPMUandMUSIC algorithms. Data simulated with

FIG. 10. The dependencies for relationI 2 /I 1 vs the water
equivalent depth in standard rock as computed in this work~closed
squares! and in Ref.@24# ~open squares!. I 1 is the depth intensity for
vertical atmospheric muon flux simulated with entirely ‘‘contin
ous’’ ionization andvcut51023, I 2 is the depth intensity simulated
with the same treatment of ionization andvcut51022. Data for this
work are obtained for sea level spectrum from Ref.@33# @Eq. ~4.1!#;
data from Ref.@24# represent the result of the simulation for th
spectrum from Ref.@34# @Eq. ~4.2!#.
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SOKALSKI, BUGAEV, AND KLIMUSHIN PHYSICAL REVIEW D 64 074015
PROPMU @version 2.01, 18/03/1993# (vcut51022) and
PROPMU @version 2.1, 01/2000# ~both with vcut51023 and
vcut51022) are very close to each other, in all figures of th
section results fromPROPMU @version 2.01, 18/03/1993# are
presented. We used@version for pure water with bremsstrah
lung cross sections by Kelner-Kokoulin-Petrukhin, 04/199#
(vcut51023) for MUSIC. When comparing results on atmo
spheric muons at large depths obtained for pure and sea
ter, the data are recalculated to each other using the v
r51.027 g cm23 as a sea water density~Refs.@38,39#!. The
difference between pure and sea water is negligibly small
the muon propagation if one works in water equivalent un
which was tested by us up to a slant depthD510 km w.e.
~see also Ref.@13#!.

Figure 12 shows survival probabilities vs slant depthD in
pure water as simulated for a set of initial muon beam en
gies fromEs5500 GeV toEs530 PeV. Survival probabili-
ties obtained withMUM coincide within statistical errors with
probabilities computed withMUSIC. PROPMU gives remark-
ably different values which are higher compared toMUM and
MUSIC output at muon energiesEs<30 TeV and become
less atEs.30 TeV.

Figure 13 gives more detailed data on survival probab

FIG. 11. The averaged computation timeT̄comp, which is nec-
essary for muon propagation in pure water vsvcut , as obtained with
the MUM code. The thick lines correspond to muon with initial e
ergyEs59 TeV transported down toD510 km. The thin lines are
for Es51 TeV andD53 km. The solid lines show the results fo
ionization included in SEL, and the dashed lines correspond to
tirely ‘‘continuous’’ ionization. The circled asterisks on curves co
respond to the conservatively evaluated upper boundary forvcut

below which theMUM algorithm inner accuracy has been proved
be high enough. This limit is equal tovcut50.05 if ionization is
included in SEL and tovcut50.01 if ionization is entirely ‘‘continu-

ous’’ ~see Sec. III!. The circles and squares show values forT̄comp,
as obtained with muon propagation codesPROPMU ~version 2.01,
18/03/1993 withvcut51022 which is unchangeable! and MUSIC

~version for pure water with bremsstrahlung cross sections
Kehlner-Kokoulin-Petrukhin, 04/1999 withvcut51022 which is un-
changeable!, correspondingly. The closed markers are forEs

59 TeV and D510 km, and the open markers are forEs

51 TeV andD 5 3 km.
07401
a-
ue

r
,

r-

-

ties for three particular cases. It presents the muon spe
that resulted from monoenergetic muon beams with ini
energiesEs51 TeV @Fig. 13~a!#, Es59 TeV @Fig. 13~b!#
andEs51 PeV@Fig. 13~c!# after propagation of distances
km, 10 km, and 40 km in pure water, correspondingly. T
distances were chosen so that survival probabilities would
much less than 1, in which case differences become m
noticeable~see Sec. IV!. A good agreement is observed b
tween MUM and MUSIC data, while data obtained with
PROPMU indicate essential differences that are of the sa
signs as in Fig. 12.

In Fig. 14, differential spectra for vertical atmospher
muons at different depths in pure water are presented
simulated withMUM, PROPMU, andMUSIC. Muons at the sur-
face were sampled according to the spectrum Eq.~4.1!. Also
parametrizations for deep underwater muon spectra as
posed by Okada@40# and by Klimushin, Bugaev and Soka
ski ~KBS! @33# are shown. The KBS parametrization ca
adopt different models for sea level atmospheric muon sp
trum. For data presented in Fig. 14, we used the spect
Eq. ~4.1!, which is a basic one for the KBS parametrizatio
MUM gives almost the same results asMUSIC, which should
be expected because the survival probabilities for muon
pure water are the same when simulating withMUSIC and
MUM, as was shown above. Simulation withPROPMU pro-
duces the muon spectra which~a! are significantly higher
~31%, 30%, 27%, and 17% in terms of integral muon flux
the depthsD51 km, 3 km, 6 km, and 10 km, respectively!
and~b! are expanded to the low energies. It is in good qua

n-

y

FIG. 12. The survival probabilities vs slant depthD in pure
water as computed withMUM ~solid lines!, MUSIC ~circles!, and
PROPMU~dashed lines!. Figures near curves indicate initial energi
of muon beams which were as follows:~1! 500 GeV,~2! 1 TeV, ~3!
3 TeV, ~4! 10 TeV,~5! 30 TeV,~6! 100 TeV,~7! 300 TeV,~8! 1 PeV,
~9! 3 PeV,~10! 10 PeV, and~11! 30 PeV. At the simulations of data
presented on the plot, muons are treated as stopped as soon a
energy decreases down to 10 GeV.
5-12
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FIG. 13. The Muon spectra resulting from
monoenergetic muon beams with initial energi
~a! Es51 TeV, ~b! Es59 TeV, and ~c! Es

51 EeV ~c! after propagation down to depth
D53 km, 10 km, and 40 km of pure water, co
respondingly, as simulated withMUM ~histo-
grams!, PROPMU ~circles!, and MUSIC ~triangles!.
The corresponding values for survival probabi
ties p ~fraction of muons survived after propaga
tion! are equal top~1 TeV, 3 km! 5 0.029~MUM!,
0.033 ~MUSIC!, 0.19 ~PROPMU!; p~9 TeV, 10 km!
5 0.030~MUM!, 0.031~MUSIC!, 0.048~PROPMU!;
p~1 PeV, 40 km! 5 0.078~MUM!, 0.084~MUSIC!,
and 0.044~PROPMU!.

FIG. 14. The differential spec-
tra of vertical atmospheric muon
at four depths in the pure water a
simulated withMUM, PROPMU, and
MUSIC @in all cases muon energie
at the sea level were sampled a
cording to spectrum Eq.~4.1!# and
parameterized according to KBS
with sea level spectrum Eq.~4.1!
~Ref. @33#! and Okada~Ref. @40#!.
074015-13
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tative agreement with the results on survival probabilit
presented in Figs. 12 and 13. The coincidence between s
tra simulated withMUM and the curves for the basic KB
parametrization results from the fact that in both cases
same sea level atmospheric muon spectrum was adopted
besides, muon transport with theMUM algorithm was applied
to obtain the KBS parametrization. We would like to ma
that the survival probabilities that KBS parametrization
based on, were computed withvcut51023. An excellent
agreement with direct simulation in whichvcut50.05 was
set, confirms the conclusion concerning insensitivity of
results on simulated atmospheric muon spectra at la
depths on a value ofvcut up to at leastvcut 5 0.05~see Sec.
IV !. The Okada parametrization is lower than KBS,MUM,
andMUSIC results~up to 18% in terms of the integral muo
flux at D51 km) at relatively shallow depths, and becom
higher atD>5 km because it is based on a rather hard
level atmospheric muon spectrum with an indexg52.57
~Ref. @41#! which leads to a deficit for low-energy muon
compared to the basic KBS parametrization.

Figure 15 presents the results on the integral flux of v
tical atmospheric muons at large depths in pure water as~a!
simulated withMUM, PROPMU, andMUSIC for sea level spec-
trum Eq. ~4.1!; ~b! parameterized by KBS~Ref. @33#! with
sea level atmospheric muon spectra Eq.~4.1! ~basic!, from
Ref. @34# ~the Gaisser spectrum!, from Ref.@42# ~the MACRO

spectrum! and Okada~Ref. @40#! with sea level spectrum
from Ref. @41#; ~c! measured by Higashiet al. ~Ref. @38#!,
Fedorovet al. ~Ref. @43#! and Vavilovet al. ~Ref. @44#!. Note

FIG. 15. Results for the integral flux of vertical atmosphe
muons vs depth in pure water as~1! simulated withMUM, PROPMU,
andMUSIC with sea level spectrum Eq.~4.1!; ~2! parameterized by
KBS ~Ref. @33#! with sea level atmospheric muon spectra Eq.~4.1!
~basic!, from Ref. @34# ~the Gaisser spectrum!, from Ref. @42# ~the
MACRO spectrum!, and Okada~Ref. @40#! with sea level spectrum
from Ref.@41#; ~3! measured by Higashiet al. ~Ref. @38#!, Fedorov
et al. ~Ref. @43#!, and Vavilovet al. ~Ref. @44#!.
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that ‘‘experimental’’ points on the plot do not represent t
pure experimental data because authors had to recalc
obtained counting rates to the vertical direction using
model for the muon angular spectrum underwater.MUM and
MUSIC results coincide with each other within 1 –2%. R
sults from thePROPMUalgorithm exceed points fromMUSIC

andMUM by ;30%, higher than any of the presented para
etrizations.

We also compared the data on muon propagation thro
the standard rock obtained withMUM andMUSIC. The mean
energy for vertically down-going atmospheric muo
sampled with the sea level spectrum from Ref.@34# was
computed with MUM as Ē512362 GeV, 25664 GeV,
and 38767 GeV at depthsD51 km w.e., 3 km w.e., and
10 km w.e., respectively. The corresponding values simula
with the MUSIC code and reported in Ref.@24# are Ē 5 125
61 GeV, 25963 GeV, and 36464 GeV. So the maxi-
mum difference observed at the depthD510 km w.e. is 6%.

Thus, results on survival probabilities and atmosphe
muon spectra at large depths as simulated withMUM, are
practically in a coincidence with results obtained withMUSIC

and are also not in contradiction with any experimental a
theoretical results presented in this section. ThePROPMUal-
gorithm shows noticeable differences withMUM, which are
in good qualitative agreement to each other; higher surv
probabilities lead to higher muon fluxes deep underwate
is difficult to clarify the source of observed discrepanc
without a detailed comparison for all steps of the algorithm
but we believe that they cannot be explained only by a d
ference in models for muon energy loss, as is used inMUM

~see Appendix A! and PROPMU ~Refs. @19,22#! which does
not exceed 2% atE<10 TeV ~in terms of stopping power!
besides being of both signs.

More data obtained with theMUM algorithm can be found
in Ref. @33#.

VI. CONCLUSIONS

We have presented the muon propagation Monte C
FORTRAN codeMUM and have given selected results obtain
with the code for muon spectra at large depths and surv
probabilities in comparison with results obtained with oth
muon transportation algorithms. It was shown that for a m
jority of applications, it is quite enough to account only f
fluctuations in the radiative energy loss with fractions of e
ergy lost as large asv>vcut50.05–0.1, while ionization en-
ergy loss may be entirely accounted for by the stopp
power formula, as well as radiative energy loss with fractio
of energy lostv,vcut50.05–0.1. This gives an essenti
advantage in terms of the computation time compared
commonly usedvcut51023–1022 without loss of accuracy
when simulating both propagation of atmospheric muo
and muons that are born innN interactions. However, in
practice, it makes particular demands to the accuracy of
MC algorithm. Some customary simplifications@e.g., Eq.
~2.4!# which work perfectly whenvcut51023–1022 become
sources of significant errors whenvcut increases. The sign
and value of these errors depend also on whether fluctuat
5-14
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in ionization are accounted for or not. So for the presen
version of theMUM algorithm, the optimum set of simulatio
parameters was conservatively evaluated by us~accounting
results on inner accuracy test and dependence of comp
tion time on vcut) to be vcut50.05 with a knock-electron
production included in SEL.

Our viewpoint on the advantages ofMUM is as follows. It
is flexible enough and provides, with eventuality, the abil
to tune parameters of simulation to an optimum for ea
concrete case in order to get desirable equilibrium betw
computation time and accuracy. Medium composition a
parametrizations for the muon cross sections are ea
changeable. The inner accuracy of the code was conse
tively evaluated to be 231023 or better. Besides,MUM pro-
vides the special routine that allows to test the inner accur
for each given set of simulation parameters and take it
account when evaluating the significance of the results.
main disadvantage is thatMUM, in its reported version, stil
does not treat the three dimensions as do, e.g.,PROPMUand
MUSIC codes. So it cannot be used to obtain lateral and
gular deviations of muons at propagation through mat
Also other important features are still missing inMUM—for
instance, the treatment of the composed medium as is
sible, e.g., in the latest version of theMUSIC code~Ref. @45#!.
But we consider the current version ofMUM1 as a basis for
further development and plan to complement it, step-by-s
for all necessary features.
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APPENDIX A: PARAMETRIZATIONS FOR MUON CROSS
SECTIONS USED IN THE MUM ALGORITHM

We use the following designations in this sectio
a57.29735331023—fine structure constant; r e5
2.817941310213 cm—classical radii of electron;mm
50.1056593 GeV andme50.5110034 MeV—muon and
electron masses, respectively;NA56.02231023—the
Avogadro number;Z and A—electric charge and atomi
weight, respectively;e52.718282;p53.141593. Other no-
tations are explained in comments to formulas when nec
sary.

1. Bremsstrahlung

We use the differential cross section for bremsstrahlung
parametrized by Andreev, Bezrukov, and Bugaev in Ref.@46#
as a basic parametrization:
dsb

dv
~E,v !5aS 2r eZ

me

mm
D 21

v F ~222v1v2!C1~qmin ,Z!2
2

3
~12v !C2~qmin ,Z!G ,

C1,2~qmin ,Z!5C1,2
0 ~qmin ,Z!2D1,2~qmin ,Z!,

C1
0~qmin ,Z!5

1

2 S 11 ln
mm

2 a1
2

11x1
2D 2x1arctan

1

x1
1

1

Z F1

2 S 11 ln
mm

2 a2
2

11x2
2D 2x2arctan

1

x2
G ,

C2
0~qmin ,Z!5

1

2 S 2

3
1 ln

mm
2 a1

2

11x1
2D 12x1

2S 12x1arctan
1

x1
1

3

4
ln

x1
2

11x1
2D

1
1

Z F1

2 S 2

3
1 ln

mm
2 a2

2

11x2
2D 12x2

2S 12x2arctan
1

x2
1

3

4
ln

x2
2

11x2
2D G ,

D1~qmin ,ZÞ1!5 ln
mm

qc
1

z

2
ln

z11

z21
, D2~qmin ,ZÞ1!5 ln

mm

qc
1

z

4
~32z2!ln

z11

z21
1

2mm
2

qc
2

,

D1,2~qmin ,Z51!50, qmin5
mm

2 v

2E~12v !
, xi5aiqmin , a15

111.7

Z1/3me

, a25
724.2

Z2/3me

, z5A11
4mm

2

qc
2

, qc5
1.9mm

Z1/3
.

The integration limits for bremsstrahlung in Eqs.~2.1!, ~2.3!, ~2.6!, and~3.3! are

1The MUM code is available on request to sokalski@pcbai10.inr.ruhep.ru
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vmin
b 50, vmax

b 512
3

4
Ae ~mm /E!Z1/3.
o

b
a

d
k

o

o

on

.

e to
Note that this parametrization does not account for the c
tribution from e diagrams for bremsstrahlung wheng quan-
tum is emitted by atomic electrons, which are knocked on
recoil ~Ref. @47#!. Corresponding corrections are done in p
rametrizations for knock-on electron production~see Appen-
dix A 4! according to Ref.@48#. Optionally, the differential
cross section for muon bremsstrahlung can be also treate
MUM according to the parametrization given by Kelner, Ko
oulin, and Petrukhin~Refs.@47,48#!.

2. Photonuclear interaction

We use parametrization for the photonuclear interaction
muon proposed by Bezrukov and Bugaev~Ref. @35#!:

dsn

dv
5

a

8p
AsgN vH H~v !lnS 11

m2
2

t D
2

2mm
2

t F12
0.25m2

2

t
lnS 11

t

m2
2D G

1G~z!H H~v !F lnS 11
m1

2

t D 2
m1

2

m1
21t

G
2

2mm
2

t S 12
0.25m1

2

m1
21t

D J J ,

H~v !512
2

v
1

2

v2
,

G~z!5
9

z F1

2
1

~11z!e2z21

z2 G ~ZÞ1!,

G~z!53 ~Z51!,

z50.00282A1/3sgN , t5
mm

2 v2

12v
,

m1
250.54 GeV2, m2

251.80 GeV2.

The total cross section for the absorption of a real photon
energyn5s/2mN5vE by a nucleon,sgN , can be calculated
in MUM optionally, according to either the parametrizati
from Ref @35# ~basic!:

sgN5@114.311.647ln2~0.0213n!# mb,

or by theZEUS parametrization~Ref. @36#!:

sgN5~63.5s0.0971145s20.5! mb,

wheres andn are expressed in GeV2 and GeV, respectively
07401
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The parametrization~Ref. @35#! is valid for n.1 GeV, so
we use valuesvmin

n 50.8/E(GeV) andvmax
n 51 as integration

limits in Eqs. ~2.1!, ~2.3!, ~2.6!, and ~3.3!. Note that the re-
sults of the integration were tested to be almost insensitiv
the lower limit in a wide range 0.2/E(GeV) <vmin

n

<1.5/E(GeV).

3. Direct electron-positron pair production

The cross section for directe1e2-pair production is used
in MUM as parametrized by Kokoulin and Petrukhin~Refs.
@48,49#!:

dsp

dv
~E,v !5a2

2

3p
r e

2Z@Z1z~Z!#
12v

v

3E
r
@Fe1~me /mm!2Fm#dr,

Fe5H @~21r2!~11b!1j~31r2!# lnS 11
1

j D1
12r22b

11j

2~31r2!J Le ,

Fm5H F ~11r2!S 11
3

2
b D2

1

j
~12r2!~112b!G ln~11j!

1
j~12r22b!

11j
1~12r2!~112b!J Lm ,

Le5 lnF R Z21/3A~11j!~11Ye!

11@2meAeR Z21/3~11j!~11Ye!#/E v~12r2!
G

2
1

2
lnF11S 3

2

me

mm
Z1/3D 2

~11j!~11Ye!G ,

Lm5 lnF 2

3

mm

me
R Z22/3

11@2meAeR Z21/3~11j!~11Ye!#/E v~12r2!
G ,

Ye5
52r214b~11r2!

2~113b!ln~311/j!2r222b~22r2!
,

Ym5
41r213b~11r2!

~11r2!S 3

2
12b D ln~31j!112

3

2
r2

,

b5
v2

2~12v !
, j5S mmv

2me
D 2 ~12r2!

~12v !
.
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Here r5(e12e2)/(e11e2) is the asymmetry coefficien
of the energy distribution of thee1e2 pair, wheree1 ande2

are positron and electron energies, respectively. The lim
for integration overr are determined by

0<uru<S 12
6mm

2

E2~12v !
DA12

4me

Ev
.

R is a parameter determined by the value of radiation lo
rithm (R 5 183 for the Thomas-Fermi model and slight
depends uponZ for the Hartree-Fock model!. Its values are
taken from Ref.@50#, whereR has been calculated for differ
ent atoms according to the Hartree-Fock model.z(Z)' 1
takes into account the pair production in collisions with ele
trons. The values fromz(Z) are computed according to Ref
@48,51#. The integration limits forj 5p in Eqs. ~2.1!, ~2.3!,
~2.6!, and~3.3! are

vmin
p 5

4me

E
, vmax

p 512
3

4
Ae ~mm /E!Z1/3.

4. Knock-on electron production

The cross section for knock-on electron production is
rametrized in theMUM algorithm as follows:

dse

dv
~E,v !52pr e

2Z
me

E S 1

v2
2

1

v
E

vmax
e

1
1

2D @11Deg~E,v !#,

vmax
e 5

2meE

mm
2 12meE

.

Deg(E,v) represents the correction that takes into accoue
diagrams for bremsstrahlung~Refs.@47,48#! resulting in the
additional recoil of electrons:

Deg~E,v !5
a

2p
lnS 11

2vE

me
D F lnS 4E2~12v !

mm
2 D

2 lnS 11
2vE

me
D G ,

The value ofvmax
e is also used as an upper integration lim

in Eqs.~2.3! and ~2.6! for j 5e.

5. Ionization

Following Refs.@47,48#, in the MUM code we treat thee
diagrams for bremsstrahlung as a part of the ionization p
cess. Therefore we have to use a bit modified formula
ionization:

FdE

dx
~E!G

ion

5
K

b2

Z

A
rF lnS 2mep

2Emax

mm
2 Ī 2 D 1

Emax
2

4E2
22b22dG

1
NA

Ae f f
rE(

i 51

n FkiE
0

vmax
e

Deg~E,v !v dvG .
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HereK50.1535 MeV g21 cm2, p is the muon momentum
b5p/E is the muon velocity,r is the material density,Ī is
the mean ionization potential,

Emax5~2mep
2!/~mm

2 1me
212meE!

is the maximum energy transferable to an electron,d is the
density-effect correction, which is treated according to R
@52#:

d5u~X2X0!@4.6052X1au~X12X!~X12X!m1C#,

where u is the step function@u(x)50 at x<0 and u(x)
51 at x.0#, andX5 log10(p/mm). The valuesX0 ,X1 ,a,m,
and C depend on the material and can be found in Re
@19,52# along with the values forĪ , r, and Z/A. The first
term represents the Bethe-Bloch formula with corrections
the density effect, the second one accounts for bremsst
lung e diagrams. Expressions forDeg(E,v) and vmax

e are
given in Appendix A 4, and the meaning of the valuesAe f f
andki is explained in Sec. II.

APPENDIX B: FREE PATH BETWEEN TWO
MUON INTERACTIONS

For the proof of the set of equation Eqs.~2.2! it is conve-
nient to introduce the kinetic equation for a propagation o
monoenergetic muon beam through a medium. With the
tations used in textbooks, this equation has the follow
view:

]n~E,t !/]t2]@b~E!n~E,t !#/]E1n~E,t !/l~E!50,

n~E,0!5n0d~E2E0!. ~B1!

Here, n(E,t) is the number of muons with energyE after
propagation of distancet, b(E) is the ‘‘continuous’’ energy
loss per unit path, andl(E) is the muon mean free pat
before the interaction of the SEL type. The solution of E
~B1! is

n~E,t !5n0d@E2e~E0 ,t !#expF2E
E

E0
dE8/@l~E8!b~E8!#G ,

~B2!

wheree(E0 ,t) is found from the equation

E
e(E0 ,t)

E0
dE/b~E!5t. ~B3!

Notice that Eq.~B2! can be rewritten as

h~E,t !5d@E2e~E0 ,t !#expF2E
E

E0
dE8/@l~E8!b~E8!#G ,

~B4!

whereh(E,t) is the probability for a single muon to pass th
path t without the interaction of the SEL type, and then o
can easily see that Eqs.~B3! and ~B4! lead to the Eqs.~2.2!
after the following substitutions, which are necessary fo
return to the notations of Sec. II:

E0→E1 , E→E2 , l~E!→L̄~E!,

b~E!→@dE~E!/dx#CEL , t→L.
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