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We report on a search by Fermilab experiment E835 for #hg(2 1S;) charmonium resonance in the
processap—> nt— 7. No signal was observed and, based on 3a'ghtegrated luminosity, we determine the
following upper limits(90% confidence levgto the product of the branching ratios for a resonance mass in the
region 3575-3660 Me\t?: Br(75.—pp)XBr(7.—yy)<12.0<10 8 for I=5 MeV; <5.9x10 8 for I
=10 MeV; <4.8x 108 for I'= 15 MeV. Combining the present data with those of the predecessor experiment,
E760, the upper limits become &@0 8, 5.0<10 8, and 4.5¢10 8, respectively. In the restricted region
3589-3599 MeW¢?, where a candidate was reported by the Crystal Ball experiment, we obtain the following
limits from the combined E760—E835 experimers{ 77(/:—>Ep) XBr(7.—yy)<5.6x10 8 for =5 MeV,
<3.7x10 8 for =8 MeV. A comparison of these with other experimental results is presented.
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[. INTRODUCTION this resonance was report¢#l], but after many years this
candidate still awaits confirmation.
The quark model, and its explicit formulation in terms of
QCD, can explain many of the gross features of the spectrum

and interactions of hadrons. A major step forward in the in- Il. EXPERIMENTAL METHOD
vestigation of the role of QCD as the basis of the strong )
interactions would be the complete experimental determina- A. Technique

tion of the energy levels and rates of the principal decays of The Fermilab experiment E835 is devoted to the study of

the low lying states of quarkonium systems. The two Destarmonium spectroscopy by direct formatiorcafstates in
candidate systems for this are charmonium and bottomo-

nium, and, of the two, the charmed quark-antiquark syste p annihilation at the Fermilab Antiproton Accumulator ring

has the lowest lying levels more fully mapped. Of the lowes 3]. A'cylmdncal jet of clugltfnzed hy(rjéogen .molecul(a&
charmonium states with radial quantum numberl and 2, mm diameterpmax~3.0X10°" atoms/cnm) [4] intersects a

i 1
up to the ' (23S,), the Particle Data Groufil] currently beam of up to 80 mA of antiprotons<(8x 10! stored par-

lists only two states as needing confirmation: the singlet spirtn'des) C|rc1_JIat|r_1_g in the accuglljlato_rzto_?roduce ms_tanta—

statesh_(1P,) and 7/(2 150) neous luminosities of up t0>%10°* cm™“ s ~. The resulting
The csin Ie% statesﬂtc)f uarkbnium are in general difficult tointeraction region is 080.6<0.6 cnt’. The jet target-

stud becguse the ca(r]mot be formecbfreq annihilation detector setup is shown in Fig. 1. The density of the jet can

nor gr;m they result %/rom electric dipole radiative decay of thebe increased automatically to keep the instantaneous lumi-

triplet spin )s/tates formed in such F3’:1nnihilation On th)é othernOSity constant as the circulating antiproton beam intensity

. decreases.
hand, states of these quantum numbers, and indeed all stateSye antiproton beam is stochastically cooled such that the

of quarkonium, can be resonantly produced in proton anti- . )
proton annihilations. rms spread in the center of mass enet@y is ~0.35 MeV.

This paper reports on a search for th, performed in The uncertainty in the mean center of mass energy at any
pap P P energy point for these data is estimated to-fi&2 MeV. The
the formation process —

cc resonance parameters are determined precisely by mea-
- 1) suring the excitation curve obtained by stepping the energy

pP— 1e— Yy . :
of the antiproton beam across the resonance; sincecthe

by Fermilab experiment E835, an upgraded continuation oftate is formed directly from thgp annihilation, the preci-
experiment E760. As of this time, only one observation ofsion of the mass and width determination does not depend on
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FIG. 1. E835 detector layout.

the resolution of the detector system but is determined onlyosition and dimension of the interaction regfoib provides
by event statistics and the knowledge of the antiproton beara measurement of the polar and azimuthal angles with a reso-
energy and energy spread. lution o7p=6 mrad ando,=11 mrad, respectively.

The forward system includes an eight segment scintillator
hodoscopdFCV) giving full coverage ing in the polar re-
gion 2°<#<10° and a forward electromagnetic calorimeter
We select electromagnetic final states as tags of charmcg-o\,?:g%sji 1(3f 144 lead glass elements covering the region

nium formation. This makes it possible to extract a clean Al ters ar ioped with both time and pulse-heiaht
signal despite the large hadronic background. The detector counters are equippe 0 € and pu'se-heig’
€adout. The time measurements allow the rejection of sig-

shown in Fig. 1, is optimized for the selection of photons ano:1 Is from out-of-time event@ccidental pileup
electrons. It has full coverage in azimuthal angé) ( and als from out-o © eventaccidental prieu

consists of a cylindrical central detector and a planar forward Aluminosity monltor[g_] prowdes an absolute luminosity 0
systent measurement with a statistical precision of better than 0.1%

. . e%,nd an estimated systematic error-02.5%, by measuring
The central detector contains three azimuthally segment ) ) )
scintillator hodoscopes identified as H1, Hand H2; two PP forward elastic scattering through the detection of proton

sets of straw tubei] for tracking in azimuth, a scintillating- €C0IilS at~86.5° in three solid state detectors.
fiber system[6] for tracking in polar angle €); a 16
cell threshold gas €enkov countef7] for electron identifi-
cation, and a 1280 elemef0 rings (¢), each comprised of The data used in the present analysis were collected at
64 counters §)] lead-glass central calorimeté€CAL) [8] instantaneous luminosities ranging froml.5 to 2.5< 10°!

for measuring the directions and energies of photons andm 2s™%, corresponding to an interaction rate of up to 1.5
electrons. The CCAL covers polar angles £1<70° and MHz in the region of energy covered. Events of interest are
measures the energy with a resolution given by the formul&elected by a fast hardware triggeéevel-ong, which re-

o(E)/E=6%/\E(GeV)+1.4%. Coupled with the known duces the rate tec2.5 kHz, and then is transferred to a set of
processors where a software filigevel-two) is applied be-

B. Detector

C. Trigger

IThe axis of the central detector is along the antiproton beam and “The coordinates of the center of the interaction region are moni-
is taken as the polar axis to defifleand ¢, the polar and azimuthal tored on a stack by stack basis using the copious sample of kine-
angles. matically determinegpp— 7°7°— 4y annihilations.
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a logic or to form the 8 logic signals used for triggering.

To select events of typa2, corresponding to the signal
sought in this investigation, we impose a coplanarity condi-
tion by requiring that two of the CCAL logic signals come
from directly opposing octantBG1). We demand that no
charged particles be detected in the final state, by requiring
the charged veto to be off; the charged veto is on if there is
at least one signal in the FCV or at least one hit above
threshold in both a H1 element and one of the three corre-
sponding H2 elements. These counter systems together
fully cover the polar angle range 2°0<65° over the com-
plete azimuth.

To select events of typle, we sum the pulse heights from
the entire central calorimeter, excluding the two rings with
the smallestd values, for an angular acceptance of £37
<70°. The total energy conditiofETOT) is met if the sum
pulse exceeds a threshold corresponding to 80% of the initial
state energy. Fdb, we require that the charged veto be off.

In the software trigger, we convert the CCAL pulse
heights to energies, determine cluster coordinates and ener-

FIG. 2. A polar diagram of the central calorimeter showing thegies, and calculate the invariant masses of all pairs of clus-
structure of the 40 supermodules which are arranged in(@oger-  ters. All events for which any two CCAL clusters have in-
wedge$ X 5 (super-rings array. The overlaps are indicated by the variant mass=2.2 GeVkt? are recorded and constitute the
thick (solid and dashedines. The shaded areas are an example ofdata set for this experiment. The clustering algorithm used
two hypothetical hits in supermodulés-2) and (5-4). on-line is a simplified version of the one used in the off-line

. . analysis[12].
e o a8 g 1O anaysis a cuser conits of 3 1 o
. ' : ; counters containing>20 MeV centered on a block contain-
and positron 1) or two photons §2) of large invariant ing >5 MeV.
mass; all neutral final states, whex€30% of the initial state '
energy is contained in the central calorimetg).(A random
gate trigger is generated with a pulser operating between 1
and 10 Hz to obtain data used to study pileup. The data were recorded in the 1996—1997 Fermilab fixed
The element common to thel anda2 triggers is an target run. Data were taken in the interval 3575 MeVs
algorithm applied to the central calorimeter signals that is<3660 MeV to search the. and at then., I/ ¥, Xxco,» Xc2:
tailored to accept high mass e~ and yy final states with ' andh, (~3526 MeV, near the center of gravity of the
full efficiency [11]. The trigger requires the presence of two three y state$. The data used for this analysis are summa-
energy depositions with energy aboveé-alependent thresh- rized in Table I. The integrated luminosity for this search is
old and approximately coplanar with the direction. It is  34.1 pb ! plus additional luminosity used for background
implemented as follows. To reduce the number of signals teletermination.
a manageable level, while maintaining the requirement for a
concentrated energy deposition, the analog signals from the Ill. DATA ANALYSIS
individual counters are summed to produce a matrix of 40
supermodules8 in ¢ by 5 in #), with appropriate overlap to
ensure that 95% of the energy from an individual photon or The most important element of the upgrade from E760 to
electron is contained within one supermod(dee Fig. 2 for E835 is the addition of pulse shaping to the Central Calorim-
an illustration of the supermodulesThe reduction is per- eter signals and time to digital convertgleDCs) to nearly
formed in two stages, from 1280 to 160 signals, and therevery detector in the apparatus. This upgrade was motivated
from 160 to 40. In the first, signals from groups of 9 adjacentoy the significantly greater instantaneous luminosity avail-
counters(same §) are added to form 8 octants, with one able to E835 and is particularly important for low signal,
counter overlap, for each of the 2Z0values. In the second, high background channels such-ag, where extra hits from
the resulting 160 signal@ in ¢ by 20 in §) are combined out of time events can cause good events to be rejected. For
into weighted sums oveff in groups of 4 or 5, again allow- CCAL, TDC information is present with nearly unit effi-
ing for overlap. The 40 analog signals from the supermodeiency for clusters with energies75 MeV. The efficiency
ules are integrated and discriminated. The thresholds are sklls to ~0.5 at 30 MeV and to zero at20 MeV. The data
to ~60% of the energies for a two-body reaction. This loosefor all the counters in a cluster are corrected for slewit®j
requirement also allows the detection of inclusive decays to and referred to a time derived from the analog signals from
lower mass charmonium stat&/ ¢y or ). The discriminator ~ the first stage of summing of CCAL. For each cluster we
outputs from the 5 supermodules in each octant are input toonsider the counters with the two largest numbers of analog
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D. Data collection

A. Cluster timing
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TABLE I. Summary of the data for they, search;o 5 is the  clusters are disregarded and all undetermined extra clusters
standard deviation of the center of mass energy distribution due tare paired with each candidate photon and the event is re-
the energy spread of the antiproton beamis the number of can- jected if the invariant mass of any pair falls within 35
didate events with cog<0.4, ande,,, is the combined trigger and  MeV/c? of the 7° mass(135 MeV/Cz). In some asymmetric

analysis efficiency. decays, the low energy photon escapes detection because it is
- below the energy threshold or is not contained in the angular

Vs (MeV) JLdt(pb™) o5 (MeV) n €yy acceptance of CCAL. This background can be reduced by
3526.08 46.649 0.300 664 0.749 exploiting the difference between the angular distribution of
353545 1.304 0.533 15 0751 the signal being s(?ught, Whl(():h is |sotrop|<_:, a_md .that of the
3544 79 0.998 0.253 8 0.814 background; theﬂ'.ﬂ' and 7"y angu]ar Q|str|but|qns are
3576.05 1606 0.251 23 0.752 strongly peaked in the forwarq Q|rec_tlon Ieadlng_ t_o a

forward-peakedyy background distribution. By restricting
3580.49 1.210 0.339 23 0.750 .

the acceptance to a region of the center of mass afigle
3585.19 1.506 0.358 18 0.748 o . . .

near 90° we can increase the signal background ratio at the
3590.25 1.484 0.356 24 0.777 . :
359562 1507 0.336 1 0.764 expense of signal events. An optimal acceptance cut must be
3600‘50 1'594 0'354 4 0‘780 chosen, co#g* < «, to maximize the significance of the sig-

4‘ 1'47 '271 o1 '7 1 nal. We determinex a priori, as described in the Appendix
3604.00 479 0. 0.781 ¢ Ref. [15]. This method maximizes the power for discrimi-
3607.53 1.524 0.361 14 0.741  nhation between the resonance and the pure background hy-
3610.58 0.922 0.419 6 0.779 potheses. We find that the optimal value @fin the 7.
3614.71 1.538 0.314 32 0.757 region is approximately 0.40 and we choase 0.4, even
3620.59 1472 0.353 21 0.780 though the apparatus acceptance extends up to 0.55.
3625.30 1.637 0.307 22 0.755 We observe no evidence for contaminationspinclusive
3629.75 1.619 0.366 16 0.773 events[15].

3633.43 4.587 0.335 45 0.715 In general, an inefficiency in the charged veto will allow
3635.17 1.408 0.371 21 0.747  high masse*e™ events to enter the sample. This effect is
3639.98 1.498 0.437 26 0.732  completely negligible everywhere except at theformation
3643.95 2.956 0.337 43 0.767  energy, where there is a significant source of such events
3651.63 1.456 0.288 11 0.749  from ¢’ exclusive decays te" e . To reduce the contami-
3656.07 1.646 0.333 12 0.751 nation to the required levék0.5 event/pb') we excluded
3660.48 1.486 0.391 20 0.752 a 27.5° region of azimuthal angle, and the azimuthal region
3686.24 8.011 0.378 75 0.630 opposite it, because of a known inefficiency in the charged

veto in that region. This cut was applied only to thedata,

to avoid extending the ensuing 15% loss of efficiency to the
to digital converterADCs) counts. If neither has TDC in- whole data sample.

formation, the cluster is identified amdeterminedif either The event totals, for the selection described above, are
has a corrected time within 10 ns of the reference time, théabulated in Table I.

cluster is identified am-time The cluster is otherwise iden-

tified asout-of-time C. Efficiency and acceptance determination

) The overall efficiency for theyy channel is
B. yy event selection

Event selection is optimized to selegt candidates with €y =€1X (1= Peon)*X (1= Peond X 5. @)
high efficiency while reducing the background from?=°
and 7%y final states to an acceptable level. These candidate e, is the efficiency of generating either the PBG1 or the
events satisfy tha2 or b trigger. In a preliminary selection, ETOT signalsP ., is the probability that a photon converts
we require the largest two-cluster invariant mass to be withirin the material before the first detector elemé®,,, is the
20% of \'s and the corresponding CCAL clusters to satisfy probability that an accidental event contaminates a signal
15°<#<60°. A more stringent selection is imposed subse-event, ande, is substantially the efficiency of the kinematic
quently: a four constraint kinematical fit to the hypothesisfit.

pp—yy is performed using thSQUAW program[14]’ and €1 is ~100% and is measured by exploiting the fact that
the events with a nominal confidence level below 5% aréCCAL has the same response to high energy photons as to
discarded. electrons. A sample gip—J/¢y—e* e events was selected

Events containing symmetrically-decayinds are readily ~ with a special trigger not requiring either PBG1 or ETOT.
distinguished fromyy events[12]. A small fraction of the The efficiency of the PBG1 signal was found to be
abundant7®#° and 7°y events satisfy the selection when >99.99%; the efficiency of the ETOT signal was found to be
the 79(s) decays highly asymmetrically. Further cuts are im->99.8%.
posed to reduce this background. No in-time extra clusters in P, iS the probability that a photon converts into an
CCAL are allowed in the candidate events. Out-of-time extrae* e~ pair before reaching the first detector elemént),
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thus setting the charged veto. Calculation of the probability 545 ¢
of conversion in the 0.14 mm stainless steel beam pipe, av- & [ e E760 .
o , f40 | cost'<0.4
eraged over the angular distribution of the events, gives a b - © E835
value Py~ 0.011+0.001. 35 b
P.ont is the probability that a random event contaminates o -
a good event, causing it to be rejectefihis can happen at 30 2 i
the trigger level if the overlapping event sets the charged . i
veto, or in the off-line analysis ifa) the second event occurs 25 [ [
within ~10 ns of a realyy event and contributes one or o i
more in-time clusters in CCAL, or if (b) one time- 20 E A 5
undeterminectluster from the overlapping event forms the e | LS (o}
% mass when combined with a photon from the event. 15 F %
€, is predominantly the efficiency of the kinematic “it, o
but also incorporates small localized inefficiencies not ac- 10 b % % % ?
counted for ine; and originating from a few dead CCAL 5 E
channels. r 4
P.ont @and e, are determined together for each data point 0 fal

i RPRTIPIN PPN IR PRI R R
3525 3550 3575 3600 3625 3650 3675

by Monte Carlo techniques. The Monte Carlo program simu-
vs (MeV)

lates the CCAL response Fp—> vy events starting from the

energy deposited in each counter, taking account of passive gig. 3. Cross section fqop— vy candidates vs center of mass
material and dead channeltypically 4 out of 1280. The  energy: open and full circles for E835 and E760, respectively. The
effect of accidental events is incorporated by superimposingact that the background levels in the two experiments differ is
(actua) data taken with a random gate on the simulatedaccounted for in the analysisee the tejt The dashed line shows,
events. The combined events are subject to the standard clussperimposed on the E835 best fit background, an estimate of the
tering algorithms and analysis cuts, and the quantity (Isignal expected for am. candidate with an assumed width of 8
—Pcond X € is given by the fraction which survive. MeV. The uncertainty on the estimated peak cross section is 40%
The factor (1 P¢o,) Vvaries linearly from~0.88 atL ignoring the theoretical uncertaintisee the text The signal is
~1.5x10% cm 2s 1 to ~0.81 at£~2.5x10* cm 2s ¢, drawn at the mass of the crystal bajl candidate with the uncer-
the luminosity range for these data; is typically 90%. tainty in its mass indicated by the overlaying horizontal segment.

Given that we use actual data events to simulate the contami . .
: . : . ata taken at various center of mass energies between 3526
nation, we estimate less than 1% systematic error in (1d

P...). The uncertainty ofe, was determined from a and 3686 MeV are shown as open circles in Fig. 3. Data
~ Fcont- 2 ;
sample of reall/y—e* e events. These events can be se_taken at 3556.2 MeV, where g, yy signal was observed

lected with high efficiency and free of background without[1:]’8rh%’r%szeigcgzﬁlsdhi&esénec:n t:ﬁ?lreii dn?(:r L;Sne:: ISF;Sﬂ:iIrS] d
using the kinematical fit, thus permitting a direct measureP2Pe" Y

. .~ ~trigger inefficiencies. No resonance signal is seen in the plot.
ment ofe, to be compared with the Monte Carlo calculation. . ) .
We foundech— egexp=0.002t 0.025. The full circles refer to our previous experiment E760 and

ex| o will be discussed in Sec. IV B.

The overall efficiency for each data point is calculated The packground to the resonance search consists of a con-
using Eq.(2). Its values are reported in Table |. They have anynyum two photon productiotexpected to be very small
estimated relative error at most3%, calculated by adding and a fraction ofr°#° and 70 events that survive the event
in quadrature the contributions from the maximal errors ongglection. These processes are expected to produce a back-

Pcont @nd ey, and the error orP gy ground with smooth energy dependence. We describe the
Since the two photon decay of thg. is isotropic, the background with the form

geometrical acceptance is equal to thes¢*| cutoff value
a=0.4.

3556.2 MeW\ °
—_— (3

Tpkgd S) A( N
IV. RESULTS
and use high integrated luminosity data points-&526 and
3686 MeV(46.6 pb ! and 8 pb !, respectivelyto help con-
The cross section measurements for candigateevents  strain the background level throughout the search region.
within the acceptance region (c6%5<0.40) obtained from

A. E835 experiment

5In spite of the small cross section, possible interference of the
3Since thep beam has no time structure, this probability follows nonresonant continuumpp— yy with the 7. may distort the line
Poisson statistics and is determined by the interaction rate. shape of the resonance. This effect was not considered in this analy-
“The inefficiency is almost twice that expected from the theoreti-sis since neither they cross section nor its partial amplitudes are
cal 2 distribution, due to non-Gaussian tails of the error distribu-known. We do not expect interference to alter the results of this
tions. analysis.
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We obtain upper limits to the produ@r(néeﬁp) ok v - (o) T=5 MeVv
X Br(n.— 7yy) anywhere in the search range as follows. ;}7,5 E_W.-VW ,,.- AR }’W Vv V.& \V v
A maximum likelihood analysis of the data in the interval © 5 ‘g3 8 R ¥ \\\\ SAaad
ayst % 5 HE SR Y RV T AV
3526</s<3686 MeV, which includes the background &,s
points at 3526 and 3686 MeV, was performed by fittingtoa o b om ... L, =&, r %

3580

3590 3600 3610 3620 3630 3640 3653660

superposition of a Breit-Wigner resonance and a smoott
background parametrized according to ER).

o , e o S ok (b) r=10MeV
The likelihood function to be maximized, is written as %,
the product oN (=number of data points in the energy sgan g SE
Poisson functions, each giving, for théh data point, the % 5S¢
probability thatn; events be observed if; are expected, ©25 | \\\\\\\\\\“
O ]
N ia= Vi
v.ie Vi
L=IT ——, @
S

where

A

I ol s
3580 3

K

PP I e R b
3620 3630 3640 3650 3660
Vs (MeV)

Vi= 590 3600 3610

(af fi(\/S) peak

fﬁdt
I"Z

X
4(\s—Mc?)?+T2

FIG. 4. 90% confidence intervals for the product ofﬁeand
the yy branching ratios vs/s. Full circles for upper limits; open
circles for lower limits(not shown when zejoThe resonance width

d\/§+ (Tbkgu(s) (Eyy)i ’ (5)

4w(ﬁc)2(2J+ 1) was fixed afa) 5 MeV, (b) 10 MeV, and(c) 15 MeV. The line in the
Tpeak= —————5 5 X Br(r;[:—>3p)>< Br(n.—yy). shaded band is the experiment sensitivigge the text Arrows
s—4m?c? indicate the energies where data points were taken; arrow lengths

are proportional to integrated luminosities. An estimateBof 7,

(6)
. . . . —>Hp)><Br(7;é—>yy) is shown as the small open square. We have
The integral gives the convolution of the resonance Brelt'drawn it at the crystal bally, candidate mass, with the horizontal

Wigner with the(Gaussian center of mass energy distribu- grror par reflecting the uncertainty in the candidate’s mass.
tion function f,(+/s), [£dt is the integrated luminosity of
each data pointg is the geometrical acceptandd, and I'
are the resonance mass and width, is the efficiency given
by formula(2), andm is the proton mass.

Repeated fits were performed, over a grid of fixed value Lo e ; .
of the resonance mass and width, covering the range 3575 &"Sitivity is discussed in Appendix B. _
3660 MeVic2 with three hypothetical values of the reso-  The limits onBr (7. —pp) XBr(5.—yy) and the sensi-
nance width, 5, 10, and 15 MeV, in steps of 0.5, 1.0, and 1.4iVity of the experiment are presented in Fig. 4; shown as

MeV, respectively. Free parameters in the fits were the resdPen (full) circles are the lowetuppe) limits of the 90%
. . - , = , confidence intervals. The curve represents the sensitivity of
nance branching ratio produ@&R=Br(7.—pp)XBr(»,

& this experiment and the band displays the standard deviation
—77y)*10°, and the background parametérsandB. range of upper limits obtained from repeated experiments in

Several methods exist to produce limits when the signajhe apsence of a resonance; upper limits below the sensitivity
being sought is small compared to the background and thgs the experiment, such as those occurring/amear 3610,
parameter being measured has physical boib6s In Ap- 3630, and 3655 MeV are not significant and are interpreted
pendix A we present a comparison of the upper limits 0b-,5 gownwards fluctuations of the background. Notice the en-
tained applying different methods to analyze this expenmentergy behavior of both the upper limit and the sensitivity,

In this section we present the method of Feldman angy, ch smoother foF =10 15 MeV than fol" =5 MeV. This
Cousing 17] applied assuming the best fit value to be Gaussig pecause the spacing in energy of the data péintsMeV)
ian distributed with standard deviation equal to the paraboligg {44 large for d"=5 MeV resonance search, giving rise to
error® We calculate the 90% C.L. upper limit interpolating local minima just at the scan pointmdicated k;y arrows
Table X of Ref.[17]. _ We have examined the effect of the choice of the back-

Since the upper limits tend to be underestimated whemy,nd form by comparing the upper limits obtained using
there are downwards fluctuations of the background, follow4,; standard form and using forms line@r parameterand

ing the authors’ suggestion we evaluated the sensitivity Oauadratic(?a parameterin Js. We find that our results are

independent of the way the background is parametrized.
Likewise we found that the systematic errors on the inte-
®A Monte Carlo simulation of repeated experiments has showrgrated luminosity and on the efficieney,, have negligible
this assumption to be realistic, see Appendix B. effect on our results.

our experimenf17]. The sensitivity is defined as the mean

upper limit that would be obtained in repeated experiments
under the same conditions with the same expected back-
ground but no true signal. The calculation of the experiment
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TABLE II. Maximum likelihood solution forBR:Br(r/éHEp)x Br(n.— vyy) in units 10 (combined
E835-E760 experiments

Js '=5MeV TI'=10MeV TI'=15MeV s TI=5MeV I'=10MeV [I'=15MeV
(MeV) BR BR BR (MeV) BR BR BR
3576 1.4:2.0 1.8-1.8 1.7:1.6 3618 3.1x22 1.7:1.4 1.1+1.1
3578 3.1-26 2.0851.7 1.7+15 3620 2217 1.7:1.3 1.2:1.2
3580 3524 2.2¢1.7 1.6+1.4 3622 2419 1.6:1.4 1.1+1.2
3582 3.3:2.7 1.9+1.7 1.4+1.4 3624 1.822 1.2:1.4 0.8£1.2
3584 0.8:2.3 1.2:1.7 1.2:1.4 3626 0.531.9 0.4:1.5 0.4:1.2
3586 0.r2.1 0.8:1.6 0.9:1.3 3628 —1.4+22 —0.4*1.4 0.051.2
3588 0.6:2.5 0.6£1.5 0.7:1.3 3630 —1.8+16 —0.8+1.3 —0.3*x1.1
3590 0.4:1.6 0.5-1.4 0.6:1.2 3632 —14+14 —07+11 —0.3*x1.1
3592 0.4:2.0 0.651.4 0.6:1.2 3634 —-0.9+11 -04*11 —-0.1*1.1
3594 0.8-1.9 0.7:1.4 0.6:1.2 3636 0.21.7 0.261.2 0.3r1.1
3596 0.8-1.8 0.7:1.4 0.6:1.2 3638 3425 1.4+1.4 0.9-1.2
3598 15:2.5 0.8£1.5 0.5:1.2 3640 3921 2.1+15 1.3:1.2
3600 1.11.9 0.6:1.4 0.4:1.2 3642 3621 2.1+14 1.3:1.2
3602 0.8:1.9 0.3:1.4 0.1x1.2 3644 1.91.6 1.6-1.4 1.1+1.3
3604 0.6:1.7 -02+13 -02+12 3646 1.92.4 1.1+1.6 0.7:1.4
3606 -1.7+1.9 —-1.0+13 —-0.6+1.2 3648 —11+40 —04+19 —0.2+15
3608 -28+15 —17+13 —0.8+12 3650 —4.3*24 —25+18 —15+1.6
3610 ~43+16 —1.8+*14 —0.7£12 3652 —3.7x16 —33+16 —24+15
3612 -3.0+1.8 -09+13 -0.3*12 3654 —-59+21 —36x15 —27+15
3614 0.9-1.6 0.4-1.3 0.3:1.1 3656 —3.6+15 —3.1+15 —25*+14
3616 2.201.7 1.2+1.3 0.8:1.1 3658 —3.3t22 —22+15 —2.0x14
B. Combined E835-E760 results BR of BR and their parabolic errorsx), as given by the fits.

Experiment E760[12] searched for they. in the re- They are the inpﬂs to the calculation of the F-C upper limits.
stricted center of mass energy regions 3590—3595 and 3612As can be seeBR can be negative, because no bound is
3621 MeV for a total integrated luminosity of 6 ph Of the ~ imposed in the fitting program. The effect on the upper limits
34 pb ! collected by the present experiment, 15.8 plwere ~ of a systematic error on the produej, X [ £dt (7% in the
devoted to the region 3575-3621 MeV. No signal was seef760 data and<4% in the E835 dajawas found to be
by either experiment and combining the data of the two exnegligible. In comparing the data from the two experiments
periments improves the upper limits in the region belowin Fig. 3, notice that even if the cross sections are corrected
3621 MeV. for the respective trigger and analysis efficiencies, they can

We used the E760 data from Table Il of Rgif2], with the  still be different because the two experiments do not have the
trigger and analysis efficiency equal to 0.537, and the data cfame background level. Figure 5 shows the 90% confidence
this experiment in a combined maximum likelihood fit. To intervals as a function of the center of mass energy(&r
accommodate the fact that the background level in E760 wak =5 MeV, (b) 10 MeV, and(c) 15 MeV: the open circles are
different from the background level in E835, we introducedthe limits from the combined experiments; for comparison,
two additional parameterd’ andB’ (to describe the E760 the full squares are the limits for the E835 experiment alone.
backgroundlin the fits to the combined data sétits were ~ The improvement of the limits near 3590 and 3617 MeV is
done with the maximum likelihood method described in theevident.
previous section, this time with five free parameteBRR
=Br(n,—pp)XBr(n.—yy)x1®, A B, A’, andB’. Ev- V. CONCLUSIONS
erything else, the grids of mass and width and the calculation
of the 90% Feldman and Cousins upper limits, was done in
the same way as before. Table Il displays the central values Theoretical predictions of thg; mass have been reported

with values of 3.5718], 3.62[19], and 3.67 GeW? [20].
Our search fom, formation through reaction 1 has shown no
A separate fit to a pure background hypothesis of the E760 datgv'de'f‘ce of itin t.he. mass interval 35753660 Me%/./The .
led to A’ = (15.6+ 1.4) pb andB’ =12.3+ 7.5 to be compared to ©XPeriment sets limits on the product of the branching ratios
A=(18.2£0.6) pb andB=4.7+1.9 from E835 alone. Both results to pp and yy that vary with the mass and the resonance
are largely determined by the high statistics data points/at width, never departing significantly from the experiment sen-
~3526 and 3686 MeV. sitivity. We set the overall limitgat 90% confidence level

A. Limits on Br(#.—pp)XBr(n.—vy)
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N
3
.

B. Comparison with the Crystal Ball candidate

E 10 é_ (0) =5 MeV O E760+E835 )
§75 E ae . . -.. E835 In the region (35945 MeV/c?) where the Crystal Ball
& '5 I L N £ : -.v,-“. reported a candidate with<8 MeV (95% CL), we set the
bs b W 4 % © following 90% confidence upper limits:
0 g. oy | | .o./\.l 2\ m , _ ,
3580 3590 3600 3610 3620 3630 3640 3650 3660 Br(n.—pp)XBr(n.—7yy)
P 6y T=10 Mev <7.6x10°® [sensitivity (4.2+2.4)x10 %]

O E760+E835
® E835

BRWXBR,.x10"
o

for I'=5 MeV,

wn

o

N N
o n
RARNRAAASRAR AN LA RO ALY

J
£
{

O 300~ 5500 3570 382038363540 36750 3660 Br(ne—pp)XBr(n.—1vy)
2125 ¢ <5.2x10° 8 [sensitivity (2.8+1.6)x10 8]
;’% 10 £ (c) F=15 Mev O E760+E835
@75 F ® E835 _
§ ) 3 for '=8 MeV,
25 F %o, -
P S N I B (PN I W I Br(né—>pp)><Br(77é—>yy)
3580 3590 3600 3610 3620 3630 3640 3650 3660
Vs (MeV) <4.6x10 8 [sensitivity (2.3+1.3)X10 8]
FIG. 5. 90% confidence intervals for the product ofﬁeand
the yy branching ratios vs/s. Open circles: the combined E760 for '=10 MeV.
and E835 experiments; full circles: the present experiment. The
resonance width was fixed &) 5 MeV, (b) 10 MeV, and(c) 15 These limits become 5610 8, 3.7x10°8 and 3.2
MeV. The lower limits of the confidence intervals ftm) are zero X 108, respectively, when this experiment is combined with
everywhere and have been omitted. E760.
A direct comparison of our results with the findings of the
Br(né—>5p)><Br(7]é—>yy) Crystal Ball experimen{2] is not possible because of the
different nature of the two experiments. The Crystal Ball
<12.0x10°8 [sensitivity (5.1+2.9)x 10 ®] signal was seen in the inclusive photon spectrunybfde-
cays and therefore does not depend on any decay branching
for '=5 MeV,  ratio of the candidate), while our investigation is tied to the
, — , unknown branching ratios of the candidatepie and toyy.
Br(7c—pp)xXBr(n.—vy) To set a scale for a comparison, we assunaq 7,

<5.9x10°8 [sensitivity (3.1+1.7)x 10 8] —vyy)=Br(y.—vyy) and derived Br(7.—pp) from
Br(7.—pp) using a prescription given in Reff21] for the
case ofl/y/— pp andy’ — pp. Details of this calculation are

;o / reported in Appendix C.
Br(n.—pp)XBr(n;—vyy) pWe Obtainpp

<4.8x10 8 [sensitivity (2.8+1.5)x 10 8]

for I'=10 MeV,

[Br(ni—pp)XBr(n.—vyvy)]

=(0.36£0.13 X[Br(7.—pp)XBr(n.—yy] (1)

for I'=15 MeV.

When the data of this experiment are combined with the

data of E760, the upper limits become —(8+3)x 108,

8.0x10 8 for '=5 MeV, _
using Br(7c— pp) X Br(n.— yy)=(22+4)x 108
5.0x10 8 for =10 MeV, [13,22.
This estimate is compared to our experimental results in

Figs. 3 and 4. We note that sinpp— cc for the 7, and 7/
4.5x10°8 for T=15 MeV. is suppressed by helicity conservation, it is possible that the
rate for this process falls more rapidly witfs than the cor-
The apparent excess near 3618 Me¢ée Figs. &) and  responding rate fod/ s and¢’. Given the theoretical uncer-
4(b)] occurs in the middle of a gap in the E835 scan and igainty in the derivation of the branching ratios, we conclude
highly damped when the E760 data are added to the E83fhat our data do not rule out the existence of the Crystal Ball
data(see Fig. 5. candidate.

and
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C. Comparison with #,

2 | :

The 5, has been searched for by other experiments i . F=5 MeV
[23,24. DELPHI sets a limit on the ratio of the partial 2 ' ¥
N ¢

widths T'(7;— yy)/T(n.— yy)<0.34 (90% C.L), while
L3 sets a limit of 2 keV(95% C.L) for the 7. partial width
I'(ni— vy). If we couple the result of our. search with
our 7. study, we can put the following 90% confidence limit:

BR{7n.—>pp) x BR(n, >y} x 10°

Br ’—>_)><Br( L= YY) 8
(mne—pp 1YY _° 37 (8)

Br(n.—pp)XBr(n.—yy) 22

for a resonance of widtke5 MeV anywhere in the region
3575-3660 MeMVhere we use the combined E760-E835 re-
sults for . and E835 fory, [13,22). If we assume the/y or

branching ratios of they, and of the to be the samésee Y gfysessiico"r: L4
Appendix Q, we set a 90% confidence limit on the ratio of =2 [ o Feldman and Cousins E
the pp branching ratios: [~ Sensitivity
- ~* 3570 3580 3590 3600 3610 3620 3630 3640 3650 3660
Br( 770—>Ep) —037. © Vs (MeY)
Br(n.—pp) FIG. 6. The upper limits fof'(7.) =5 MeV calculated with the

classical Neyman method ignoring the physical bound, are com-

pared to the limits calculated with a Bayesian method with physical

bound at zero, and with the Feldman and Cousins methed the
The limitation of the technique used in the present experitext). The wavy line is the experiment sensitivityee the text

ment is the relatively high level of background from?°

and 7%y compared to &y signal smaller than that expected gram[25]; since the parameter is unbound, occasionally the

at the time the experiment was proposed. Pursuing thigpper limit can assume unphysical values, i.e., be negative in

search in the same channel with increased statistics mayyr case.

prove very h_ard unless the background_ level IS substantially (b) A Bayesian approach assuming a prior “probabi”ty”

reduced. This would require new calorimetry, i.e., a newlyof the unknown parameteBR flat in the physical region

designed experimeritower energy threshold, improved an- BR>0 and null in the unphysical regioBR<0. Here the

gular and/or energy resolution and increased geometric a0, confidencdimit was considered, which in this method

ceptancg implies including 90% of the area above the bound to define
A systematicy, search in exclusive radiative decays of the upper limit.

the ¢’ (3686 formed ate”e” machines may be decisive in  (c) The unified approach of Feldman and Cousgihg].

D. Comment on technique and prospects for the future

confirming this resonance. We give the 90% confidendaterval
A comparison of the results of the three methods Ifor
ACKNOWLEDGMENTS =5 MeV is shown in Fig. 6. One sees that the classical

method produces negative limits near 3610 and 3655 MeV.

The authors gratef!‘”y acknowledgg .th.e technical .SUpran these regions and around 3630 MeV the Bayesian and the
provided by the Fermilab Research Division, Computing Di-go|4man and Cousins methods give limits above the classi-
vision, Physics Section and Beams Division. They also than

Fmethods lead to almost identical results, while the Bayesian

Nimits fall approximately 10% below the others; this is no

surprise, since, away from the bound, the upper limit of a

classical 90% two-sided confidence interval asymptotically

APPENDIX A: COMPARISON OF CLASSICAL, BAYESIAN corresponds to the Bayesian upper limit of a 95% one-sided
AND FELDMAN-COUSINS UPPER LIMITS confidence interval.

ported by the U.S. Department of Energy and the lItalia
Istituto Nazionale di Fisica Nucleare.

The upper limits toBR, the product of the branching ra-
tios of the n_, have been calculated from the data of this
experiment using three methods: To calculate the sensitivity of the experiment, simulated

(a) The classical frequentist method with unbound paramexperiments were generated under the hypothesis of a pure
eter: the upper limit of the 90% two-sided confiderie®r-  packground with cross section parametrized according to Eq.
val is calculated aR+ 1.645r, whereBR is the best fit (3) with A=18 pb andB=6.2. A grid of 43M values from
value ando is the parabolic error given by the fitting pro- 3575 to 3659 MeVE? (2 MeV/c? steps times three values

APPENDIX B: SENSITIVITY OF THE #5. SEARCH
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of the total width {"=5,10, and 15 MeYwas explored. For large radiative QCD corrections present in the individual
each pair of values oM and I', 2500 experiments were and gluon-gluon rates may be expected to cancel out, when
simulated, using the energy settifglsiminosities, analysis, taking the ratio of branching ratidg6].

and geometrical efficiencies of the actual experiment to gen- \We relate the,]éﬂap branching ratio to the knowny,
erate thgPoisson distributechumber of events “observed.”

For each of the simulations (258@13X3=322500) a : :
maximum likelihood fit was performed to a sum of back- ratil;c;llowmg Brodsky and Lepagg2l], we use the ratio of

ground and of a spin zero Breit-Wigner resonance. Free pa-
rameters of the fit were the produ@&R=Br(7.—pp)

HEp branching ratio using/’ andJ/¢ data as follows.

XBr(ne—v7y) x 10% and the background parameteksand T'(¢'—pp)
B. _ I'(¢’ —light quark hadrons
The best fit parameteBR, A, andB have approximately = T'(J/y—pp) (CY)

Gaussian distributions with standard deviations close to the
average parabolic error calculated fromuiT.

For any given experiment BR; and its parabolic error )
dBR are used to calculate the 90% C.L. upper limit that can be rewritten as
UPBR, with the method of Feldman and Cousins: this is

I'(J/ —light quark hadrons

done for a Gaussian distributd8lR,, by interpolation of B Br(y' —>Hp) Br(J/¢— light quark hadrons
Table X of Ref.[17]. e Br(J/4— pp) 8 Br(y’ — light quark hadrons
The average over 2500 experimentdJ®BR is taken as (€2

the sensitivity of the experiment for the particular mass and
width. The shaded bands in Fig. 4 represent the sensitivity

9%hserting the experimental valu€s]:
the experiment as a function of the resonance Mass. g P &)

B Br(J/y—pp)=(2.12+0.10 X 10 3,
APPENDIX C: ESTIMATE OF THE pp AND yy
BRANCHING RATIOS OF THE #/ Br( z//’—>5p) = (1.950.5 % 10~4

We assume they branching ratio of they. to be equal
to that of 5. This follows simply from the assumption that Br(J/¢—light quark hadrons=(69.4+2.1)%,
the decay of each of these states is predominantly through

thecc annihilation into two gluond? and the ratio of the rate  Br(y’ — light quark hadrons=(17.1+4.0)%
into yy to that into two gluons is determined essentially by

the ratio of the electromagnetic fine structure constand  we obtain

the QCD couplingag [26]. Notice that this assumes that the

rr=0.36x0.13.

8Energy settings include the high statistics background points neahle assume, for they., 7. states, that the ratior scales
the h, and they’ formation energies, for a total of 64 data points with mass in the same way it does for tife ¢’ states, and
and 61 degrees of freedom in a 3-parameter likelihood fit. hence has approximately the same value. With the already
*The error of the average is of the order of a few percent; the banghentioned assumption that the annihilation into two gluons
covers the rms variation of the upper limits over the ensemble ofgminates the decay of the,, 7. states, we approximate

simulated experiments. =T . .
L= =TI , and finally obtain
10The 7, cannot decay intodc) states because of energy conser- light quark had y

vation, thus its decay is dominated by 2 gluon annihilation. Fhe
can decay toqc) (e.g., strongly top. 27 or electromagnetically to
h.+ y), however the partial rates of these processes are negligible
compared to the 2 gluon rafg7]. The error quoted is only statistical.

Br(#n.—pp)=(0.36+0.13 Br(7.— pp).
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