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Global fit to the charged leptons deep-inelastic-scattering data:
a, parton distributions, and high twists
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We perform the next-to-leading-order QCD analysis of the world data on inclusive deep-inelastic-scattering
cross sections of charged leptons off the proton and deuterium targets. The parton distributions, the value of
strong-coupling constantg, and the twist-4 contributions to the structure functiénsand F_ are extracted
with a complete account of the correlations of data points due to the systematic errors. The sensitivity;of the
value and the high-twist contribution to the procedures of accounting for the systematic errors are studied. The
impact of theoretical uncertainties on the valuexgfand on the parton distributions is analyzed. The obtained
value of the strong-coupling constant taking into account these uncertainties (M ;)=0.1165
+0.0017 (stat systy+ 39039 theor). The uncertainties of parton-parton luminosities for the Fermilab and
CERN LHC colliders are estimated.
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[. INTRODUCTION the statistical ones. Nevertheless, as shown in [Rébn the

Experiments on deep inelastic scatter{iiyS) of leptons  example of combined analysis of DIS data from Refs.
off nucleons is a unique source of information about strond2,3,5,8 with the complete account of correlations due to
interaction. These experiments were initiated at SLAC Linacsystematic errors, these difficulties can be overcome using in
and later were continued at different accelerators using fixethe fit an estimator based on the covariance matrix. The re-
targets and colliding electron-proton beams. The data fofults of the combined analysis of data from Refs—6],
proton and deuterium targets, given in Réfs-4] are espe- which attempted to account for correlations of systematic
cially valuable, since no heavy-nucleus corrections aré&'TOrs, was later given in Refl10], but due to the large

needed for their interpretation. Those data combined with th8UMPer of independent sources of the systematic errors, they

results from the DESY electron-proton collider HERA col- Were combined with the statistical errors partially. Regard-
lider [5,6] allow one to determine the parton distribution less of the expressed confidence that this procedure should

. . : have minimal impact on the results, this point is not ulti-
func_Uons(PDFs a_nd are widely U.SEd for this purpose. In mately clarified and it is evident that errors on the obtained
particular, global fits of PDFs, which are regularly updatedPDF be distorted
by the Martin-Roberts-Stirling-Thome&MRST) [7] and Instmsy aeerlsvx?(; %éscribe the results of the combined
CTEQ [8] Collaborations, rely heavily on DIS data. It is pap

, . analysis of the world data on the charged leptons DIS off the
often mentioned that the MRST and CTEQ PDFs lack '”for_'proton and deuterium targets given in Rdfs-6]. In com-

mation on uncertainties, which does not allow one to estiparison with our previous fit in Ref9], in the present analy-

mate the uncertainties on the cross sections, which are calis we use data with lower values of transferred momentum

culated using those PDFs. Most often these uncertainties atg. Besides, the data from the SLAC experiments and the

estimated as a spread of results, obtained using differeftermilab-E-665 experiment are added. As well as in F8f.

PDFs sets. Meanwhile, it is evident that, if different PDFswe extract from the data the nucleon PDFs and the value of

are based on the same theoretical model fitted to similar datgrong-coupling constant.. In addition, wealth of data at

sets, this spread mainly reflects uncertainties of calculationgyy Q allows one to determine the high-twigtT) contribu-

rather than real uncertainties arising from statistical and sysjons to the structure functiors, andF, as well. Analysis is

tematic errors in the data used for the extraction of PDFs. Itherformed in the next-to-leading-ordédLO) QCD approxi-

addition, these Collaborations combine statistical and sysmation with the complete account of correlations due to sys-

tematic errors in quadrature, i.e., do not account for the cortematic errors within approach described in HafL].

relation of the latter. Since systematic errors dominate over

statistical ones for many DIS experiments, they govern total Il. THE DIS PHENOMENOLOGY

experimental errors in the PDFs parameters fitted to the data = )

and ignorance of their correlations may lead to the distortion 't 1S well known that the DIS cross section of charged

of the parameters errors and to the bias of their central val€Ptons off nuclleons can be expressed in terms of structure

ues. functions F, 3, .~ For example, the charged leptons cross
Statistical and systematic errors are combined in quadre2€ction reads at 4-momentum transfépsless than the

ture in part for historical reasons. The other reason is that-P0son mass as follows:

contrary to the case of statistical errors, the existing ap-

proaches to the account of systematic errors are not so

straightforward and encounter technical difficulties generated ‘The comprehensive analysis of lepton-nucleon scattering ampli-

by correlations between measurements, which become motedes, including notations used throughout our paper is given, e.g.,

significant when the systematic errors rise, as compared witim review[12].
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, (2.1)  Where indexi marks the partons species aad is running
strong-coupling constant. The dependence of PDFQads
described by the Dokshitzer-Gribov-Lipatov-Altarelli-Parisi

wheres is the center-of-mass-system energy squangdis (DGLAP) evolution equation§17]

the lepton massgy is the ratio of the energy lost by lepton to

(Mxy)?
(1_y_ Q

+ 2(

2\ \,2
mly
1_25)_ FZ_FL)

the initial lepton energyx is the Bjorken scaling variablé/ 99i(x,Q) ldz
is the nucleon mass, and is the electromagnetic coupling 9Q _Ej: . ?Pij[Z’as(MR)'Q/MR]qJ(X/ZvQ)7
constant. The structure functiorts,) depend on the vari- (2.9

ablesx and Q. Within the operator product expansiph3]

the structure functions are given by the sum of contributionsind the PDFs evolution is governed by the splitting functions
coming from operators of different twists. For the Pj;, which in turn depend ors. The quantitiesur and ug
unpolarized-lepton scattering only the even twists larger oin Egs.(2.7) and(2.8) give the factorization and renormal-
equal to two contribute. Thus with the account of the twist-4ization scales, respectively. In the modified-minimal-

contribution subtraction MS) renormalization-factorization scheme used
in our analysis these scales are chosen equal to the value of
LT TMC GeV? Q usually. The splitting and coefficient functions can be cal-
Far(x,Q)=Fz ™ (x.Q)+ H2,L(X)?’ (220 culated in perturbative QCD as seriesdg. For the coeffi-

cient functions these series are completely calculated up to
the next-to-next-to-leading ordéNLO) [18]; for the split-
ting functions the next-to-leading ord¢NLO) corrections
are known, while for the NNLO corrections only a limited
2 FY (e, Q) 2 3 set of the Mellin moment§19] as well as some asymptotes
F5T™C(x,Q) = — 2 STME R e —1l,, (2.3 are availablgsee references i20]). Nevertheless, there are
=2 e Q% 1 attempts to analyze the DIS data in the NNLO QCD approxi-
mation with the consideration of the available moments only
X2 F5T(&rvc,Q) [21-24, or modeling splitting functiong25]. Our analysis is
A1-7)——F— performed in the NLO QCD approximation with the use of
T™C the splitting and coefficient functions kspace as they are
2 3 given in Ref.[26].
+— = (6—27)l,, (2.4) The dependence afg on Q is given by the renormaliza-
2 72 tion %roup equation, which in the NLO QCD approximation
read

11 :&|n<Q /3+1/aS(Q)}

FLT ’ —) +8 In| ——
Jl dz 2 (j Q), (25) CYS(Q) aS(Mz) 2 MZ ,8+ 1/C¥S(Mz) (29)

whereF ;"™ gives the leading twistLT) with the account

of target mas§TM) corrections, as calculated in R¢L4]:

FET™MO(x,Q) =FLT(x,Q) + 2

where

l,=
étme z
where 8= B,/47By, By and B, are regular coefficients of
2x 4M23x? B-function: Bo=11—(2/3)n;, B;=102—(38/3)n;, n; is the
gTMC:1+—\/;’ 7:1+?' (26 humber of active fermions, which depends n In our
analysisn; was chosen equal to 3 fad=m;, 4 for m,

andF5T are the structure functions of twist 2. Such approach=Q=<Mb. and 5 form,<Q<m;, wherem,m,,m are

allows us to separate pure kinematical corrections so that tH82sses of the, b, andt quarks, respectively, and when
functionsH,, (x) correspond to “genuine” or “dynamical” changes, the continuity af4(Q) is kept(see Ref[28] for

contribution of the twist-4 operators. Note that the parametri&rgumentation of this approachThe choice of the quark
zation (2.2) implies that the anomalous dimensions of theMass value as the threshold for switching is optional. For
twist-4 operators are equal to zero, which is invalid in gen-€X@mple, in the analysis of heavy-quark contribution to the
eral case. Moreover, there are attempts to estimate theS¥S Sum rules, given in Ref29], this threshold is chosen
anomalous dimensions from the account of the correlation§9u@l t0 6.8, ¢ . Unfortunately, any choice cannot be com-
between partonésee Ref[15]). Meanwhile, in view of lim- pletely justified, while the dependence of results on the
ited precision of the data, approximati@®?2) is rather good
(see also discussion in R¢fl6]).

The leading-twist structure functions can be expressed in?Analogous equations given in Reff9,27] contain misprints;
factorized form as the Mellin convolution of PDEsvith the  meanwhile, the calculations were performed using the correct Eq.
coefficient function<C: (2.9.
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variation of threshold, say in the interval from,; to 1 E 2
6.5m; , 1, generates one of the sources of theoretical uncer- ¢ E 8) g
tainties inherent to this analysis. Since the valuexgfde- -1 F -1k
pends on the threshold position logarithmically, for estima- -2 E :g
tion of this uncertainty we shifted this threshold value to the —3 2 F
logarithmic center of this interval, i.e., froom;,; to :g g -5t
V6.5, . Very often, approximate solutions of E¢.9), IS TR R SR
based on the expansionsaf in inverse powers of Iig), are 107t 1070 1077 107
used in calculation. Inaccuracy of these expansions for evo
lution of ag from O(GeV) to M, may be as large as 0.001 © f 02 F
[30], which is comparable with the experimental uncertain-9-25 | Of
ties of theas(M) value extracted from the data. In order to 0.2 | B
escape these uncertainties we use in the analysis the exa0.15 E —04
numerical solution of Eq(2.9) instead. 01 f —06 ¢
Since we use the truncated perturbative series, the resulip.os F —08 |

depend on the factorization scalg and the renormalization ok T R -1
scale ur. These dependences cause additional theoretice 10~ 10~ 10~ 10
uncertainties of the analysis The accurate estimate of these

uncertainties is difficult, because the possible range of the FIG.1.A is relative precision of our code used for the evolution
scales variation is undefined and besides, one is to Chan@guations integration. Indicas and d correspond to the valence
factorization scheme as well. In our analysis we estimat&uarks:S to the sea quarkss, to gluon.

only the theoretical uncertainty due to the choicewgfin the

evolution equationg2.8) using the approach described in to provide the results stable by taking into account higher-
Ref.[31]. In accordance with this approach the renormaliza-order QCD correctiongsee also Ref{23]). At low Q, the
tion scaleur is chosen equal thzQ and the NLO evolution twist-4 contribution extracted from the data is less sensitive

equations are modified in the following way: to the choice of the renormalization scalg in Eq. (2.8
than at highQy. The ag(M ;) behaves in opposite way, and
99;(x,Q)  as(kgQ) D fle b(0) then the choic®3=9 Ge\?, made in our analysis, provides
o T a < )z |Pi@ stability of thea, and PDFs values if the NNLO QCD cor-

rections are considered.

Despite the fact that the evolution equations have been
used in the DIS data analysis for many years, no unique
approach for solving them exists. Analytical expressions can

0 be obtained only for the simplified splitting functions, and
+'80Pi(i )(Z)In(kR)]]qJ(X/Z'Q)’ (2.10 direct numericalyapproachespdemang thrgefold integration,
which is time consuming. There are semianalytical ap-
whereP(©® and P are respectively the LO and NLO coef- proaches, based on expansion of PDFs in terms of selected
ficients of the splitting functions series. The change of resultsets of functions, but such approaches, as a rule, lead to loss
under variation okg from 1/2 to 2 gives an estimate of the of universality with respect to the choice of splitting func-
error due to renormalization scale uncertainty. Evidently, bytions and require careful control of the calculations’ preci-
definition, this uncertainty is connected with the impact ofsion. Due to the form of the evolution equation kernel is
unaccounted terms of the perturbative series. rather complicated, correct implementation of a sophisticated

In order to obtain the PDFs from evolution equations, onentegration algorithm meets the difficulties. In the compara-
is to supply boundary conditions at some starting vaye  tive analysis of different codes, used for the DGLAP equa-
The x dependence of PDFs cannot be calculated from th&ons integration, the codes of the CTEQ and MRST Col-
modern strong-interaction theory, it is determined from thelaborations were found to contain the bugee Ref[36]).
comparison with data. Usual parametrization of the PDFs afaking into account these points, we use in the analysis our
Q, reads own code for direct numerical integration of E@.8), based

on the Euler predictor-corrector algorithfsee Ref.[37]).

XGi(X,Qq) =x&(1—x)"i, (2.11 This code allows one to modify kernels of the evolution

equations in order to debug the code, to control the calcula-
For this parametrization the behavior @fat low x is moti-  tion precision, to take into account effects of new physics,
vated by the Regge phenomenolo@ee, e.9.[32]) and at and to implement special cases of evolution. Integration re-
high x, by the quark counting ruld83,34l. If such a simple gion can be expanded easily, and the integration precision is
form is insufficient for a fair description of the data, regulated by the external parameters of the code. For typical
polynomial-like factors are added. Value @f is arbitrary, values of these parameters the code integration precision, as
but it is natural to choose it @8(GeV) to allow for simple  estimated using benchmark described in R&8), is given in
interpretation of the boundary PDFs. Meanwhile, it was re-Fig. 1. One can see that the relative precision is better than
cently shown in Ref{35], that the choice 06, is important  0.001 in the regiox=<0.5 and better than 0.01 in the region

as(kRQ) (1)
+ T[ Pi’(2)
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x=0.5. This is good enough for our purposes, since the erthis reason in order to get satisfactory precision of the pa-
rors on data are larger than the integration errors for.all rameters errors one is to guarantee better precision of the

Since Eq.(2.8) is valid for massless partons only, the fitted model calculation, which may be time consuming if
heavy quarks contribution, which is significant at logwv ~ manifold integration is involved. Because this is the case for
should be considered in a peculiar way. In the approach desur analysis, estimation of the correlation coefficients be-
scribed in Ref[38] the heavy quarks are considered as masstween the fitted values aks and the HT contribution is a
less ones. They are included into the general evolution starfiontrivial problem.
ing from a threshold value @, which is proportional to the
guark mass, while at the values @f lower the threshold IIl. DATA USED IN THE FIT AND STARTING PDFs
these distributions are put to zero. Evidently, in this approach
the heavy quarks contribution is overestimated in the vicinity ~We fit the PDFs to the data on the charged leptons DIS off
of the threshold. An alternative way to consider the heavyProton and deuterium given in Refs—6]. The data points
quarks contribution is to calculate it using the photon-gluorwith Q*<2.5 GeV* were not used in the analysis in order to
fusion model of Ref[39]. At high Q and lowx “large loga-  reject the region, wherey is rather large and the NNLO
rithms” arise in the elementary cross section of this processprder QCD correction may be important. The points with
which may demand its resummati@40]. Meanwhile, as it >0.75, for which the nuclear corrections are large, were re-
was shown in Ref[41], the region ofx and Q, where the moved also. The data used in the analysis occupy the region
resummation is really needed lies outside the region of thd0™*<x=<0.75, 2.5 Ge¥<Q?<5000 Ge\*. The number
available DIS data. For this reason we calculatedcthadb ~ of data points for each experiment is given in Table I.
quarks contributions to the structure functidfg_using the The starting PDFs were initially parametrized @%
photon-gluon fusion model with the NLO coefficient func- =9 Ge\? as follows:
tions of Ref. [42] and the renormalization/factorization _ _
scales equal to\/Q2+4m5b at the quark massesn, X0 (X, Qo) =AX(1—x)P(1+ YL X+ %) (3.0
=1.5 GeV andm,=4.5 GeV.

The LT contribution to the DIS structure functions is and then the parameterg which agree with zero within
rather well understood from both theoretical and experimenerrors, were by turn fixed at zero till such parameters existed.
tal points of view. Since this contribution depends @n  Evidently, the fit quality could not get worse when such pa-
weakly one can reject the lo®- data points and leave the rameters are fixed. The PDFs functional form resulted from
data set, which is both statistically significant, and can behis simplification and used in the final fit reads
analyzed within perturbative QCD in order to determine the

LT x dependence. The HT contribution is lesser known than 2
the LT one. The theoretical analysis of the WBependence XUy(X,Qq) = —anu(l—x)t’U(lJr Y5X), (3.2
is equally difficult as for the LTx dependence and, as a N,

result, it should be determined from data. Meanwhile, due to
the fast fall of the HT contribution witlQ) it is significant for Ag
Q?<10 GeV only. At very low Q the subtraction of the LT XUs(X,Qo) = Ns XL =x) s, 3.3
contribution, as calculated in perturbative QCD is problem-
atic due to the rise ofrs. As a result, only the data fap? 1
=1 _G_e\/z can be used for the HT extraction and the results’ Xay(X,Qq) = —and(]_—x)bd, (3.4
precision is poor. Ng

Study of the possibility to separate the HT and LT contri-
butions has a long historigee Refs[43—-46). Although the A
Q dependences of these contributions are different, in the  xdg(x,Qq)= —Sxasd(l—x)bsd, (3.5
limited range ofQ the HT power corrections can simulate NS
the logarithmic LT behaviof47]. Moreover, as it was shown
in Refs.[44,48, the power corrections can almost entirely As
describe the scaling violation observed for the DIS data, if XSs(X,Qo) = —Sﬂsxass(l—x)bss, (3.6
the data precision is limited. In particular, this causes large N
correlations between the fitted valuesaafand the HT con-
tribution. This correlation leads to the rise of the fitted pa- XG(X,Qq) =Agx?e(1—X)°6(1+ y§\x+ ¥5X),
rameters errors. The rise of errors is unpleasant effect, more- (3.7
over, the fitted model nonlinearity can become essential as a
result. Besides, the fit results become less stable with respeshereu,d,s, andG are the up, down, strange quarks, and
to the change of the nonfitted parameters and adoptions @luons distributions, respectively; indicés and S corre-
the fitted model, i.e., the theoretical errors on the fitted paspond to the valence and sea quarks. The parameters
rameters rise also. Finally, if large correlations between paN;, ,Ny, andAg were not fitted, instead they were calculated
rameters occur, the second derivative matrix for the minifrom the other parameters using the conservation of the par-
mized functional is poorly determined and the inaccuraciesons momentum and the fermion number. The paranméter
of calculations increase when its inversion is performed. Fowas calculated using the relation
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TABLE I. Total number of point§NDP), number of independent sources of systematic erfd&E),
Y?/NDP and the net residu& for each experimer{standard deviation dRis given in parenthesisAlso the
renormalization factorg for the old SLAC experiments are given.

NDP/(1—&)(%)

Experiment Proton Deuterium NSE  x?NDP R

SLAC-E-49A 58/1.8:1.3 580.4+1.2 3 0.52 —0.050.23
SLAC-E-49B 144/2.61.3 135~0.1+1.3 3 1.20 0.2@0.29
SLAC-E-87 90/2.6:1.2 90/0.2:1.2 3 0.91 0.000.37
SLAC-E-89A 66/4.2-1.8 59/1.2:1.9 3 1.34 —0.180.45
SLAC-E-89B 79/1.5:1.2 62/~0.7=1.2 3 0.82 0.4@.49
SLAC-E-139 16/1.61.2 3 0.64 —0.100.43
SLAC-E-140 26 4 0.89 0.50.86
BCDMS 351 254 9 1.15 0.00.68
NMC 245 245 13 1.32 0.048.62
H1(94) 147 5 0.96 0.1(0.25
ZEUS(94) 188 20 2.14 0.31.34
Fermilab-E-665 47 47 10 1.23 0.@838
Total 1080 1327 79 1.20 0.1222

1 correspond to the minimal values xfFor this reason the,
Zjo X[Us(X,Qo) +ds(X,Qo) +55(X,Qo)JdX=As. (3.8)  data points shifts due to the reduction to the common value
of F_ are not very significant in average, but at the edges of

It is well known that the charged leptons data do not allow tothe experiments data regions may reach several percents.
confine the sea quarks contribution. For this reason the pd¥ote that at lowx the F, value strongly depends on the
rametery, was fixed at 0.42, which agrees with the recentdluon distribution and, hence, in the fit to the cross sections
results of the NuTeV Collaboration given in R¢9]. The  data an Qd_c;lltlonal constraint for the gluon dlstrlputlon oc-
other sea distributions parameters were constrainedas CUrS, i.€., itis better confined, as compared to the fit tdthe
=asg= Ass, Dss= (Dsytbsg)/2. data. L .

The DIS cross sections calculated from the QCD-evolved The TM correction is most important for the SLAC data,
PDFs using Eq(2.1) with the account of the TM corrections 1€ss important for the BCDMS data, almost unimportant for
given by Eq.(2.3) and the twist-4 contribution in additive the New Muon CollaboratiotNMC) data, and negligible for
form as in Eq.(2.2), were fitted to the cross-section ddta. the others. Note that our TM correction g given by Eg.
The HT contributions to the proton and neutron structurel2-3) differs from that applied in Ref50], where the substi-
functions F, were parametrized by separate functign§  tution
andH}, respectively, and the HT contributions to the proton
and neutron structure functiofs , by the common function F5T™C(x,Q)=F5"(é1mc.Q) (3.9
HY, since the latter coincide within errors. The functions

p.n N : : -

H> .and_HL were paramet_nzed in the quel mdependentwas used to account for the target-mass effect. The numerical
way: atx=0,0.1, .. .,0.8 their values were fitted to the data, yjtference between these two approaches is maximal at high
and between these point the functions were linearly interpog 44 low Q, e.g., for the SLAC data it reaches 40%. In

lated. The common approach for the PDFs global fits is tQyqgition our TM correction, contrary to that given by Eq.
use data orf, instead of the data on cross sections. Wlthln(3.9) changes sign at~0.5.

this approach one ignores the fact thatfhevalues given by The deuterium data were corrected for the Fermi motion
different experiments are often extracted from the cross segsfact as in the model of Ref51] with the deuterium wave
tions using different values df, . In our fit theF, contri-  fnction from Ref[52]. The deuterium correction value rises
bution to the cross section was calculated iteratively and thgiin x and reaches 16% for the SLAC data. This correction
data were reduced efficiently to the common valueFpt  \y55 calculated iteratively in the fit to provide consistency of
Since theF, contribution rises witty, the effect of this re-  he analysis. The two-dimensional integrals involved in the
duction is more important at high. Because the collision ggel were calculated using the code of R3], which
energy of each experiment is limited, the highest values of royides better numerical stability, than the standard codes

based on the Gauss integration algorithm. To save on calcu-

lation time, we adopted that the Fermi motion correction for

3Since the high? data from the H1 and ZEUS experiments were the structure functioxF;=F,—F is the same, as for the

corrected for theZ-boson contribution, Eq(2.1) is applicable to  structure functiorF, (we checked that this adoption does not
these data also. significantly affect the results
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IV. FITTING PROCEDURE AND RESULTS

30 :
35 F
The fitted parameters including the PDFs parameters, the, FH1

- . 5 30 F

value ofag, and the coefficients of the functiohs,; were os b
determined from the minimization of the functional 20 Nl
15 E 20 B

F 15 E

x2=K2ij (fi— &y Eij(f— &yy), 41 10f o b

h 5 5[
whereE;; is inverse of the covariance matr; , ==

Cij= &k 8y oioq+1if (5 1), (4.2 FIG. 2. The distribution of diagonalized residuals for the ZEUS

and H1 data(full curves, normal distribution; dashes, the Gauss

index K runs through the data subsets corresponding to theistribution with the dispersion and the mean equal to the dispersion
different experiments and the different targets within one ex-and the mean of the residuals distribuioAll curves are normal-
periment, indices,j run through the data points in these ized to the number of points in each experiment.
subsets. The other notatiop: are the measurements, are
the statistical errorsi are the renormalization factorg,are  the fitted parameters’ systematic errors due to the data sys-
the fitted model calculations depending on the fitted paramtematic errors are automatically included in the total error;
eters, andfyf are the systematic error vectdithe dimen- for_ estimator(4.3) the parameters’ syste_zmatic errors are the
sions of these vectors for each experiment are given in Tablglifts of the parameters under the shift of the data by the
| as number of systematic errof§SE)]. The systematic er- value. of their systematic errors. _The d]sper3|on .of estimator
rors were considered as multiplicative, which is the naturaf4-3 iS @lways larger than the dispersion of estimatad)
way for the counting experiments. All systematic errors, ex-2nd, as it was shown in Reffl1], the ratio of these disper-
cluding the normalization errors on the old SLAC experi- SIONS can regch severa_l unlts_for reqhstlc cases. It was shown
ments, were accounted for in the covariance matrix. The datd!SC that estimatof4.1) is unbiased if the systematic errors
from the old SLAC experiments, as they were given in Ref.O" the parameters are not muph more than the statistical
[1], are the result of reanalysis of the original experimenta"€S: In order to control the estimator bias one can trace the
data published earligffor the details see Ref54]). One of ~ value of the net residua, equal to the mean of weighted
the purposes of this reanalysis was to renormalize the olgesidual €—y)/\o?+(f7)* . The x* values and the net
data on the data from dedicated experiment SLAC-E-140'esiduals for the total data set and for each experiment sepa-
However, because the latter did not release the proton targitely, calculated at the parameters values obtained in the fit
data, the renormalization of the proton data was performeg@ased on estimatd#.1), are given in Table I. One can see,
using the experiment SLAC-E-49B as a “bridge.” Such that the net reS|du_aI_vaIge is within |ts.standard. dgwétmn
technique certainly brings additional uncertainties on the re@nd the data description is good, excluding description of the
analyzed data. In order to escape those uncertainties we pe&fEUS data. For more detailed analysis of the confidence of
formed the independent renormalization of the old SLActhe ZEUS data description we calculated for those data the
experiments without a “bridging,” which is possible in our diagonalized residuals® using the relation
case, since we use more proton data than in the analysis of N
Ref. [1]. For this purpose we fitted the factofg for each D_ Fo_v
target of each old SLAC experiment independently. Along- fi ;1 VE,(f-y)) “4
side, to keep the analysis consistency the errors due to nor-
malization uncertainties of the old SLAC experiments, givenwhere indices, j run through the data points. If data are well
in Ref. [1], were canceled out. For other experiments thedescribed by fitted model, then for lardethe values of
parameters were fixed at 1. The asymmetrical systematicobey the normal distribution, i.e., the Gauss distribution with
errors on the ZEUS data were symmetrized, when including€ro mean and the dispersion equal to 1. The distribution of
in the covariance matrix, and systematic errors on the’P for the ZEUS data is given in Fig. 2. Evidently, it does
BCDMS data for the proton and deuterium targets were connot agree with the normal distribution, that is not surprising,
sidered as perfectly correlated. since the data description is poor. Note, that the diagonalized

The statistical properties of estimatg#.1), which is residuals mean is small for the ZEUS ddta05; mean-
based on covariance matrix, were considered in Reflin ~ while, the dispersion is equal to 2.1, i.e., it is far from the
comparison with the statistical properties of the simpjgst normal distribution dispersion. It is difficult to ascribe this

estimator based on the minimization of the functional discrepancy to the shortcoming of the fitted model, since, as
it can be seen in Fig. 2, analogues distribution for the H1
’ (fi—yi)? data agrees with the normal distribution perfectly, whereas
X=2 =, (4.3
o'.

which is often used in particle physics for the analysis of “The R standard deviation was calculated using Ej11) from
data including the correlated ones as well. For estim@tdy Ref.[11].
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TABLE II. The fitted o and the PDFs parameters vallésthe fit based on estimatd#.); II: the fit
based on estimata@#.3); Ill: the fit with the statistical and systematic errors combined in quadrhtGigen
errors on the parameters include both statistical and systematic errors, pure statistical errors are given in
parenthesis.

Valence quarks

a, 0.693+0.033(0.027) 0.7150.114(0.029) 0.7080.035
by, 3.945+0.050(0.039) 4.1190.257(0.038) 4.0370.049
Y4 1.29+0.44(0.37) 1.39:1.86(0.40) 1.42:0.49
ay 0.725+0.086(0.082) 0.7080.172(0.094) 0.7170.13
by 4.93+0.13(0.12) 4.830.27(0.17) 5.08:0.17
Gluon
ag —0.225+0.035(0.031) —0.169+ 0.065(0.029) —0.135+0.044
bg 6.1+2.1(1.8) 4.95.6(1.7) 40713
VS —2.63+0.83(0.71) —3.41+0.99(0.45) —4.06+0.48
¥S 4.7+2.9(2.4) 4.44-3.4(1.3) 5.411.2
Sea quarks
Asg 0.166+0.011(0.0095) 0.1670.025(0.011) 0.1670.017
agg —0.1987-0.0067(0.0050) —0.1853+0.0181(0.0050) —0.1833+0.0075
beg 5.1+1.4(1.3) 5.4-2.8(1.4) 4921
7 1.13+0.11(0.087) 1.16:0.23(0.086) 1.160.16
bsu 10.29+0.97(0.81) 10.56 3.2(0.83) 11.21.1

as(Mz)  0.1165-0.0017(0.0014)  0.11380.0044(0.0021)  0.11360.0036

both experiments gained similar statistical and kinematicafit to the nonsinglet SLAC-BCDMS data by taking into ac-
coverage. One more possible explanation of this disagreesount the BCDMS data correlations leads to much more sig-
ment is that the systematic errors given by the ZEUS colnificant shift of the parameters than by taking into account of
laboration are underestimated, but still are Gaussian distrilSLAC data correlations. The value Bffor the total data set
uted. In such cases the Particle Data Gr@®@PG) scales the is well within its standard deviation, which confirms the fit
errors so thay?/NDP becomes equal to (see review30]). unbiasness.

In our case this approach cannot be used, since the number of The fitted PDFs parameters are given in Table II. We
independent sources of the systematic errors in the ZEU8nderline, that in our fit the universality of the valeneeand
experiment is large and a lot of variants of such rescaling cad-quarks behavior at low is not initially assumed, contrary
be applied. Besides, the distribution of residuals would reto the popular global fits practice, and the fit results confirm
main non-Gaussian after the errors rescalisge dashed this universality with the few percents precision. At the same
curve in Fig. 2. Driven by this consideration one can sup- time the Regge phenomenology predictizee, e.9.[32])

pose that systematic errors on the ZEUS data are non-

Gaussian distributetbut with zero meanand theny?NDP a,=ag=0.5 (4.5
must not be equal to 1. If so, the fitted parameters, which are . _ . L
confined by the ZEUS data, also may be distributed in arbilS In disagreement with the fit resuftsh possible interpre-
trary way(see in this connection R465]). Because an exact tation of this d|sagreemgnt is, that Hg.5), as itis deduced,
estimation of the confidence intervals for unknown distribu-'S not_related to a particular value @ whﬂe the QCD
tion is impossible, we recommend for this purpose, in par-_evOIUtlon does change the_PDFbe_ha\_llor._ As itwas shqwn
ticular for evaluating the PDFs errors at low the robust in Ref. [56], for the non-singlet distributions at low this

estimate of the confidence intervals, based on the Chebysh&anJe€ is not very significant, but at least partially it can help
inequality (see discussion in RefL1]). to explain the observed disagreements. The values of the

The dispersion of the net residuBlis maximal for the ~Parameters, anday agree with the results of our earlier

SLAC-E-140, BCDMS, and NMC data set®emember that analysis in Ref[9] and with the value of the parameter de-
this dispersion rises with the increase of data correlation, angc/Ping the lowx behavior of the nonsinglet neutrino-
full correlation corresponds to the dispersionRequal to nucleon structure functioxF3, which was obtained from the

1) Thus, one can conclude, that the account of the scpmdit to the CCFR data in Ref§57,58. For the obtained values

and NMC data correlations has the largest impact on the

analysis results, since the number of points in the SLAC-E-

140 data set is small. This conclusion is in line with the Swe especially underline this point, since E4.5) is often used
results of Ref[27], where it was obtained that the combined for theoretical estimates.
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of the parameters, which describe the valenee and 20 E
d-quarks behavior at higly, the relationby=a,+1 holds 15 B
with good precision, in line with the quark counting rules.
Meanwhile, the absolute values of these parameters deviat
from the quark-counting-rules predictiorts,=3, by=4.
This disagreement can also be due to the QCD evolution
moreover, for the nonsinglet distribution the evolution effect
is stronger at high.

As one can see from Table Il, the systematic errors in the ! k N 1
parameters describing the valeneejuark distributions at 08 £ ™ 10 £
high x and the sea quarks distributions at Izware especially 0.6 |
large. At the same time the ratio of the total error to the pure0.4 L
statistical one i€D(1) for any fitted parameter, that guaran- 0.2 b oo o 0N qg e VRN
tees their unbiasness. In order to estimate the sensitivity o 107* 107> 107> . 01 02 03 04
the parameters values to the approach used to take the sy
tematic errors into account, we performed the fit based or®-8 f o) 0.08 p
estimator(4.3) and the fit with the statistical and systematic 0.6 = Y 006 | x(ds—us)
error combined in quadrature. Results of these fits are alsg 4, F== 0.04 | [om
given in Table Il. One can see, that in the fit based on esti- | F
mator(4.3) the central values of some parameters are shiftec” ™~ fx‘(dv‘l'clis) 002 & | -

by more than two standard deviations as compared with the © =555 7 3o 05 Yo oo oo s

fit based on the estimatd#.l). This shift is larger for the X X
par"?‘m.eters Wlth. Iarge. ratio of the S);Stematlc errors fo the FIG. 3. The br experimental error bands for our PDFsQf
sftatlstlcal ones, in particular fd_lru andvyy . Nevertheless, the —9 Ge\2 (full lines). For comparison the nominal MRST980ts

fit based on estimatd#.3) prowdgs a corrept estlma_lte of the ;g CTEQS(dashes PDFs are also given.

parameters, the only shortcoming of estima:d) is that

the obtained parameter errors may be several times larger ]

than the parameters errors obtained in the fit based on esflispersions of the parameters and took the square roots of
mator(4.1). In our analysis the maximal ratio of these errorsthese differences as the systematic errors in the parameters.
is about 5 and within the errors the results of both fits agreeThe ratio of systematic errors in the selected PDFs to their
At the same time the fit with the statistical and systematicstatistical errors is given in Fig. 5. As it is noted above, the
errors combined in quadrature may give incorrect estimate gfystematic errors impact is more important for thgquark

the parameters, since the data correlation information is lost
in this case. As a result, the central values of some param-
eters, in particulabg and agq, obtained from this fit are ;2L xG 10
shifted from the results of the fit based on estimdtbt) by /
the statistically significant valuesee Table ). Some pa-
rameter errors obtained in these two fits are very different
also, e.g., the errors ing(M;) and the parameters describ- 19 L 10k
ing the gluon distribution at higlx. These differences evi- F e e g
dently may lead to fake disagreements with other experimen:
tal results and cause discussions on new-physics
manifestation if the results of a fit, performed without taking ¢ L vl ol 0 P S R R RTT MW
into account the data correlations, are used for the compari 10°* 167> 167> 16” 107 107 107 107
son.(The example of resolution of such “disagreement” en- ,
countered in the comparison of the SLAC-BCDMS and [~ .. 107
CERN e"e™ collider LEP data onas was given in Ref. 0 L

[27].)

[

- x(u,+d,)

V. THE EXPERIMENTAL PDFs UNCERTAINTIES 10 ¢
The fitted PDFs with their experimental errors, including
both statistical and systematic ones, are given in Fig. 3, anc 1 f
the relative experimental errors on the PDFs are given in Fig. | | ‘ | ‘ L
4. To estimate the separate contribution of the systematic -4 =5 5 oot 1 Ty ose s o
. 0 10 10 10 10 10 10 10
errors to the total ones we calculated the parameters disper-
sions keeping the central values of the fitted parameters, but FIG. 4. The relative PDFs errot8b) (full lines, the total errors;
without taking into account systematic errors in the datadashes, the experimental oheSor comparison the relative experi-
Then we extracted these reduced dispersions from the totalental errors on the PDFs of R¢@] are also giver(dots.
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25 occurs because in the analysis of R&X| the HT contribu-
225 ¢ tion was fixed at zero, which decreased the PDFs errors. The
2F 5 st/stat f correlation coefficients matrix for the PDFs parameters is
: given in Table Il and the selected PDFs correlation coeffi-
cients are given in Fig. 7. The correlations are larger for the
valence and sea quarks distributions. This can be readily un-
derstood, since these distributions contribute to the charged
leptons DIS structure functions as the sum and hence can be
hardly separated. Due to the large correlations between some
PDFs, the ratio of the systematic errors in their linear com-
binations to the statistical errors in these combinations may
X not be proportional to such ratios for the PDFs themselves.
For example, as one can see in Fig. 5, the relative systematic

FIG. 5. The ratio of the systematic errors on the fitted PDFs to in th f ks distributi £
the statistical onesfull lines, the gluon distribution; dashes, the errors In the sum of nonstrange quarks distributions attow

total sea one; dots, the-quark one; dotted-dashes, toequark  are significantly smaller than for the andd-quarks distri-
one. butions separately.

The relative experimental error in the gluon distribution
distribution at allx in question and fod-quark distribution at rises withx due to rapid falloff of the distribution itself. _The
low x. The PDFs errors as well as their parameters errorgfompt-photon data were often used to better confine the
depend on the approach used to take systematic errors ingduon distribution at highx, but the prompt-photon-
account. The PDFs errors obtained in the fits based on estiroduction data, which appeared recently, turned out to be in
mators(4.1) and (4.3) are compared in Fig. 6. One can seedisagreement with the earlier daee[59)). Besides, it was
that for the latter the errors are several times larger generallyghown that in the theoretical analysis of this process large
The errors on PDFs obtained from the fit based on estimatd#ncertainties occutsee[60]). For these reasons one cannot
(4.1) in our earlier analysis of Ref9] are also given in the Use the prompt-photon data for pinning down the gluon dis-
same figure. In that analysis we used data of Rgf&®,5,§  tribution in a consistent way. In our analysis the gluon dis-
with Q2>9 Ge\? andW>4 GeV. At small and moderate tribution at lowx is determined by the slope of the structure
the errors in PDFs obtained in the earlier analysis are severf#nction F, on Q (see Ref[61]) and at highx from the
times larger than the PDFs errors obtained in the preserartons momentum conservation. The experimental errors on
analysis. At highk these errors are of the same order, and forthe sea quarks distributions are also rather large, since we did

some PDFs the earlier analysis errors are even smaller. Thitt use in the analysis the Drell-Yan process data.
Unfortunately, the obtained PDFs and their errors suffers

from definite model dependence. For example, if one re-

102k X6 103 x(u,+d,) f leases the constrairets,=asq=ass, the quark distribution
F F e errors at lowx rise significantly. Analogous effect is ob-
- served, if more polynomial factors are added to the starting
S it PDFs. Such model dependence is inevitable, since it is im-
10 T 10 possible to determine a continuous distribution from limited

number of measurements without additional constraints. The
model dependence is stronger for the PDFs correlated with
another PDFs, e.g., for the sea- and valence-quarks distribu-

T T T
Ll

1 gl 1 gl tions, while the model dependence is weak for the sum of
10 10 10 10 10 10 these distributions. The gluon distribution is also insensitive
102 to the variation of the quark distributions due to rather weak

E correlation with the lattefsee Table ).
0 L i F x(dv+d,) The MRST and CTEQ PDFs are given in Fig. 3 in com-
- ; parison with ours, although the comparison is incomplete,
"""" : ' r ! since the errors on the MRST and CTEQ PDFs are unknown.
Note, that the difference between the MRST and CTEQ
PDFs almost everywhere is smaller than our PDFs errors. At
high x it may occur because those collaborations use in the
analysis more data, but a more probable explanation is that
the MRST and CTEQ Collaborations get similar results as
e 1 gl they use similar data sets. In particular, this means that the
3 2 1 3 2 1 y p ;
10 10 10 10 10 10 difference between the MRST and CTEQ PDFs cannot be
FIG. 6. The relative experimental PDFs err¢%) (full lines, used as the estimate of the PDFs uncertainty. On the whole,
our analysis; dashes, the analysis of R&€]]). For comparison the ~With the account of our PDFs errors, there is no striking
relative experimental PDF errors obtained in our analysis from thelisagreement of our PDFs with the MRST and CTEQ ones.
fit based on estimatd#.3) are also giver(dots. Our gluon distribution is slightly higher than the MRST one

et T

- X(Uv+ Us)

094022-9



S. I. ALEKHIN PHYSICAL REVIEW D 63 094022
TABLE lll. The correlation coefficients for the starting PDFs parameters. The largest coefficients are printed in bold.
a by Y2 aq by As Asd bsq Nu bsy ag b 7’? 7’? as(Mz)

a, 1.00

b, —-0.84 1.00

v —0.97 0.92 1.00

aq -0.09 -0.09 0.05 1.00

by -0.21 002 019 0.71 1.00

Ag -0.14 034 0.24-0.86 —-0.54 1.00

asq 058 —-045 —-055 037 0.16-0.46 1.00

bsq —-0.05 -0.10 0.00 097 054 —0.88 040 1.00

M 0.25 —-0.13 —-0.23 —0.69 —0.24 047 0.01-0.78 1.00

bsy 0.83 —-0.74 —0.86 —0.14 —-0.16 —0.24 062 —0.10 044 1.00

ac 0.23 -0.22 -0.23 037 020-038 053 037-021 0.18 1.00

bg 0.18 -0.17 -0.20 0.112 0.17-0.08 —-0.10 0.06 —0.11 —-0.02 0.27 1.00

¥$ -036 034 036-045 -030 048 -052 —-044 0.18 —0.30 —0.82 —0.47 1.00

¥ 0.34 -0.34 -036 028 026-032 015 023-011 020 046 089 —0.77 1.00

as(My) 0.22 -0.31 -0.18 0.01 —0.05 —0.05 0.04 —0.01 004 0.17 0.01-039 0.03 —0.18 1.00

at low x, but this disagreement is statistically insignificant. one needs to perform a detailed analysis of all parametriza-
Excess of our sea-quarks distributions over the MRST antions to clarify this discrepancy. Excess of the and
CTEQ ones at low is statistically significant, but there are d-quarks distributions over the MRST and CTEQ ones at
several reasons for it. First, both collaborations use massless(.3 s statistically most significant. We checked that that
scheme to take into account the heavy-quarks contributionthis excess occurs because the MRST and CTEQ Collabora-
which can lead to the overestimation of this contribution, angjons renormalize the BCDMS data by 1-2% downward.
the_corresponding underestimation of the light-quarks contrigjce we do not apply such renormalization, our parametri-
bution at lowx. Second, the MRST and CTEQ Collabora- ;aion forF,, as well as ther- andd-quarks distributions, are
tions use in the analysis the CCFR neutrino data of R, higher. Besides, we applied the TM correction and the cor-
which confine the sea-quarks contribution and were recently, jon o the Fermi-motion in deuterium, that also leads do
correc_:ted by the authors just at lowsee Ref[63]). Finally,_ t#we rise of the quarks distributions at mo'demteNote that

the discrepancy between the MRST and CTEQ PDFs is Othis excess may help to explain the excess of the Fermilab

the order of discrepancy between those PDFs and ours, "Crevatron jet production cross-section data at transverse en-

"‘x‘G_(dv"'ds)
T — Q*=9 GeV*
oI Q*=10° GeV*
—o5}
-1
0.5 G_(Uv‘l'us) \‘(dv+ds)_(uv+us)
ol Yt AN
-05F ) R
-1
05| )
0 /\/\\
Bl (uy+us)—(us+ds)

FIG. 7. The PDFs correlation coefficients at differ€rt

ergies of E;=200-400 GeV over the QCD predictions,
since this cross section gets large contribution from the
quark-quark scattering at~0.2.

The comparison of our PDF errors with the errors in PDFs
of Ref. [10] is given in Fig. 6. One can see that despite
additional NMC data on the neutron and proton structure
functions ratio and the CCFR neutrino data are used in the
analysis in Ref[10], our PDF errors are smaller generally.
We ascribe this difference to the fact that the estimétd)
was used in the fit also in the analysis of REf0]. This
conclusion is supported by the comparison of the structure
function F, band, calculated from the PDFs of R¢L0],
with the data used in that fit. The comparison is given in Fig.
8. One can see that the leftmost point error is smaller than
the error on theF, parametrization of Ref[10] for this
point, i.e., estimato(4.3) applied to that analysis uses infor-
mation given by this measurement inefficiently. The qualita-
tive explanation of such behavior of estimatdr3) is that
for this estimator the fitted parameters’ systematic errors are
basically determined by the data points with the largest sys-
tematic errors. Estimatait.1) used in our analysis is more
efficient than estimatof4.3) and, as one can conclude from
Fig. 8, our error in théF, parametrization is basically con-
fined by the point with the lowest systematic error. More the
difference of the PDFs errors obtained in the fits based on
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T 002 b TABLE IV. The a4(M;) theoretical errors due to different
b sources.

0.018 |

£ Source Value
0.016 |-

r MC +0.0003
0.014 " SS +0.0001
0012 | RS *+ 00054

N TS —0.0020
0.01 i DC —0.0012
0.008 L

50 60 70 80
Q* (GeV?)

20 30 40
enological model of Refl64]. In view of the discussion in
Refs.[65,66 on the applicability of the model of Rdi64] to

FIG. 8. The I experimental error bands fé} calculated us-  the light nuclei, one may suppose that the latter error may be
ing different PDFs(full line, our PDFs; dashes, the PDFs of Ref. gyerestimated.
[10)). Circles: the SLAC data; squares: the BCDMS ones. These changes were made in turn and the fitted parameter

shifts for each change were taken as the theoretical errors in

estimatorg4.3) and(4.1) more is the relative contribution of the parameters. Sometimes in other similar analysis the PDFs
the systematic errors to the total one. As a consequence thifeoretical errors due to the; and HT, uncertainties are
difference is especially large for theequark distribution, and  estimated using the same approach. In our analysis these
it is demonstrative that the error in thequark distribution  errors are included in the total experimental errors, since
of Ref. [10] almost coincides with the-quark distribution  poth ag and the HT contribution are fitted. We underline that
errors obtained from our fit based on the estim&4o8) (see  the scales of the considered theoretical errors are rather con-
Fig. 6). The error ind- andu-quark distributions ratio at high ventional, since they are based on the “reasonable” esti-
x given by our PDFs is also smaller as compared with thismates of the model uncertainties. For this reason the theoret-
error given by the PDFs in Reff10] (see Fig. 9. ical errors should be accounted for with certain cautions.

VI. THE THEORETICAL UNCERTAINTIES VII. THE a5 VALUE AND THE HT CONTRIBUTION

The theoretical uncertainties inherent to a phenomeno- : . _
logical analysis cannot be ultimately defined, since in the, OV\é%lc;b(tg;egy;?mThtgzxf[;tert;]eer\glugﬁg:ﬂéz (_)t())t;i]g?i

study progress the set Of. such uncertainties may INCrease or our analysis is two times less than that in the NLO analy-
decrease. In our analysis we accounted for the followin

sources of the theoretical uncertainties: MC, the change i is of similar data set described in Rgd], where the value

the c-quark mass by 0.25 GeV: SS, the change in the stranggs{M2) =0.1160-0.0034 (exp) was obtained. The contri-

sea-suppression factor by 0.1, in line with the estimate giverl?Utions of separate sources of the theoretical errors in our
by the NuTeV collaboratiorf49]; TS, the change in the value ofag(M5) are given in Table IV. One can see, that the

. largest contributions give uncertainties of the QCD renor-
heavy-quarks threshold values from., to \6.5m;, in . :
accordance with the consideration of Sec. Il; RS, the changmahzmIon scale and the heavy-quarks threshold vajass

) o ; . . ecially for b quark. Combining all these contributions in
in the renormalization scale in the evolution equations fro y quark 9

Q/2 to 2Q; DC, the change in the deuterium-nuclear modelquadrature, we obtain
based on the account of Fermi motifsi] on the phenom-

3 b o i
045 0.05 | H5(x) ++} &l 0.35 ‘ H)
ER: 0025 F ¥ 03 H e(x
£ 04 ok ++++ 0.25 |
3035 i f oo L
D i -0.025 4 2
= 03 ¢f H E
Toos| -0.05 | J& 015 m
I -0.075 | o1 b M
A -01 0.05 b o
0.15 g o b 4ty
-0.125 F E
0.1 F bt il g Bl b 11 1)
005 E 0 02 04 08 08 0 02 04 06 08
’ F X X
0 E 1 P I I I
0.3 0.35 0.4 0.6 0.65 0.7 0.75 ?('8 FIG. 10. The twist-4 contribution to the proton structure func-

FIG. 9. The Ir experimental error bands for the ratioafand
u-quarks distributions aD?=9 Ge\? (full lines, our PDFs; dashes,

the PDFs of Ref[10]).

tion F, and to the nucleon structure functién (full circles, ug

=Q; open circlesur=2Q; squaresur= Q/2). For better view the
points corresponding to differenty are shifted to left-right along
the x axis.
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TABLE V. The fitted twist-4 contribution§l: the fit based on estimat¢4.1); II: the fit based on estimator
(4.3); 1I: the fit with the statistical and systematic errors combined in quadrht@ien errors on the
parameters include both statistical and systematic errors, pure statistical errors are given in parenthesis.

X I Il Il

H5:
0 —0.085+0.026(0.020) —0.124+0.051(0.020) —0.132£0.035
0.1 —0.057=0.019(0.014) —0.107=0.076(0.014) —0.094£0.021
0.2 —0.024=0.012(0.0097) —0.057+0.049(0.010) —0.054£0.016
0.3 —0.010=0.010(0.0089) —0.027+0.024(0.0090) —0.017£0.015
0.4 0.002-0.010(0.0089) 0.0020.024(0.0090) —0.002+0.016
0.5 0.0292-0.0085(0.0074) 0.0410.020(0.0079) 0.0250.015
0.6 0.0522-0.0078(0.0069) 0.0680.017(0.0074) 0.05%0.013
0.7 0.0535-0.0061(0.0055) 0.0740.013(0.0058) 0.0560.010
0.8 0.0488-0.0064(0.0061) 0.05450.0085(0.0060) 0.04710.0085

HL
0 0.332-0.046(0.033) 0.130.11(0.033) 0.0280.061
0.1 0.108-0.020(0.016) 0.11%0.065(0.016) 0.1180.022
0.2 0.094-0.019(0.015) 0.1450.047(0.015) 0.0970.021
0.3 0.096-0.018(0.016) 0.1330.031(0.016) 0.1150.021
0.4 0.014-0.017(0.015) 0.0460.027(0.015) 0.0330.019
0.5 0.01790.0088(0.0068) 0.0280.014(0.0069) 0.0150.011
0.6 0.00310.0094(0.0076)  —0.016+0.024(0.0076) —0.0033:0.0089
0.7 0.0195-0.0064(0.0056) 0.0080.016(0.0055) 0.01340.0067
0.8 0.024-0.012(0.012) 0.0 0.023(0.012) 0.0120.014

HY—H}5
0 0.054+ 0.050(0.041) 0.0450.112(0.041) 0.0950.077
0.1 0.031-0.027(0.026) 0.0410.047(0.026) 0.0080.037
0.2 —0.017:0.018(0.017) 0.024£0.046(0.017) —0.014£0.024
0.3 0.01G6-0.017(0.016) 0.0520.038(0.016) 0.01#0.021
0.4 0.023-0.016(0.015) 0.04%0.037(0.015) 0.0360.019
0.5 0.0068-0.011(0.010) 0.0090.026(0.011) 0.0190.016
0.6 —0.029+0.0091(0.0086) —0.037+0.016(0.0092) —0.022+0.015
0.7 —0.052+0.0073(0.0068) —0.073+0.014(0.0071) —0.055-£0.011
0.8 —0.075-0.011(0.010) —0.079+0.014(0.010) —0.073£0.013

as(Mz)=0.1165~ 0.001Kstat+syst)tg'gggitheob, analysis and apply the momentum conservation rule for pa-
' (7.1 rametrization of PDFs, it is necessary to clarify this disagree-

ment. In order to check whether violation of the parton mo-
mentum conservation is necessarily demanded by theQow
. . 2
=0.1184+0.0031 given in Refl67]. Our estimate of theyg data, we repea’Fed our f't_ with our regular c@
value is insensitive to the complication of the PDF form, =2-5 GeV, but without imposing the momentum conserva-

particular with the gluon distribution onésee Table IIJ. momentum is (x)=0.979+0.029 at Q°=9 Ge\?. This

As it was recently reported in Refi25], the net partons Value is comparable with 1 and differs from the results of
momentum for the PDFs, obtained from the data set similaRef. [25]. For this reason we cannot support the conclusion
to one used in our analysis, is not equal to 1 if one does natf Ref.[25] about irrelevance of the lo@—charged-leptons
cut the data witlQ?<10 Ge\2. In particular, the net partons DIS data for the NLO QCD analysis. Having no possibility
momentum obtained from the analysis of the world chargedto explicitly trace the procedures used in Regf5], we can
leptons DIS data witl?=3 GeV? is (x)~1.08+0.02, as it suppose that one of the possible reasons of this disagreement
is given in Ref[25]. The conclusion drawn from this obser- is that we account for power corrections, which is certainly
vation is that the DIS data at lo® are irrelevant for the important for the description of the lo®-data. To continue
NLO QCD analysis and reliable results can be obtained fronmthe comparison we performed the test fit with the cuts of Ref.
the fit to the data withQ?=10 Ge\?, W?=10 Ge\? only.  [25] and also obtained the lower valug,(M;)=0.1098
The value ofag(M;)=0.114+0.002 obtained in this analy- =*0.0055, but with the error, which is significantly larger
sis differs from ours. Since we use the I@vdata in the than the one obtained in R425], so that thexg value ob-

which agrees with the modern world averagg(My)
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tained in this test fit is in agreement with E@.1) within the  simultaneous fit of the HT contribution ands is weaker
errors. The observed difference of thag errors evidently than that in the fit with the HT contribution fixed. In particu-
occurs because in our analysis we simultaneously fit both thkar, due to this absorption, the; renormalization-scale error
ag value and the HT contribution t6,. As it was explicitly ~ obtained in our analysis is smaller than in the analysis of
shown in Refs[16,27], the latter are strongly correlated, Ref.[25].

which certainly leads to the rise of the parameter errors. In The difference of the HT contributions to the proton and
support of this conclusion thes error falls from 0.0055 to ~Neutron structure functions; is given in Fig. 11. One can
0.0014 if in our test fit the HT contribution is fixed. How- S€€, that at lowx these contributions coincide within errors.
ever, since the results of the fit with the HT fixed are modelThis is in disagreement with the results of Rf0]. In that
dependent, the decrease of the experimental error is accor@@Per the data on the difference of the proton and neutron

panied by the uncontrolled rise of the theoretical error thaftructure functions=, are compared with the calculations
does not allow for conclusive comparison with other resultd?ased on the standard PDFs and found them to be lower than

on as. those obtained from calculationssat-0.3. This discrepancy
The HT contributions to the nucleon structure functionswas attributed to the existence of the large HT contribution

F_ and to the proton and neutron structure functipsare (0 the difference of the proton and neutron structure func-

given in Fig. 10 and in Table V. It is interesting that up to tionsF,. We do observe the statistically significant deviation

minimal x the twist-4 contribution to the structure function of H2—H3 off zero, but ax~0.7 instead ok~0.3. Unfor-

F, is nonzero, which coincides with the results of R&8]  tunately, this difference strongly depends on the deuterium

on the analysis of the NMC data. The deviation of fhe  nuclear corrections model at large(see Fig. 11 and in

twist-4 contribution off zero at low is even more signifi- order to obtain a reliable estimate of the twist-4 contribution

cant. As one can see from Table V, the HT contributions td0 F5 an additional comparative analysis of the deuterium

F, and toF_ at lowx are very sensitive to the approach usedmodels is needed.

to account for the systematic errors on data. This is because

at low x the HT contributions are determined from the com- V!ll. THE PARTON LUMINOSITIES AT THE FERMILAB

parison of the data at the kinematical edges of different ex- AND LHC COLLIDERS

periments, where the systematic errors are largest as a rule. a| errors on the hard processes cross sections due to the

Note that the HT parameters errors obtained in the fit base@prs uncertainties are concentrated in the parton luminosi-
on estimator(4.1) are 2—3 times smaller than in the fit basedjeg (PL9), defined as

on estimator(4.3) as well as the PDFs parameters errors.
The twist-4 contributions obtained at the different values
of the QCD evolution equations renormalization sqajeare ~ ©73
given in Fig. 10. The evident dependenceafon uy at low 05
x indicates that in thix region the twist-4 contribution t&,
can simulate the effect of the NNLO corrections to the split-
ting functionsP. Analogous effect for the structure function F
xF3 was demonstrated in R€f69], while the direct obser- 0.75f
vation of the retuning of the twist-4 contribution xd¢-; due oskE
to the account of the NNLO corrections was reported in Ref.
[22]. At the same time theig dependence dfi; and ofH,
at highxis not so strong. The explanation of such behavioris
given in Ref.[35]. As it was also shown there, because the 0.75E
HT contribution can partially absorb the NNLO corrections 3
effects, theur dependence of theg value obtained in the

0.25
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FIG. 12. The ratios of the PDFs errors due to separate sources to

FIG. 11. The difference of the twist-4 contributions to the neu-the total PDFs error§ull lines, the gluon distribution; dashes, the
tron and proton structure functios obtained in the fits based on nonstrange sea one; dots, tldequark one; dotted-dashes, the
the different deuterium modelsfull circles, the Fermi-motion u-quark ong¢. THEOR means the sum of the MC, SS, RS, TS, and
model; open circles: the model of R¢B4]). For better view the DC contributiongsee Sec. VI for description of the abbreviatigns
points corresponding to different models are shifted to left-rightHT and «g refer to the PDFs errors due to the high twists and
along thex axis. strong-coupling-constant uncertainties, respectively.
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TABLE VI. The relative errors on the PLs involved in the cal-
culations of thew and Z production cross sections at the Fermilab
collider [Lw=L, g+ L4y, Lz=L,u+Lga, Lwz=(LogtLan)/(Log
+Lg]-

statt+syst RS TS SS MC DC
AL (%) 15 1.2 11 15
AL (%) 1.2 1.2 11 15

ALwiz(%) 0.7

the DIS data, the PDFs errors are rather small atpie. in

the region especially important for the Fermilab and CERN
Large Hadron Collider(LHC) experiments. The valence-
quark distribution errors are small at higlalso(see Fig. 4.

The experimental errors dominate for the sea and gluon dis-
tributions at highx only. [Note that this is not the case for the
fit based on estimatd#.3) as one can see from the compari-

FIG. 13. The relative errors on selected PLs for the antiprotonson between Fig. 4 and Fig.]6As one can see from Fig. 12,

proton collisions at the center-of-mass-system energy 2 {fel/

the dominating source for the gluon distribution at low

lines, experimental errors; short dashes, RS; dotted-dashes, T the RS uncertainty, for the sea distribution at lgwthe

sparse dots, DC; dense dots, MC; long dashek, @®er notations:
Lgg=LuutLlaatLauslgg=LuatLauiLg+ge=LuctLuictLldc
+Lgs-

1(ud
L=< [ Facmaam, @

wheres is the center-of-mass-system energy squakéds
the produced mass;=M?/s, andi andj mark the parton

MC one, for thed-quark distribution, the DC one. Remember
that in our analysis the errors due to the uncertainties of the
ag value and the HT contribution are included in the experi-
mental error. To estimate their contributions to the total error
we recalculated the PDFs dispersions by fixing dhevalue

and the HT contribution by turn, then extracted obtained dis-
persions from the nominal dispersions calculated with these
parameters released. The square roots of these differences
were taken as the PDFs errors due to theand the HT
uncertainties, respectively. The ratios of these errors to the

species. Since the PLs errors strongly depend on the lattei©tal PDFs errors are also given in Fig. 12. One can see that
one is to estimate the impact of the PDFs errors on the call€ as uncertainty affects the gluon distribution only, while
culated cross sections errors in each particular case. Ofp€ HT uncertainty contributes to the errors of all PDFs.
PDFs total errors, comprised of the theoretical errors com- The errors on the antiproton-proton PLs relevant for the
bined with the experimental ones are given in Fig. 4. DespitdN0St common parton subprocesses in the experiments at the
the data set used for the extraction of our PDFs is limited by/Pgraded Fermilab collider are given in Fig. 13. The upper

AL/U(R)

LN

“on LT . Ol A
1 oo e TE vt i i STY] NI X SETT BV AR

(9+9)G

AL/UR)

0 E

| iy
AT Pl )

2 3
10 107 (Gev)

10
M (GeV)

limit of the pictures was chosen so that the PLs at the upper
limit is ~0.01 1/pb, i.e. corresponds to the maximal sensi-
tivity of the planned experiments. One can see that at the
Fermilab collider energy the theoretical errors dominate over
the experimental ones & <0.2 TeV and vice versa a¥l
=0.2 TeV. The total PLs errors for the Fermilab collider
generally do not exceed 10% Bt<0.2 TeV, while for the
quark-antiquark PL the total error is smaller than 10% almost
for all M in question. The pictures of the proton-proton PLs
at the LHC energy, given in Fig. 14, approximately repro-
duce analogous Fermilab pictures with the produced rivhss
scaled 5 times and the quark-antiquark PL replaced by the
quark-quark PL.

Because the PDFs correlations generally are not small
(see Fig. 7, the account of these correlations may affect the
calculated hard-process cross-section errors. In some cases
the PLs errors may cancel in their ratio, as in the example
given in Table VI. To calculate the theoretical errors in the
hard-process cross sections one is also to take into account

FIG. 14. The relative errors on selected PLs for the proton-the correlations of PDFs with the elementary-process cross
proton collisions at the center-of-mass-system energy 14 TeV. Theections, if the latter depend on the parameters responsible

notations are the same as in Fig. 13.

for the PDFs theoretical uncertainties. In addition, the RS
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PDFs uncertainty may be compensated by the NNLO corredions is accessible through the computer netwdtdsing the
tions to the elementary-process cross sections. current version of this code, one can obtain the random-
Gaussian smeared PDF values by taking into account the
experimental and theoretical uncertainties and their correla-
tions. The special parameters allow one to scale the disper-
IX. CONCLUSION sions corresponding to the separate sources of the PDF un-
certainties to give the user the possibility to study effects of
A significant part of the studies planned for the next-€ach uncertain_ty and vary the confidence level of the errors
generation hadron-hadron and lepton-hadron colliders is N the calculations results.
voted to the precise standard model che@e, e.g.[71]). ACKNOWLEDGMENTS
Such studies certainly imply careful control of all possible
uncertainties, including the PDFs errors. The PDFs obtained The author is indebted to A.L. Kataev and S.A. Kulagin
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ical errors and can be used for the correct estimate of theents and S. Keller and W.J. Stirling for interesting discus-
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were obtained using an efficient estimator and, as a result,

have minimal errors. The convenient code allowing to ac-

count for the PDFs uncertainties in the Monte Carlo calcula- *The WWW address is http://www.ihep.salekhin/pdfo9
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